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Abstract

An approximation algorithm for analyzing a closed queueing systems with a K-sibling fork/join queue is presented. The procedure is based on decomposition and aggregation. The approximation procedure gives good results for the mean response time and the system throughput. However, it gives results which are an upper bound of the mean response time of the fork/join operation and a lower bound of the system throughput, for both homogeneous and non-homogeneous cases. A modification of this procedure, applicable only to the homogeneous case, is also presented. This procedure was found to give very good results for the system throughput and the mean response time of the fork/join operation (the relative error is less than 3%).
1. Introduction

In recent years, there has been a growing interest in the development of tools for analyzing the performance of distributed and parallel processing systems. In such systems, quite often, a job is split into two or more sub-jobs. These sub-jobs execute independently of one another, and at the end of their execution, they recompose to the original job. These types of operation are known as fork/join, or disassembly/assembly in production systems. They occur in multiprocessor computing systems, distributed database systems, telecommunication systems and flexible manufacturing systems.

In this paper, we consider a closed queueing system comprising of a fork node and a K-sibling fork/join queue \((K \geq 2)\) with \(M\) jobs. When a job finishes its service at the fork node, it is split into a fixed number \(K\) of sub-jobs called siblings. Each sibling joins a different sibling queue, where it executes independently of the other siblings. Upon completion of its service, a sibling enters the synchronization queue where it waits for the other siblings. As soon as all the siblings have been served, they merge into the original job which immediately joins the fork node. The time elapsing between the fork and the join operation of a job is called the response time. Also, the time a sibling spends waiting for the other siblings is referred to as the synchronization delay.

Queueing networks with fork/join operations are in general difficult to analyze. An exact numerical analysis of a fork/join queue results in an explosion of the state space which renders it computationally intractable. Also, in general.
fork/join models do not have analytically closed form solutions. In view of this, most of the fork/join systems reported in the literature have been analyzed using various approximation methods.

Flatto [6,7] considered an open fork/join system, assuming that jobs arrive in a poisson fashion. Upon arrival, a job is split into two siblings, each sibling is served by a different server. The service time at each server is exponentially distributed with a different mean. As soon as the two siblings have been served, they recompose into an original job which leaves the system immediately. Flatto obtained the stationary distribution of the response time, and for each queue he obtained the queue length distribution and its expectation conditioned upon the other queue. Nelson and Tantawi [12] proposed an approximation technique, called the scaling approximation. They assumed that the mean response time increases at the same rate as the number of siblings increases. They derived a closed-form approximate expression of the mean response time for an open fork/join queueing system consisting of $K \ (K \geq 2)$ identical servers. Mailles [11] obtained bounds of the mean response time for the same system and also for various series-parallel fork/join networks. The case of general service time was considered by Baccelli and Makowski [1]. Their analysis was based on renewal type of arguments. They concluded that an upper bound of the response time can be obtained using a GI/G/1 mutually independent parallel queueing system and a lower bound can be obtained using a D/G/1 parallel queueing system. The tightness of these bound was not analyzed. In [2], Baccelli, Makowski and Schwartz
used two bounding methodologies to derive a simple lower and upper bound of the response time. The first approach was based on the convex increasing ordering. The second approach was based on the notion of associated random variables, a method similar to the one used by Nelson and Tantawi [12]. In [3], Baccelli, Massey and Towsley extended these ordering and bounding techniques to analyze acyclic fork/join queueing networks. They obtained bounds for the network response time.

Heidelberger and Trivedi [8] considered a closed queueing network model of a computing system in which jobs divide into two or more asynchronous tasks, i.e., synchronization between tasks is not required. They developed an iterative technique for solving a sequence of product-form type queueing networks. In [9], they extended the model to include a join node. Two approximation methods were developed. The first one was based on a decomposition approximation consisting of an inner model, a product-form queueing network, and an outer model, a finite state markov chain. The other approximation was based on the complementary delays method, which iteratively solves a sequence of product form queueing networks. The fork/join queue was analyzed numerically as a closed network by Duda and Czachorski [4]. The numerical approach is inherently limited to small problems. Also, Duda [5] developed an approximation algorithm for analyzing a series-parallel fork/join networks by constructing an approximately equivalent queueing network with a product-form solution.
In this paper, we consider a closed queueing system with a K-sibling fork/join queue \( (K \geq 2) \). The fork/join queue may consist of homogeneous or non-homogeneous exponential servers. The buffer size of each queue is infinite. Using the decomposition and aggregation approach, we iteratively reduce the K-sibling fork/join queue into a 2-sibling fork/join queue. This approximation method gives good results for the mean response time and the system throughput. However, the procedure gives a lower bound of the system throughput and an upper bound of the mean response time. For the homogeneous case, we empirically observed that the difference of the system throughput between the approximate solution and the exact solution proportionally increases as the number of siblings increases. Hence, we developed a modification procedure in order to improve the accuracy of the approximation algorithm. The relative error of the system throughput and the response time of the modified approximation algorithm was found to be less than 3%.

In the following section, we describe the fork/join model. In section 3, we present an approximation algorithm based on decomposition and aggregation. In section 4, we describe the modification procedure. Finally, the conclusions are given in section 5.
2. Model Description

The model studied in this paper is a closed queueing network consisting of a fork node and a K-sibling fork/join queue, as shown in figure 1. The K-sibling fork/join queue consists of K servers arranged in parallel ($K \geq 2$). Each server has its own queue, hereafter called the sibling queue. For each sibling queue there is a synchronization queue. The capacity of each queue is assumed to be infinite, the service time of each server is exponentially distributed, and the service discipline is FIFO. Let $\mu_i$, $i = 1, 2, ..., K$, be the service rate at sibling queue $i$, and let $\mu_0$ be the service rate at the fork node. The fork/join queue is referred to as homogeneous if $\mu_i = \mu$, $i = 1, 2, ..., K$. Let $M$ be the number of jobs in the system. Each job is split up into $K$ siblings (fork operation) upon completion of its service at the fork node. Each sibling joins a different sibling queue. Upon service completion, a sibling enters its synchronization queue where it waits for the other
siblings associated with the same job. When all siblings have completed their service, i.e., each sibling is in its synchronization queue, they recompose immediately to the original job which joins the fork node. At time $t$, let $P(t)$ be the number of jobs in the fork node, $S_i(t)$ the number of siblings in sibling queue $i$, $W_i(t)$ the number of siblings that have been serviced and are waiting in the $i$th synchronization queue, $i = 1, 2, ..., K$. Then, at any given time $t$, $M = P(t) + S_i(t) + W_i(t), i = 1, 2, ..., K$.

The motivation behind studying this fork/join system as a closed queueing network, is that it allows us to incorporate approximately fork/join operations in BCMP type of queueing networks. Let us consider, for example, a queueing network of the BCMP type, and let us assume that jobs after completing service at node $i$, are split up into $K$ siblings. Each sibling enters a different queue. When all siblings complete their service, they merge into a single job which joins some other queue in the system. The BCMP queueing network obtained by shorting out the fork/join queue can be replaced approximately by an equivalent server, so that the resulting queueing network is the one shown in figure 1. This approximate method was not investigated, seeing that such an approximation is common and quite well understood (cf. Perros, Nilsson and Liu [13]).

3. The Approximation Procedure

In this section, we discuss an approximation procedure for analyzing the closed queueing network with a K-sibling fork/join queue described above and
shown in figure 1.

We developed both a numerical procedure and an approximation algorithm. The numerical procedure involved the following steps: (1) generation of all the states of the system; (2) generation of the rate matrix $Q$; and (3) solution of the linear system $Qx^T = 0$ in order to obtain the steady state probability distribution. We note that the state space increases very fast, seeing that the number of states is equal to $(M+1)^K$. In view of this, the numerical procedure is only suitable for analyzing small systems. The approximation procedure is based on decomposition and aggregation, and it can be used for any number of siblings.

\[ \text{figure 2: The K-Sibling Fork/Join Queue as a Closed Queueing Network} \]
The approximation procedure can be briefly summarized as follows. We first analyze approximately the K-sibling fork/join queue by shorting out the fork node, i.e., analyze the K-sibling fork/join queue as a closed queueing network independently of the fork node, as shown in figure 2. In particular, using decomposition and aggregation, this system is approximately reduced to a 2-sibling fork/join queue, which is then used to replace the K-sibling fork/join queue in the original queueing network as shown in figure 3. This queueing system is then analyzed numerically, using the numerical procedure described above.

The study of the K-sibling fork/join queue as an independent subnetwork was motivated by the fact that the average rate of interaction within the fork/join queue is much higher than the average rate of interaction between the fork node and the fork/join queue (see figure 4). This is primarily due to the synchronization among the siblings. In view of this, the fork node and the K-sibling fork/join queue can be seen as being "weakly coupled".

Figure 3: The Reduced Fork/Join Model
Let us first consider the fork/join queue shown in figure 2, assuming that $K = 2$. Let $\mu_1(i)$ and $\mu_2(j)$ be the state-dependent service rate of sibling queue 1 and 2, $i,j = 1,2,...,M$. Let $P_{i,j}$ be the steady state probability that there are $i$ and $j$ jobs in sibling queue 1 and 2 respectively. It can be easily shown that this system has a product-form solution (see also Duda and Czachorski [4]). The stationary equations are as follows:

1. $P_{M,M} (\mu_1(M) + \mu_2(M)) = \mu_1(M) P_{M,M-1} + \mu_2(M) P_{M-1,M}$
2. $P_{M,N} (\mu_1(M) + \mu_2(N)) = \mu_1(M) P_{M,N-1} + \mu_2(N+1) P_{M,N+1}$
3. $1 \leq N \leq M-1$
4. $P_{M,0} \mu_1(M) = P_{M,1} \mu_2(1)$
5. $P_{N,M} (\mu_1(N) + \mu_2(M)) = \mu_1(N+1) P_{N+1,M} + \mu_2(M) P_{N-1,M}$
6. $1 \leq N \leq M-1$
7. $P_{0,M} \mu_2(M) = P_{1,M} \mu_1(1)$
\[ P_{M,M} + \sum_{i=0}^{M-1} P_{M,i} + \sum_{j=0}^{M-1} P_{j,M} = 1 \]  \hspace{1cm} (6)

We can easily obtain

\[ P_{N,M} = \prod_{j=N+1}^{M} \rho_2(j) \, P_{M,M} \quad 0 \leq N \leq M - 1 \]  \hspace{1cm} (7)

\[ P_{M,N} = \prod_{j=N+1}^{M} \rho_1(j) \, P_{M,M} \quad 0 \leq N \leq M - 1 \]  \hspace{1cm} (8)

and

\[ P_{M,M} = \frac{1}{1 + \sum_{i=0}^{M-1} \prod_{j=i+1}^{M} \rho_2(j) + \sum_{j=0}^{M-1} \prod_{N=j+1}^{M} \rho_1(N)} \]  \hspace{1cm} (9)

where

\[ \rho_2(j) = \frac{\mu_1(j)}{\mu_2(M)} \quad \text{and} \quad \rho_1(j) = \frac{\mu_2(j)}{\mu_1(M)} \]

The system throughput, \( T(M) \), is:

\[ T(M) = \sum_{i=1}^{M} \mu_1(i) \, P_{i,M} + \sum_{j=0}^{M-1} \mu_1(M) \, P_{M,j} \]  \hspace{1cm} (10)

Using expression (10) in conjunction with decomposition and aggregation, we can now reduce approximately the \( K \)-sibling fork/join queue to a 2-sibling fork/join queue. Let us first number the sibling queues in figure 2 from 1 to \( K \) starting from the top. The approximation algorithm can now be summarized as follows:
**Step 1.** Consider the closed queueing system consisting of sibling queues 1 and 2 (and their corresponding synchronization queues) obtained from figure 2 by shorting out the remaining sibling queues. Let $T(i)$ be the throughput of this system, obtained using expression (10), when there are $i$ customers in it, $i = 1, 2, ..., M$. Replace this system by an equivalent composite node, call it $C_1$, with a state-dependent service rate equal to $T(i)$. Now, use composite node $C_1$ and sibling queue 3 to form a new 2-sibling fork/join queue. As above, construct an equivalent composite node, call it $C_2$. Proceed as above until the K-1 sibling queues are replaced by an equivalent composite node $C_{K-2}$. The K-sibling fork/join queue has now been reduced to a 2-sibling fork/join queue consisting of the composite node $C_{K-2}$ and sibling queue K and their associated synchronization queues.

In the above reduction procedure, we applied decomposition and aggregation starting from sibling queue 1 and proceeding sequentially to sibling queue K-1. However, it is not necessary that this order should be followed. For instance, we can partition the K-1 sibling queues into 2-sibling subnetworks and represent each of these by a separate flow-equivalent server. Pairs of these flow-equivalent servers may, in turn, be represented by a flow-equivalent server, and so on. We analyzed the K-sibling fork/join queue by pairing the sibling queues in different ways, and the results showed that the difference between them was trivial. This is of course hardly surprising, seeing that originally the sibling queues were numbered arbitrarily.
Step 2. In the original queueing network system substitute the K-sibling fork/join queue by the 2-sibling fork/join queue obtained from step 1 (see figure 3). Solve this model numerically to obtain the system throughput, the mean queue length of the fork node, the Kth sibling queue, and its synchronization queue. Also, by applying Little's relation one can obtain the mean waiting time in each of these three queues, and the mean response time of the fork/join operation, i.e., the mean time elapsing from the moment a job is split to the moment it joins again the fork node.

The above procedure yields performance measures for the fork node and the Kth sibling queue (and its synchronization queue). We can obtain performance measures of any other sibling queue, i.e., \( i = 1, 2, \ldots, K-1 \), and its associated synchronization queue, by simply exchanging sibling queue \( i \) with sibling queue \( K \) and then apply the above algorithm.

The approximation procedure is based on the concept of "weakly coupled" systems. Hence, its accuracy depends only on the coupling between subsystems. The above algorithm was implemented on a VAX-11/785 to analyze the fork/join model shown in figure 1 with 3, 4, and 8 siblings. For 3 and 4 siblings, the approximate results were compared against exact numerical values, and for 8 siblings they were compared against simulation results. For presentation purposes, figures 5 to 19 give plots of the relative error ( \( \frac{\text{exact (or simulation) - approximate}}{\text{exact (or simulation)}} \times 100\% \) ) for the system throughput, the mean queue lengths and the mean response time of the fork/join operation for the test
cases shown in table 1 (More detailed comparisons are presented in Liu [10]).

<table>
<thead>
<tr>
<th>Case 1</th>
<th>3-sibling homogeneous fork/join model, $\mu_1 = \mu_2 = \mu_3 = 2, M = 10$. See figures 5, 6.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 2</td>
<td>3-sibling non-homogeneous fork/join model, $\mu_1 = 1, \mu_2 = 2, \mu_3 = 3, M = 10$. See figures 7, 8, 9.</td>
</tr>
<tr>
<td>Case 3</td>
<td>4-sibling homogeneous fork/join model, $\mu_1 = \mu_2 = \mu_3 = \mu_4 = 1, M = 5$. See figures 10, 11.</td>
</tr>
<tr>
<td>Case 4</td>
<td>4-sibling non-homogeneous fork/join model, $\mu_1 = 1, \mu_2 = 2, \mu_3 = 3, \mu_4 = 4, M = 5$. See figures 12, 13, 14.</td>
</tr>
<tr>
<td>Case 5</td>
<td>8-sibling homogeneous fork/join model, $\mu_1 = \mu_2 = ... = \mu_8 = 1, M = 15$. See figures 15, 16.</td>
</tr>
<tr>
<td>Case 6</td>
<td>8-sibling non-homogeneous fork/join model, $\mu_1 = \mu_2 = 1, \mu_3 = \mu_4 = 2, \mu_5 = \mu_6 = 3, \mu_7 = \mu_8 = 4, M = 15$. See figures 17, 18, 19.</td>
</tr>
</tbody>
</table>

Table 1: Validation Test Cases

The approximation procedure is, in general, very fast. The efficiency of the approximation procedure can be judged by comparing its CPU time against that of the exact numerical procedure. For instance, for the 3-sibling homogeneous fork/join model with $M = 10$ jobs, the CPU time of the exact numerical procedure was 179.4 seconds, whereas the CPU time of the approximation procedure
was 8.73 seconds. For the 4-sibling homogeneous fork/join model with $M = 5$ jobs, the CPU time of the exact numerical procedure 112.3 second, and the CPU time of the approximation procedure was 1.982 second.

The approximation procedure gives good results for the system throughput and the mean response time of the fork/join operation for both homogeneous and non-homogeneous cases. We note that the relative error of the mean queue lengths increases as $K$ increases and $\mu_0/\mu_1 \leq 1$.

We have observed empirically that the procedure gives a lower bound of the system throughput. This is due to the additional synchronization delay introduced each time a composite node is used to substitute a 2-sibling fork/join queue. Another contributing factor may be the fact that the state-dependent service rate of a composite node not only depends on the state of the composite node, but it also depends on the other siblings, a fact that was ignored in this approximation. Obviously, this solution gives an upper bound of the mean response time of the fork/join operation.

4. A Modified Approximation Procedure for Homogeneous Fork/Join Systems

In this section, we present a modified procedure for analyzing the homogeneous fork/join system shown in figure 1. The analysis is based on the empirical observation that the difference between the exact throughput $T_n(i)$ of the $n$-sibling fork/join queue (shown in figure 2) and the approximate throughput
\( \hat{T}_n(i) \) obtained from step 1 of the above approximation algorithm, proportionally increases as \( n \) increases. In particular, we compared the exact throughput of \( T_3(i) \) with the approximate throughput \( \hat{T}_3(i) \) obtained from step 1, for \( i = 1, 2, \ldots, M \), and we found that the ratio of \( T_3(i)/\hat{T}_3(i) \) is as follows,

\[
T_3(i)/\hat{T}_3(i) \approx 1 + \alpha(i).
\]

The quantity \( \alpha(i) \) can be seen as the error introduced by the approximation procedure. Likewise, the ratio of \( T_4(i) \) and \( \hat{T}_4(i) \) is given approximately by \( 1 + 2\alpha(i) \). In general, we have

\[
T_n(i) \approx \hat{T}_n(i)[1+(n-2)\alpha(i)], \quad i = 1, 2, \ldots, M.
\]

where

\[
\alpha(i) = \frac{T_3(i)}{\hat{T}_3(i)} - 1,
\]

and \( n = 3, 4, \ldots, K \).

Therefore, we can numerically analyze the 3-sibling fork/join queue, in order to obtain exactly \( T_3(i) \), \( i = 1, 2, \ldots, M \). We can also obtain \( \hat{T}_3(i) \), \( i = 1, 2, \ldots, M \), approximately from step 1 of the above approximation algorithm. Using these two values, we can obtain \( \alpha(i) \), for \( i = 1, 2, \ldots, M \), which can then be used to construct an improved estimate of the system throughput, \( T_{e,K}(i), i = 1, 2, \ldots, M \), of...
the final 2-sibling fork/join queue obtained from step 1. We have

\[ T_{e,K}(i) = \hat{T}_K(i)[1+(K-2)\alpha(i)], \quad i=1,2,\ldots,M. \]  

Before, we proceed with step 2, we need to adjust the state-dependent service rate \( \mu_c(i) \), \( i = 1, 2,\ldots,M \), of the composite queue in the final 2-sibling fork/join queue so that the system throughput is equal to \( T_{e,K}(i) \), \( i = 1, 2,\ldots,M \).

This is calculated as follows:

1. set \( m = 1; \)

2. set \( i = 0; \mu_c^{(i)}(m) = \mu_c(m); T_K^{(i)}(m) = \hat{T}_K(m). \)

3. \( \mu_c^{(i+1)}(m) = \frac{T_{e,K}(m)}{T_K^{(i)}(m)} \ast \mu_c^{(i)}(m). \) Use \( \mu_c^{(i+1)}(m) \) to obtain the adjustment throughput \( T_K^{(i+1)}(m) \) from equation (10).

4. set \( i := i + 1; \) if \( | T_{e,K}(m) - T_K^{(i)}(m) | \leq \epsilon \), then set \( \mu_c(m) = \mu_c^{(i)}(m) \) and go to step 5, else go to step 3.

5. if \( m < M \), then \( m := m + 1 \), go to step 2, else stop.

We can now apply the same numerical procedure as in step 2 to obtain the approximate solution.

This modified approximation algorithm was implemented on a VAX-11/785 in order to analyze the homogeneous fork/join model shown in figure 1. The main results obtained is the system throughput, and the mean queue length of the fork node, of a sibling queue and a synchronization queue. From this, other
performance measures, such as the mean response time of the fork/join operation and the mean synchronization time for each sibling, can also be obtained. The approximate results were compared against exact numerical values for 4-siblings, and with simulation results for 8-siblings. For presentation purposes, figures 20 to 23 give plots of the relative error ( [(exact (or simulation) - approximate)/exact (or simulation)] 100% ) for the system throughput, the mean queue length and the mean response time of the fork/join operation for the test cases shown in table 2 (More detailed comparisons are presented in Liu [10]).

| Case 7: 4-sibling homogeneous fork/join model, $\mu_1 = \mu_2 = \mu_3 = \mu_4 = 1, M = 5. $ See figures 20, 21. |
| Case 8: 8-sibling homogeneous fork/join model, $\mu_1 = \mu_2 = \ldots = \mu_8 = 1, M = 15. $ See figures 22, 23. |

Table 2: Validation Test Cases

The modified procedure gives very good results for the system throughput and the mean response time of the fork/join operation (the relative error is less than 3%). But, we get a big error for the mean queue lengths of a sibling queue and its synchronization queue when $\mu_0/\mu_1 > 1$. We note, however, that the sum of these two mean queue lengths is practically equal to the exact solution.

5. Conclusion
We developed an approximation procedure for analyzing a closed queueing network with a K-sibling fork/join queue. The approximation procedure is based on decomposition and aggregation. It was shown through a number of examples that it gives results which are a lower bound of the system throughput and an upper bound of the mean response time of the fork/join operation. The modified procedure is only applicable to the homogeneous case. It gives very good results for the system throughput and the mean response time of the fork/join operation.

We note that the original queueing network shown in figure 1 can be also approximately reduced to a two-node closed queueing network consisting of the original fork node and a composite node with a state-dependent service rate equal to $T_{e,N}(i)$. This closed queueing network can be easily analyzed. The system throughput, the mean queue length of the fork node and the mean response time of the fork/join operation obtained from this model are very close to the exact results. The main drawback of this approach is that we lose information regarding the synchronization delay.
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figure 5: Relative Error of the Throughput and the Response Time for Case 1.

figure 6: Relative Error of the Mean Queue Length for Case 1.
figure 7: Relative Error of the Throughput and the Response Time for Case 2.

figure 8: Relative Error of the Mean Queue Length of the Fork Node and Sibling Queues for Case 2.
Figure 9: Relative Error of the Mean Queue Length of the Synchronization Queues for Case 2.

Figure 10: Relative Error of the Throughput and the Response Time for Case 3.
Figure 11: Relative Error of the Mean Queue Length for Case 3.

Figure 12: Relative Error of the Throughput and the Response Time for Case 4.
figure 13 : Relative Error of the Mean Queue Length of the Fork Node and Sibling Queues for Case 4.

figure 14 : Relative Error of the Mean Queue Length of the Synchronization Queues for Case 4.
figure 15: Relative Error of the Throughput and the Response Time for Case 5.

figure 16: Relative Error of the Mean Queue Length for Case 5.
figure 17 : Relative Error of the Throughput and the Response Time for Case 6.

figure 18 : Relative Error of the Mean Queue Length of the Fork Node and Sibling Queues for Case 6.
figure 19: Relative Error of the Mean Queue Length of the Synchronization Queues for Case 6.

figure 20: Relative Error of the Throughput and the Response Time for Case 7.
figure 21: Relative Error of the Mean Queue Length for Case 7.

figure 22: Relative Error of the Throughput and the Response Time for Case 8.
Figure 23: Relative Error of the Mean Queue Length for Case 8.