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Abstract

We show that the diffusion equation method of global minimization of Kostrowicki and Piela is equivalent to mean field annealing, a previously reported deterministic approximation to the usual simulated annealing algorithm. We derive the mean field approximation. We show how to apply it to real-valued problems and present the results for high dimensional image optimization problems involving thousands of variables.
1 Introduction

Recently in this journal, Kostrowicki and Piela[7] reported successful applications of their diffusion equation method to global minimization of low dimensional standard test problems in the Goldstein-Price, Hartman, Shekel, and Griewank families. In earlier work we[1, 5, 2] introduced mean field annealing and showed it to be a powerful and simple approach to a variety of difficult optimization problems. Mean field annealing is a simple deterministic approximation to simulated annealing.

In this paper we show that the algorithm of Kostrowicki and Piela is equivalent to mean field annealing. Their “Fourier-Poisson formula” is the mean field condition for approximating real-valued systems. Their “reversing procedure” in time is equivalent to the gradual reduction of temperature of simulated annealing. Kostrowicki and Piela have shown that the approach is useful for low-dimensional problems. We will show that mean field annealing is equally useful for high dimensional image optimization problems involving thousands of real variables. We also show that mean field annealing applies equally well to combinatorial optimization (e.g. the traveling salesman problem), which it converts to more tractable nonlinear optimization problems.

In Section 2 we will review the features of simulated annealing that are relevant to the development of mean field annealing. In Section 3 we will derive the mean field approximation
from information-theoretic considerations even though it it usually obtained with the tools of statistical mechanics[1, 5, 2]. We will show in Section 4 how the mean field approximation can be applied to both discrete-valued problems and real-valued problems. The formulation for real-valued problems will be shown to coincide with Kostrowicki and Piela’s diffusion equation method. In Section 5 we will present results for a class of image processing problems involving many more variables than Kostrowicki and Piela considered.

2 Simulated Annealing

In simulated annealing, minimization is reformulated as a stochastic sampling problem. Instead of minimizing $U(s)$ with respect to $s \in S \subset R^N$, the associated Gibbs distribution

$$P[s] = \frac{1}{Z} \exp(-U[s]/T)$$

is maximized. Here the normalization in the domain\(^3 S\)

$$Z = \int ds^N \exp(-U[s]/T)$$

depends on $T$ only. The variable $T$ is artificially introduced to create a family of distributions that emphasize maxima at low $T$. Since the exponential function is monotonically increasing, finding the mode of $P$ at any $T$ is logically identical to finding the minimum of $U$.

\(^3\)When the domain $S$ is discrete, the integral is replaced by a sum, but in this article we are concerned with the optimization of real variables.
The two formulations differ practically, however, because the sampling formulation admits the powerful Metropolis sampling procedure[9] which can efficiently produce instances of \( s \) that are statistically distributed according to Equation 1. At low enough \( T \), every sample \( s \) is practically the global minimizer. This approach feasibly efficient only if the sampling is begun at a high \( T \) and continued as the temperature is gradually reduced, a procedure called Simulated Annealing by Kirkpatrick, et al., who introduced it[6].

3 Mean Field Approximation

In earlier work we[1, 5, 2] showed that simulated annealing could be accelerated with the mean field approximation. In this approach the important structure of \( P \) is approximated with a more convenient distribution \( P_0 \) for a sequence of falling values of \( T \). In this section we provide an information-theoretic procedure for studying a given difficult \( P \) using an essentially arbitrary easy \( P_0 \) by minimizing the entropy of \( P_0 \) relative to \( P \), or equivalently, the cross-entropy or Kullback-Leibler[8] distance between \( P_0 \) and \( P \). This information-theoretic procedure leads to our previously successful approach based on the theoretical tools of statistical physics.

Assume we have another positive but otherwise arbitrary distribution \( P_0[s,m] \). It is useful to choose \( P_0 \) to be easily analyzed and to have adjustable parameters represented by
some vector \( m \). We rewrite \( P_0 \)

\[
P_0[s, m] = \frac{1}{Z_0} \exp(-U_0[s, m]/T),
\]

(3)

where \( Z_0 = \int ds \exp(-U_0[s, m]/T) \) which in general depends on \( m \) through \( U_0 \).

The entropy of \( P_0 \) relative to \( P \) is

\[
R = \int ds P_0[s, m] \ln \frac{P_0[s, m]}{P[s]},
\]

(4)

where we have suppressed the dependence of \( R \) on the vector of adjustable parameters \( m \).

Using Equations 1 and 3, we rewrite Equation 4 as

\[
R = \int ds \frac{\exp(-U_0/T)}{Z_0} \left(-\frac{U_0}{T} - \ln Z_0 + \frac{U}{T} + \ln Z\right).
\]

(5)

We define the average with respect to \( P_0 \) of a function \( \phi[s] \) as \( \langle \phi \rangle = \int ds \phi \exp(-U_0/T)/Z_0 \) and obtain

\[
R = -\frac{1}{T} \langle U_0 - U \rangle - \ln Z_0 + \ln Z.
\]

(6)

We define \( F_0 = -T \ln Z_0 \) and \( F = -T \ln Z \) and obtain

\[
R = \frac{1}{T} (F_0 - F + \langle U - U_0 \rangle),
\]

(7)

It is known[8] that \( R[m] \geq 0 \) with equality holding if and only if \( P_0 = P \). Here \( T \) is also positive so that

\[
F \leq F_0 + \langle U - U_0 \rangle,
\]

(8)
which is the basis of our mean field approximations to discrete, continuous, and even problems with both discrete and continuous variables.

The mean field approximation is obtained by minimizing Equation 7 with respect to \( m \) to find the tightest bound in Equation 8; mean field annealing involves tracking the minimum from high to low values of \( T[10] \). In the case of discrete \( s_i \) as in graph coloring or binary image restoration\[4\] it is useful to choose

\[
U_0 = -\sum_i m_i s_i, \tag{9}
\]

but in the present context of problems with continuous \( s_i \) the simplest useful choice\[5, 2\] is

\[
U_0 = \frac{1}{2} \sum_i (x_i - m_i)^2. \tag{10}
\]

In either case the \( m_i \) are real.

4 Mean Field Annealing

Mean Field Annealing (MFA) is based on Simulated Annealing (SA) and derives its power and generality from that popular optimization procedure. MFA differs from SA by analytically approximating the relevant Gibbs distribution rather than stochastically simulating it. SA works by gradually cooling an on-going stochastic simulation of a Gibbs distribution. Mean field theory provides a deterministic approximation to a Gibbs distribution which also
can be cooled in the same way to produce a Mean Field Annealing (MFA) algorithm. Many SA algorithms can be converted to analogous MFA algorithms that run in $1/50$ the time required by the SA version\cite{11, 1, 5, 2}. However because it is an approximation, MFA does not inherit any guarantee of convergence even when the analogous SA does converge.

4.1 Approximation of Systems of Discrete Variables

For combinatorial problems, the domain $S = \{0, 1\}^N$ is discrete and each solution might be represented as a vector $s_1, s_2, ..., s_N$ ones and zeros. A typical objective function might be

$$U[s] = -\sum_i h_i s_i - \sum_{ij} v_{ij} s_i s_j,$$  \hspace{1cm} (11)

For this case, Equation 9 is appropriate since the average of any particular variable

$$\langle s_i \rangle = \frac{\sum_{s_i=0,1} s_i \exp(m_i s_i/T)}{\sum_{s_i=0,1} \exp(m_i s_i/T)} = \frac{1}{1 + \exp(-m_i/T)}$$  \hspace{1cm} (12)

asymptotically approaches either one or zero for low $T$. This choice of $U_0$ is useful for combinatorial problems such as graph partitioning or binary image restoration\cite{1, 4}. The vector $m$ is chosen to minimize the right hand side of Equation 8 at each of a sequence of decreasing $T$'s The starting point of each new minimization is the terminal point of the previous minimization at slightly higher $T$. 
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4.2 Approximation of Systems of Real Variables

For the optimization of real-valued variables, the choice of form for the mean field must allow mean values of \( x \) between the extreme values as in Equation 10, \( U_0 = \sum_i 1/2(s_i - m_i)^2 \) or \( U_0 = 1/2||s - m||^2 \) with real means \( m_i \). The average in Equation 8 inequality is weighted by the Gaussian density \( Z_0^{-1} \exp(-U_0/T) \) now extends over all real configurations. \( Z_0 \) involves \( \int \cdots \int \exp(-U_0/T) \) but it factors so that the normalization is \( Z_0 = \prod_i \sqrt{2\pi T} \). The logarithm of a product is a sum of logarithms so that \( F_0 = -T \sum_i \ln \sqrt{2\pi T} \). The average \( U_0 \) is a sum of second moments \( \langle U_0 \rangle = \sum_i T/2 = NT/2 \). For this \( U_0 \), both \( F_0 \) and \( \langle U_0 \rangle \) are independent of \( m \) so the additive constant, \( F_0 - \langle U_0 \rangle \), in Equation 8 is independent of the unknown \( m \) which becomes

\[
F \leq W = \text{constant} + \langle U \rangle
\]  

(13)

and can be dropped. The result is that the mean field is defined by the minimum of

\[
(\sqrt{2\pi T})^N \int dsU(x) \exp(-||x - m||^2/2T)
\]  

(14)

which is Kostrowicki and Piela's Equation 12, which they call the Fourier-Poisson formula.

MFA converts an optimization problem into the limiting member of a family of optimization problems. Instead of directly varying \( U \), MFA varies a certain weighted average of \( U \). The width of averaging kernel depends on a scalar called the temperature \( T \). For small \( T \) the kernel approaches a Dirac delta function and in the limit the original problem is recov-
ered. For large $T$ fine structure of the original problem is averaged away and in this limit the objective becomes convex even if the original objective was not. MFA works when the large-$T$ optimum approaches the best (or at least a good) low-$T$ optimum as $T$ is reduced.

5 Image Optimization

Optimization can be used to estimate a true image of $N$ real pixel values from a similar image of noisy measurements, given certain generic information about the true scene and the noise. Let $y$ be a noisy observation of a true scene $s$. If the observations are corrupted by independent, identically distributed, additive Gaussian noise, then $y_i = s_i + \epsilon_i$, where $\epsilon$ is a random variable distributed according to a density proportional to

$$\exp(-||\epsilon||^2/2\sigma^2).$$ (15)

If $s$ is further known to be e.g. piecewise constant, then a maximum a posteriori $s$ can be estimated by minimizing the negative of the logarithm of the Bayesian posterior density[3, 5]

$$U(s) = \frac{1}{2\sigma^2} \sum_i (y_i - s_i)^2 - \sum_{ij} V(s_i - s_j),$$ (16)

where the second sum is restricted to adjacent pixels $i$ and $j$ and $\epsilon_i = y_i - s_i$ has been used in the first term to express the noise in terms of the measurement and the unknown $s$. The function $V$ depends on the problem but is positive in a small region around the origin and
is zero elsewhere. A useful choice for images is a Gaussian,

\[ V(s_i - s_j) = \frac{b}{\sqrt{2\pi \tau}} \exp \left( -\frac{(s_i - s_j)^2}{2\tau} \right), \]  

(17)

where \( b \) adjusts the strength of the prior expectation that adjacent pixels agree in value to within about \( \tau \) units.

In the first term of Equation 16, all the averages in Equation 14 cancel except the one over \( s_i \). The second term involves an integral over \( s_i \) and \( s_j \) of the product of three Gaussians which can be performed in succession using a table of integrals. The result is\([3, 5]\)

\[ \langle U \rangle = \frac{1}{2\sigma^2} \sum_i (y_i - m_i)^2 - \frac{b}{\sqrt{2\pi(T + \tau)}} \sum_{ij} \exp \left( -\frac{(m_i - m_j)^2}{2(T + \tau)} \right) \]

(18)
to within an additive term that is independent of \( m \). The \( i^{th} \) component of the gradient of Equation 18 with respect to \( m \) is

\[ \frac{\partial}{\partial m_i} \langle U \rangle = \frac{m_i - y_i}{\sigma^2} + \frac{2b}{\sqrt{2\pi(T + \tau)^3}} \sum_j (m_i - m_j) \exp \left( -\frac{(m_i - m_j)^2}{2(T + \tau)} \right), \]

(19)

where the sum on \( j \) is restricted to pixels adjacent to \( i \).

At low \( T + \tau \), Equation 18 typically exhibits so many local minima that conventional minimization techniques using Equation 19 terminate almost immediately from most starting points. Often the starting point and the associated terminal point cannot be distinguished by eye. However for large enough \( T \), the second term becomes negligible so that \( \langle U \rangle \) has a single minimum near \( s = y \) and this minimum can be tracked if \( T \) is gradually reduced.
Using gradient descent to minimize \( \langle U \rangle \) at each of a sequence of decreasing temperature, we obtain an low temperature estimate of the \( m \) that minimizes the original \( U \).

Figure 1 is a plot of a \( 64 \times 64 \) image of 4096 real variables which represent a step discontinuity of height 49.0. Figure 2 shows the same data degraded by additive Gaussian noise with zero mean and standard deviation 24.5, half the step height. Linear approaches to removing noise from Figure 2 invariably blur the step edge also. Nonlinear approaches based on Equation 16 exhibit local optima and require global optimization such as simulated annealing, which is slow. Figure 3 is the result of minimizing Equation 16 by using mean field annealing of Equation 18. Clearly mean field annealing is able to recover the original image from the degraded image. Figure 3 was obtained using an initial \( T = 24 \) and a final \( T = .24 \) and \( v = 24 \).

Piecewise-linear restorations are similarly obtained by replacing the first difference in the argument of the prior potential function \( V \) by the appropriate second difference[2].

6 Conclusions

The diffusion equation method of global optimization introduced by Kostrowicki and Piela has been related to the more familiar method of global optimization, simulated annealing. The mean field approximation was developed and used to convert stochastic simulated an-
Figure 1: Original step image $s$
Figure 2: Degraded image $y$
Figure 3: Mean field estimate of $s$, given $y$
nealing into a deterministic algorithm for optimizing real variables. Mean field annealing prescribes a sequence of local minimizations at decreasing "temperatures" of a Gaussian integral of the original objective function. Except for terminology ("time" for "temperature"), this is identical to Kostrowicki and Piela's method. Experimental results for large image optimization problems were presented which support and extend Kostrowicki and Piela's results.
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