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1) Summary. The unbiased minimum variance linear estimate of an estimable
linear function of parameters under a linear model has been long well known
and has long figured prominently in statistical literature. The main results
here have been expressed in different forms, among which is the one used by
the author and his collaborators [2, 3]. The problem may be called one of
single linear estimation for the univariate case; univariate in the physical
sense because all experimental units are measured on one variate, and also in
the mathematical sense because we have only one unknown variance to deal with.
As a follow-up on this problem three other developments suggest themselves to
us, namely (1) the problem of estimating with linear functions of the observ-
ations several linear functions of the parameters under a linear model, in
the univariate case, (2) the problem of a single linear estimation in the
multivariate case where each experimental unit is measured on p variates
and we have an unknown pxp dispersion matrix to deal with, and (3) the
problem of simultaneous linear estimation under the model of problem (2).

In this paper by way of a necessary introduction to the following
sections, section 1 reproduces in the form given in [2, 3], the main results
of a single linear estimation for the univariate case. Section 2 discusses
the problem of simultaneous linear estimation for the univariate case, section
3 that of single linear estimation for the multivariate case and section 4 that
of simultaneous linear estimation for the multivariate case. The results offered

---

1 This research was supported by the National Science Foundation Grant No.
   GP-1660.
in sections 2, 3 and 4 have been obtained in the course of frequent discussion between the author and some of his collaborators in this particular area and, with the exception of one particular result, have not been published so far by our group and, as far as we are aware, by anybody else either. Of this particular result a proof is given here different from the one given in an earlier mimeographed paper [2]. Under the different models of linear estimation introduced in the following sections, linear functions of parameters are estimated with linear functions of the observations and this is what is traditionally called linear estimation. However, there are other principles or methods of estimation of the same linear functions including the important and interesting method of least squares, leading, in some situations, to the same estimates as in linear estimation, and, in some situations, to different estimates. Except in section 1 where an interesting tie-up with least-squares solution is just mentioned, the method of least-squares does not figure elsewhere in this paper. We shall discuss in a later communication such connection as we have noticed between the two approaches, for the estimates of linear parametric functions under the models of sections 2, 3 and 4.


The model \( \mathbf{x}' = (x_1, x_2, \ldots, x_n) \) is a set of uncorrelated random variates with common variance \( \sigma^2 \) and expectation given by

\[
E(\mathbf{x}) = A \xi = n[A_1 : A_D] \begin{pmatrix} \xi_1 \\ \xi_2 \end{pmatrix}^r_m
\]

say, where \( A \) is a given \( nxm \) matrix, to be called the model matrix, which depends partly upon the design of the experiments and partly upon what experimental statisticians call the "model", and \( \xi \) is a set of \( m \) unknown parameters. The \( x_i \)'s, of course, are measurements of a single character on
n experimental units. Without any loss of generality we assume that 
m < n; let rank $\sim A = r \leq m < n$ and let $\sim A_I$ be a basis and $\sim A_D$ the so-called 
set of dependent column vectors.

The problem is to estimate $\sim c' \sim \xi$, with $\sim b' \sim x$, where the $l \times n$ $\sim c'$ is given but
$\sim \xi$ is unknown, while $\sim x$ is observed but the $l \times n$ $\sim b'$ is to be determined.

The criteria used to determine $\sim b$ are that

(1.2) (i) $E(\sim b' \sim x) = \sim c' \sim \sim \sim \sim [c_i^T : c_D^T] \begin{pmatrix} \sim \xi_1 \\ \sim \xi_2 \end{pmatrix}$, say, (for all $\sim \xi$), and

(ii) $V(\sim b' \sim x)$ is to be a minimum.

(i) is called the unbiasedness condition and only partially determines $\sim b'$,
(ii) is called the minimum variance condition, and, together with (i), completely determines $\xi$. (i) also imposes a restriction on $\sim c'$, usually called
the estimability condition. Linear estimation thus involves (i) a linear model,
(ii) a linear function of $\sim \xi$ to be estimated, and (iii) a linear estimator.
The main results of a single linear estimation for the univariate case are
summarized below from (1.3)-(1.8).

The estimability condition is that

(1.3) $\text{rank } \sim A = \text{rank } \begin{pmatrix} \sim A \\ \sim c' \end{pmatrix}$

or equivalently

(1.3.1) $c_D^T = c_i^T (A_i^T A_i)^{-1} A_i^T A_D$.

The unbiased minimum variance of an estimable $\sim c' \sim \xi$ is

(1.4) $\sim c_i^T (A_i^T A_i)^{-1} A_i^T \sim x$,

which is often called the best unbiased linear estimate or BLUE estimate.

The variance of this estimate is

(1.5) $\sim c_i^T (A_i^T A_i)^{-1} \sim Q_i \sigma^2$
An unbiased estimate of $\sigma^2$ is

\[(1.6) \quad x'[\bar{I}(n) - A_1(A_1^t A_1)^{-1} A_1^t] y/(n-r) .\]

\[(1.7) \quad \text{All these results are invariant under the choice of a basis } \begin{pmatrix} \bar{I} \\ A_2 \end{pmatrix} \text{ for the matrix } A .\]

Observe that the choice of a basis \( \begin{pmatrix} \bar{I} \\ A_2 \end{pmatrix} \) induces a partitioning of \( \begin{pmatrix} \tilde{z} \\ \bar{z} \end{pmatrix} \), and a partitioning of \( \begin{pmatrix} \tilde{z} \\ \bar{z} \end{pmatrix} \) induces a partitioning of \( \begin{pmatrix} z' \end{pmatrix} \).

\[(1.8) \quad \text{The least squares estimate of an estimable linear function } c' \begin{pmatrix} \tilde{z} \\ \bar{z} \end{pmatrix} \text{ is the same as the BLUE estimate given by (1.4).}\]

1.1 Some remarks on the derivation of the results from (1.3)-(1.5).

Although the above results are derived elsewhere [2], it is worthwhile to sketch briefly the derivation of the results (1.3)-(1.5) in as much as the tools involved are the same as will be used in sections 2, 3 and 4. For the derivation the two following mathematical lemmas are needed, in particular.

**Lemma 1.** There exists the factorizations

\[(1.9) \quad \begin{pmatrix} A_1' \\ A_2' \end{pmatrix} \begin{pmatrix} r \\ m-r \end{pmatrix} = \begin{pmatrix} r \\ m-r \end{pmatrix} \begin{pmatrix} I_1 \\ I_2 \end{pmatrix} L \]

where \( I_1 \) is a non-singular triangular matrix (say lower triangular) and \( L \) is \( n \times r \) and orthonormal, i.e., \( L L' = I(r) \). All that is needed is just this existence and not the expression for the right side matrices.

(1.9) will imply that

\[(1.9.1) \quad A_1' = I_1 L \quad \text{or} \quad A_1' A_1 = \begin{pmatrix} \tilde{T}_1 \\ \bar{T}_1 \end{pmatrix} \begin{pmatrix} \tilde{T}_1' \\ \bar{T}_1' \end{pmatrix} \quad \text{and} \quad A_2' = \begin{pmatrix} \bar{T}_2 \\ \tilde{T}_2 \end{pmatrix} .\]
Lemma II. \( \sim \) could be completed by an \((n-r) \times n\) \( \sim_1 \) into an orthogonal matrix, so that

\[
\begin{pmatrix}
I_{n-r} & 0 \\
0 & I_{n-r}
\end{pmatrix}
\begin{pmatrix}
L & L' \\
\sim & \sim_1
\end{pmatrix}
= 
\begin{pmatrix}
I_{n-r} & 0 \\
0 & I_{n-r}
\end{pmatrix}
\begin{pmatrix}
L' & L' \\
\sim & \sim_1
\end{pmatrix}
= 
\begin{pmatrix}
I(r) & 0 \\
0 & I(n-r)
\end{pmatrix}
\begin{pmatrix}
L' & L' \\
\sim & \sim_1
\end{pmatrix}
= 
\begin{pmatrix}
L' & L' \\
\sim & \sim_1
\end{pmatrix}
= 
\sim' \sim + \sim_1 \sim_1
\]

Applying (1.9) to the expectation model (1.1) and the unbiasedness requirement (1.2) (i), we have

\[
(1.11) \quad \sim' \sim = \sim_1 \sim_1^{-1}
\]

and

\[
(1.12) \quad \sim_0' = \sim_1 \left( \sim_1^{-1} \sim_2 \right) = \sim_1 \left( A_1 A_1^{-1} \right) \sim_1 \sim_1
\]

The condition (1.12) is the same as (1.3.1) which is equivalent to (1.3). The condition (1.11), as observed earlier, only partially determines \( \sim \). For the minimum variance estimate we proceed as follows.

\[
(1.13) \quad V(\sim' \sim) = \sigma^2(\sim' \sim) = \sigma^2 \sim' \left( \sim \sim + \sim_1 \sim_1 \right) \sim = \sigma^2 \left( \sim_1 \sim_1^{-1} \sim_1 \sim_1 \sim_1 \right)
\]

and the extreme side of the equations is minimized by putting

\[
(1.14) \quad \sim' \sim_1 = \sim
\]

and this together with (1.11) and (1.9.1), gives

\[
(1.15) \quad \sim' = \sim_1 \sim_1^{-1} \sim_1 = \sim_1 \left( \sim_1^{-1} \sim_1^{-1} \right) \sim_1 = \sim_1 \left( A_1 A_1 \right)^{-1} A_1
\]

whence follows (1.4). It is easy to check that (1.5) has been already obtained enroute.
1.2 Comparison between two different designs, in terms of a single linear estimation.

For simplicity of discussion, let us consider a connected block-treatment type of design, i.e., a two-way classification with blocks and treatments. The n will be the same in both, the m will usually be different and so also the \( \tilde{A}_i \) matrix and the \( \sigma_1^2 \). The part of \( \tilde{\Sigma} \) that relate to the treatment contributions will stay the same and the linear function to be estimated will involve only this part of \( \tilde{\Sigma} \). That design will be the better one for which 

\[
\tilde{c}_1^i (\tilde{A}_i \tilde{A}_i^{-1})^{-1} \tilde{c}_i \sigma_1^2 (i = 1, 2)
\]

is less. It may be observed that, for connected designs, rank = b + v - 1, and hence we have the same \( \tilde{c}_i \) for both, and also that, since we are considering only the treatment part of \( \tilde{\Sigma} \), the block part of \( \tilde{\Sigma} \) will be absent, and hence also the corresponding part of \( \tilde{A}_i \). We note, in addition, that if both designs are equal block side designs, then \( \sigma_1^2 \) will be less for the design whose block side \( k \) is less.

1.3 The quasi-multivariate model [2]. When \( \tilde{x} \) has the symmetric pxp positive definite dispersion matrix \( \tilde{\Sigma} \) which is supposed to be known except for a scalar multiplier, the expectation set-up is the same as (1.1), and, under this general model, the linear estimation problem is the same as before. To handle this we use the matrix factorization \( \tilde{\Sigma} = \tilde{\Sigma}_1 \tilde{\Sigma}_2' \), where \( \tilde{\Sigma}_1 \) is a lower triangular non-singular matrix, put \( \tilde{\Sigma}_2^{-1} \tilde{x} = \tilde{y} \), note that \( \tilde{y} \) has the dispersion matrix \( \tilde{\Sigma}_2 \), which practically throws back the problem on the previous case, work in terms of \( \tilde{y} \) and then transform back to \( \tilde{x} \). The second form of this estimability condition (1.3.1) now becomes

\[
(1.16) \quad \tilde{c}_D = \tilde{c}_1^i (\tilde{A}_i \tilde{\Sigma}_2^{-1} \tilde{A}_i^{-1}) \tilde{A}_1 \tilde{\Sigma}_1^{-1} \tilde{A}_2 \\
= \tilde{c}_1^i \tilde{\Sigma}_1^{-1} \tilde{L} \tilde{L}' \tilde{\Sigma}^{-1} \tilde{L}' \tilde{\Sigma}_1^{-1} \tilde{L} \tilde{L}' \tilde{\Sigma}_1^{-1} \tilde{L}' \tilde{\Sigma}_1^{-1} \tilde{L}' \tilde{L}' \tilde{\Sigma}_1^{-1} \tilde{L}' \tilde{L}' \tilde{\Sigma}_1^{-1} \tilde{L}' \\
= \tilde{c}_1^i \tilde{\Sigma}_1^{-1} \tilde{T}_2' = \tilde{c}_1^i (\tilde{A}_i \tilde{A}_i^{-1}) \tilde{A}_1 \tilde{\Sigma}_1^{-1} \tilde{A}_2 \ .
\]
Thus the estimability condition stays the same before, which can also be checked more directly.

The unbiased minimum variance estimate now becomes

\[
\alpha^{\wedge} = c_1(A_1^t \Sigma^{-1} A_1)^{-1} A_1^t \Sigma^{-1} x,
\]

and the variance of this estimate becomes

\[
\sigma^2 = c_1(A_1^t \Sigma^{-1} A_1)^{-1} c_1^t.
\]

2. **Simultaneous linear estimation for the univariate case.**

With the univariate model of the previous section the problem now is one of estimating the vector \( \tilde{\xi} \) with the vector \( \tilde{\beta} \), where \( \tilde{\xi} \) is a given \( s \times m \) matrix of rank \( s \leq r \) and \( \tilde{\beta} \) is to be determined. As to the total criterion to be used, we hold off for a moment, while we observe that a part of the total criterion could well be unbiasedness, as before, leading to the estimability condition

\[
\text{rank } \begin{pmatrix} A \\ C \end{pmatrix}^n \begin{pmatrix} m \\ s \end{pmatrix} = \text{rank } A,
\]

or equivalently,

\[
c_D = c_1(A_1^t A_1)^{-1} A_1^t A_D.
\]

At the back of this we have, as before, from unbiasedness, a condition similar to (1.11), being now given by

\[
\begin{pmatrix} \tilde{\beta} \\ \tilde{L} \end{pmatrix} = c_1 \tilde{t}_1^{-1}.
\]

Let us now denote by \( \tilde{c}_i \) and \( \tilde{b}_i \) (\( i = 1, 2, \ldots, s \)) the row vectors of \( \tilde{\xi} \) and \( \tilde{B} \), pick up from (1.4) the BLUE for each \( \tilde{c}_i \) and set up and study the properties of the following estimator for \( \tilde{\xi} \):

\[
c_1(A_1^t A_1)^{-1} A_1^t x,
\]
which we shall just call, for shortness, the BLUE estimator. Its dispersion matrix is easily seen to be given by

\[ \sigma^2 \sim I (A' \sim I A) \sim I^{-1} \sim I = \sigma^2 \sim M \text{ (say)} . \]

For any competitor \( \sim B \), satisfying the unbiasedness condition (2.3), the dispersion matrix will be given by

\[ \sigma^2 \sim B \sim B' = \sigma^2 \sim B (L' \sim L + L' \sim L) \sim B' \sim B' = \sigma^2 \sim [M + M^*], \text{ say.} \]

We observe that \( \sim M \) is an sxs symmetric positive definite and \( \sim M^* \) is an sxs symmetric and at least positive semi-definite matrix of the same rank as \( \sim B \sim L \). This implies, in terms of characteristic roots, that

\[ \text{any } \text{ch } [\sim M + \sim M^*] \geq \text{ the corresponding ch } \sim M \text{, the inequality holding for at least one root, unless } \sim M^* \text{ is zero, i.e., } \sim B \sim L = 0 \text{, in which case we are back in the BLUE (2.4). As a consequence, among other results we have, in particular, the following} \]

\[ \begin{align*}
  (2.8) \ (i) & \ \text{ch}_{\max} \sim M \leq \text{ch}_{\max} [\sim M + \sim M^*] , \\
  (ii) & \ \text{tr } \sim M < \text{tr } [\sim M + \sim M^*] \\
  \text{and} \\
  (iii) & \ |\sim M| < |\sim M + \sim M^*| .
\end{align*} \]

In fact, a strict inequality like (ii) or (iii) would hold for all the symmetric functions of the roots (in the sense of theory of equations) and, in general, for any function of the roots which is such that it decreases if any root is decreased without decreasing the other roots. Thus, the BLUE defined by (2.4), is a unique solution in terms of minimization of any such function of the roots, including the trace and the determinant, but is not a unique solution (though no doubt a solution) in terms of minimizing the root of
any order, including the largest root.

2.1 A physical interpretation of the largest root, the trace and the determinant minimization criterion. If we attach, on economic or utilization considerations, different economic weights \((a_1, a_2, \ldots, a_s) = a'\) normalized by \(\sim a = 1\) to the components of \(\sim C\) and thus to those of any estimator \(\sim B\), we come out with a single linear function \(\sim a' C \sim\) estimated by \(\sim a' B \sim C\), the variance of the estimator being given by \(\sigma^2(\sim a' B B' \sim a)\).

(i) The normalized weight system \(\sim a\) for which \((\sim a' B B' \sim a)\) is a maximum \((= \text{ch}[B B'])\), is thus the most unfavorable weight system, producing the largest variance for the estimator. Choosing \(\sim B\), subject to (2.3), so as to minimize \(\text{ch}[B B']\), which is the largest root minimization criterion, is, therefore, a minimax criterion, in this sense.

(ii) For the trace criterion, we observe first that \(\sim B B' = \sim D \sim Y \sim'\) where \(\sim\) is an orthogonal matrix and \(\sim Y\)'s are the roots (all positive) of \(\sim B B'\).

Consider now

\[
(2.9) \quad \int_{\sim a' = 1} \sim a' [\sim B \sim B'] \sim a d(\sim a) = \int_{\sim a' = 1} \sim a' [\sim \sim D \sim Y \sim Y' \sim] \sim a d(\sim a) \\
= \int_{\sim a' = 1} [\sim a' \sim D \sim Y \sim a' a \sim a' a] d(a \sim a) = \sum_{i=1}^{s} \int_{\sim a' = 1} \sim a' a \sim a' a d(a \sim a) = \text{const. tr} [B B'] \sim .
\]

Thus the trace is proportional to the average variance, the averaging being over this particular measure on \(a\), and hence the trace minimization (over \(\sim B\), subject to (2.3)), is minimizing this average variance.

(iii) If the \(\sim\) of section 1 is, in addition \(N[E(\sim x)], \sigma^2 I(n)\), then any unbiased vector estimator \(\sim B \sim X\) of \(\sim C \sim\) is \(N[\sim C \sim, \sigma^2 B B']\), and in this case, it is well known that \(|B B'|\), the determinant of the dispersion matrix is
proportional to just the square of the volume of the ellipsoid given by
\[
[B \bar{x} - C \bar{z}][B \bar{x} - C \bar{z}]^{-1} = \text{constant}, \quad \text{which has a probability content independent of } B \text{ and } C. \quad \text{Thus minimizing the determinant merely means minimizing the volume for this given probability content. However, if } \bar{x} \text{ is not multinormal, this kind of interpretation gets a lot fuzzier.}
\]
(iv) We also have incidentally the important result that the BLUE estimator vector (2.4) produces, for any single linear function \( a' \bar{z} \), an estimator which could not be improved by any other estimator vector.

2.2 Comparison between two different designs, in terms of simultaneous linear estimation [1]. As in section 1, for each design we take the corresponding BLUE estimator given by (2.4). Then, as in section 1, aside from the differential in \( \sigma_i^2 \) and \( \sigma^2 \), the comparison is now between the matrices
\[
C_i (A_i A_i)^{-1} C_i', \quad (i = 1, 2),
\]
and the two designs might and, in general, would compare differently according as we use the largest root or trace or determinant criterion on the matrix given above.


The model. We have here \( p \times n \) matrix \( \bar{z} \) consisting of \( n \) uncorrelated \( p \)-dimensional column vectors with a common but unknown \( p \times p \) dispersion matrix \( \Sigma \).

There are experimental units and on each \( p \) different variates are measured.

If we roll out \( \bar{z} \) into a \( (1 \times p) \) row vector \( [z_1', z_2', \ldots, z_p'] = z^* \) (say), then \( x \sim z^* \) has a dispersion matrix \( [I(n) \otimes \Sigma] \), in the notation of Kronecker product.

For the expectation, let us first consider the following model which is less than the most general one (and \( x \) which is based on a common \( n \times m \) model matrix \( A \) for the different variates and an \( m \times p \) matrix of parameters \( \xi \)):

\[
(3.1) \quad E(x^i) = A \xi^i.
\]
If we now roll out \( \tilde{\xi} \) into a vector \( [\tilde{\xi}_1, \tilde{\xi}_2, \ldots, \tilde{\xi}_p] = \tilde{\xi}^* \) (say), then (3.1) can be rewritten as

\[
(3.2) \quad E(\tilde{\xi}^*) = [\tilde{\xi} \otimes \mathbb{I}(p)] \tilde{\xi}^*
\]

Suppose now that (3.2) we want the BLUE estimate of a linear function \( c^* \tilde{\xi}^* = \sum_{i=1}^{p} c_i \tilde{\xi}_i \) (say). From section 1.3 the estimability condition is now

\[
(3.3) \quad \text{rank} \left( \begin{pmatrix} A & \mathbb{I}(p) \end{pmatrix}_{\tilde{\xi}^*} \right) = \text{rank} \left[ A \otimes \mathbb{I}(p) \right]
\]

or

\[
\text{rank} \left( \begin{pmatrix} A \cr c_i' \end{pmatrix}_{\tilde{\xi}_i} \right) = \text{rank} A, \quad (i = 1, 2, \ldots, p)
\]

which means that each \( c_i' \tilde{\xi}_i, \quad (i = 1, 2, \ldots, p) \), should be separately estimable.

We denote \( [c_{11}', c_{12}', \ldots, c_{1p}'] \) by \( c_1^* \). The BLUE estimate, using section 1.3, will be given by

\[
(3.4) \quad c_1^* \left[ (A_1 \otimes \mathbb{I}(p))' (\mathbb{I}(n) \otimes \Sigma)^{-1} (A_1 \otimes \mathbb{I}(p))^{-1} [A_1 \otimes \mathbb{I}(n)]' [\mathbb{I}(n) \otimes \Sigma^{-1}] \right] \tilde{\xi}^*
\]

\[
= c_1^* \left[ (A_1' \otimes \Sigma^{-1})(A_1 \otimes \mathbb{I}(p))^{-1} [A_1^I \otimes \mathbb{I}(p)] [\mathbb{I}(n) \otimes \Sigma^{-1}] \right] x^*
\]

\[
= c_1^* [A_1' A_1 \otimes \Sigma^{-1}]^{-1} [A_1^I \otimes \Sigma^{-1}] x^*
\]

\[
= c_1^* [A_1 A_1']^{-1} \otimes \Sigma [A_1' \otimes \Sigma^{-1}] x^*
\]

\[
= \sum_{i=1}^{p} c_i c_i' A_i A_i^{-1} A_i' \tilde{\xi}_i
\]

which is the sum of the BLUE estimates for the individual \( c_i \tilde{\xi}_i \)'s (\( i = 1, 2, \ldots, p \)).

The variance of this estimate, using again section 1.3, is given by
\[ (3.5) \quad \hat{\Sigma}^{*} \left[ (A_{i} \odot I(p))' (I(n) \otimes \hat{\Sigma})^{-1} (A_{i} \otimes I(p)) \right]^{-1} \hat{\Sigma}^{*} \]

\[ = \hat{\Sigma}^{*} \left[ (A_{i} \otimes \hat{\Sigma}^{-1}) (A_{i} \otimes I(p))^{-1} \right]^{-1} \hat{\Sigma}^{*} \]

\[ = \hat{\Sigma}^{*} \left[ (A_{i} A_{i}^{-1}) \otimes \hat{\Sigma}^{-1} \right]^{-1} \hat{\Sigma}^{*} = \hat{\Sigma}^{*} \left[ (A_{i} A_{i}^{-1})^{-1} \otimes \hat{\Sigma} \right] \hat{\Sigma}^{*} \]

\[ = \hat{\Sigma}^{*} \sum_{i,j=1}^{p} (A_{i} A_{j}^{-1}) \times \sigma_{ij} \]

where \[ \hat{\Sigma} = [\sigma_{ij}] \]

For an unbiased estimate of the dispersion matrix we have, as an analogue of (1.6), the expression

\[ (3.6) \quad X[I(n) - A_{i} (A_{i} A_{i}^{-1}) A_{i}'] X'/(n-r) \]

In the development of (3.4) - (3.6) we have tacitly assumed that \( \hat{\Sigma} \) is a symmetric positive definite matrix. If it were symmetric positive semi-definite (as in the study of certain nonparametric problems), then, while (3.4) is a BLUE estimate, it is not unique, but there could be others, depending now on the "orthogonal completion" of \( \hat{\Sigma} \). This will be discussed in a later paper.

Let us now go back to the case we were considering, namely when \( \hat{\Sigma} \) is symmetric positive definite. The most significant fact is the unknown \( \hat{\Sigma} \) drops out of the BLUE estimate. This is possible only because the model matrix is of the form \( A \otimes I(p) \), while the dispersion matrix is of the form \( I(n) \otimes \hat{\Sigma} \).

This would not happen if we had different \( A_{i} \)'s for the different variates, or in other words, a pseudo-diagonal model matrix with diagonal submatrices of the form \( A_{i} \) (i = 1, 2, ..., p). However, the estimability condition would still be the simple form

\[ (3.7) \quad \text{rank } \hat{A}_{i} = \text{rank } \begin{pmatrix} \hat{A}_{i} \\ \hat{C}_{i} \end{pmatrix}, \quad (i = 1, 2, ..., p) \]
For some time now we have, in fact, been working in terms of what might be called multivariate designs consisting of \((n_i \times m_i) A_i (i = 1, 2, \ldots, p)\) where even \(n_i\) and \(m_i\) might be different for the different variates. The possibility of linear estimation under such models will be discussed in subsequent papers. For special patterns of the different \(A_i\)'s and/or for special patterns of \(\Sigma\), something useful (from which the unknown \(\Sigma\) drops out) is still available.

Going back to the univariate model matrix \(A\) we have been considering so far, we now observe that because of (3.5) the comparison between two different designs would now be more complicated and uncertain than in sections 1 and 2. Whatever we have been able to say meaningfully about comparison of designs in this set up will be discussed later.

### 3.1 The same problem under a somewhat more general model

While staying with the same \(A\) for the different variates and the same problem of a single linear estimation of \(\sim \Sigma^* \sim \), let us change the expectation model into

\[
E(X') = A \sim \xi \sim \mu,
\]

where \(X'\) is \(nxp\), \(A\) is \(nxm\), \(\xi\) is \(nxq\), \(\mu\) is \(qxP\), \(\text{rank } \mu = q \leq p\).

One way (though by no means a unique way) to go at the problem of a single linear estimation in this set up is to transform (3.7) to

\[
A \sim \xi = E(X') \mu' (\mu \mu')^{-1} = E(Y') \text{ (say)},
\]

where \(X' \mu' (\mu \mu')^{-1} = X' \mu^*\) (say) = \(\sim Y'\).

Note that \(V(Y') = (\mu \mu')^{-1} \Sigma \mu' (\mu \mu')^{-1} = \mu^* \Sigma \mu^*\).

Next, we seek, as before, to estimate \(\sim \xi^*\) with \(b^* y^*\), where \(y^*\) is rolled out as a vector from \(Y\) in the same way as \(\sim \xi^*\) is rolled out as a vector from \(X\). The estimability condition will stay the same as before, while the BLUE estimate in terms of \(y^*\) or \(\sim y_1\)'s will come out in the same form as (3.4). This, transformed to \(\sim y_1\)'s, will come out as
\[(3.9) \quad \sum_{i=1}^{q} c_i \sim_{II} (A_i^T A_i)^{-1} [G^* X]_i, \]

where \([G^* X]_i\) denotes the i-th row of the matrix. Likewise the variance of this estimate comes out as

\[(3.10) \quad \sum_{i,j=1}^{q} c_i' (A_i^T A_i)^{-1} \sim_{Ii} \sim_{Ij} \sigma_{ij}^* \]

where

\[[\sigma_{ij}^*] = \Sigma^* = G^* \Sigma \sim G^*' .\]

Even within the set up of a linear estimation there are other ways of going at the problem (in the sense of both formulation and execution) which will be discussed later.

4. **Simultaneous linear estimation for the multivariate case:** Under the same model as in section 3 the problem now is to estimate \(\sim \Sigma \sim\) with \(\sim \Sigma \sim X^*\), where \(\sim \Sigma\) is \(s \times mp\) and \(\sim X^*\) is \(s \times np\). Let us write \(\sim \Sigma\) as \([\sim \Sigma_1, \sim \Sigma_2, \ldots, \sim \Sigma_p]\), combining (2.1) with (3.3), we have now the estimability condition

\[(4.1) \quad \text{rank} \left( \begin{array}{c} \sim A \\ \sim C_i \end{array} \right) = \text{rank} \sim A, \quad (i = 1, 2, \ldots, p).\]

The BLUE estimate vector (from which, as in the BLUE estimate scalar of (3.4), the unknown dispersion matrix \(\sim \Sigma\) will drop out) is in a form analogous to (3.4) and is given by

\[(4.2) \quad \sum_{i=1}^{p} \sim C_{II} (A_i^T A_i)^{-1} A_i^T \sim X_i, \]

and the dispersion matrix of this estimate, in a form analogous to (3.5), is given by the sxs matrix

\[(4.3) \quad \sum_{i,j=1}^{p} \sim C_{II} (A_i^T A_i)^{-1} \sim C_{ij} \sigma_{ij}^*.\]
As to comparison of two different designs in terms of this dispersion matrix of the BLUE estimate vector, we can go back to the considerations of section 2 and use the largest root or the trace or the determinant criterion on this matrix for the different designs and then notice the same kind of difficulty that we commented upon while discussing the problem of similar comparison at the end of section 3.
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