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1. Results. Let \( X_1, X_2, \ldots, X_n \) be independent and identically distributed random variables (real- or vector-valued). Let \( f(X_1, X_2) \) be a bounded function such that \( f(X_1, X_2) = f(X_2, X_1) \). With no loss of generality we shall assume that the bounds are \( 0 \leq f(X_1, X_2) \leq 1 \). Let

\[
U = \frac{2}{n(n-1)} \sum_{1 \leq i < j \leq n} f(X_i, X_j).
\]

Examples of statistics of this form are given below. The mean of \( U \) is

\[
E(U) = p
\]

and the variance is

\[
\text{var}(U) = \frac{2}{n(n-1)} \left[ 2(n-2)(r-p^2) + s - p^2 \right],
\]

where

\[
p = E f(X_1, X_2),
\]

\[
r = E f(X_1, X_2) f(X_1, X_3),
\]

\[
s = E f^2(X_1, X_2).
\]

As \( n \) tends to infinity, \( \sqrt{n} (U-p) \) has a normal limiting distribution \( \mathcal{N}(0, 1) \). Hence if we have an upper bound for the variance of \( U \) which depends only on \( p \) and \( n \), we can obtain an approximate confidence region for \( p \) and a lower bound for the power of a test based on \( U \) when \( n \) is large (see \( \mathcal{L} 3 \)).

---
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It is known that $2(r-p^2) \leq s - p^2$, and since obviously $s \leq p$, we have

$$\text{var}(U) \leq \frac{2}{n} p(1-p).$$

In this note we shall show that, under the stated assumptions,

$$r - p^2 \leq H(p) = \begin{cases} p^{3/2} & p \geq \frac{1}{2} \\ (1-p)^{3/2} & p \leq \frac{1}{2} \end{cases}$$

It is easily seen that the sign of equality holds in (1) if, with probability one, $f(X_1,X_2) = g(X_1)g(X_2)$ (for $p \geq \frac{1}{2}$) or $f(X_1,X_2) = 1 - g(X_1)g(X_2)$ (for $p \leq \frac{1}{2}$), where $g(X)$ takes the values 0 and 1 only.

Inequality (1) implies that

$$\text{var}(U) \leq \frac{2}{n(n-1)} \left(2(n-2) H(p) + 1 - p^2 \right).$$

An inequality analogous to (1) was conjectured by Daniels and Kendall for the variance of the finite population analogue of the statistic $t$ defined in Example 1 below. A proof of this conjecture suggested by Sundrum does not seem to be complete.

We now give three examples of statistics to which the present bound is applicable; in the first two examples the bound can be attained.

**Example 1.** Let $X_1 = (Y_1,Z_1)$ be a random vector with two continuously distributed components, and $f(X_1,X_2) = 1$ or 0 according as $(Y_1-Y_2)(Z_1-Z_2)$ is positive or negative. In this case $t = 2U - 1$ is a well-known rank correlation coefficient. The condition for equality in (1) is satisfied if $Z$ is a function of $Y$ of a certain form, for instance positive and decreasing for $Y < 0$ and negative and increasing.
for $Y > 0$ (if $p \geq \frac{1}{2}$); or negative and increasing for $Y < 0$ and positive
and decreasing for $Y > 0$ (if $p \leq \frac{1}{2}$). For if we let $g(X) = 0$ or 1 ac-
cording as $Y < 0$ or $Y > 0$, then, with probability one, $f(X_1, X_2)$
$= g(X_1)g(X_2)$ in the first case and $f(X_1, X_2) = 1 - g(X_1)g(X_2)$ in the
second case. These two cases correspond to the inverse canonical ranking
and the canonical ranking as defined by Daniels and Kendall $\int 1$
for finite populations.

**Example 2.** Let $X_1$ be a real-valued random variable, $f(X_1, X_2) = 0$
or 1 according as $X_1 + X_2 < 0$ or $> 0$. Then $p = \frac{1}{2}$ if $X_1$ has the same
continuous distribution as $-X_1$. Thus a test based on $U$ might serve to
detect certain deviations from symmetry. The sign of equality in (1)
is attained, for instance, if $X_1$ can take only two values, $a$ and $b$,
such that either $a + b < 0 < b$ (if $p \geq \frac{1}{2}$) or $a < 0 < a + b$ (if $p \leq \frac{1}{2}$).
Here we may take $g(X) = 0$ or 1 according as $X < 0$ or $X > 0$ in the first
case, and $g(X) = 0$ or 1 according as $X > 0$ or $X < 0$ in the second case.

**Example 3.** Let $X_1$ again be real-valued, and let

$$f(X_1, X_2) = 1 - 2 \max \left( F_0(X_1), F_0(X_2) \right) + F_0^2(X_1) + F_0^2(X_2) ,$$

where $F_0(x)$ is a continuous (cumulative) distribution function. Then,
if $X_1$ has the distribution function $F(x),$

$$p = \frac{1}{3} + 2 \int \left( \frac{F(x)}{F_0(x)} - F_0(x) \right) \frac{1}{2} dF_0(x) ,$$

and $(U - \frac{1}{2})/2$ differs in large samples negligible little from the Cram-
von Mises goodness of fit criterion $\int \left( F_n(x) - F_0(x) \right)^2 dF_0(x)$, where
$n F_n(x)$ denotes the number of observations $\leq x$. In this case the
condition for equality in (1) cannot be satisfied, and presumably the upper bound for the variance can be further improved.

2. Proof of Inequality (1). We first assume that

\[ f(x_1, x_2) = 0 \text{ or } 1. \]

Let \( X_1, X_2, \ldots, X_n \) be independent and identically distributed random variables,

\[ f_{ij} = f(X_i, X_j), \quad i \neq j, \quad f_{ii} = 0, \]

\[ \hat{p} = n^{-2} \sum_{i=1}^{n} \sum_{j=1}^{n} f_{ij}, \quad \hat{r} = n^{-3} \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} f_{ij} f_{ik}. \]

As \( n \to \infty \), \( \hat{p} \) and \( \hat{r} \) converge in probability to \( p \) and \( r \) respectively.

We shall show that

\[ \hat{r} - \hat{p}^2 \leq H(\hat{p}) + \epsilon_n, \]

where \( H(p) \) is the function defined in (1) and \( \epsilon_n \) are numbers which converge to 0 as \( n \to \infty \). Since the function \( H(p) \) is continuous, inequality (4) easily implies inequality (1).

Both \( \hat{p} \) and \( \hat{r} \) are functions of the \( n \times n \) matrix \( ||f_{ij}|| \) whose elements satisfy the conditions

\[ f_{ij} = 0 \text{ or } 1, \quad f_{ii} = 0, \quad f_{ij} = f_{ji}. \]

Let

\[ F_i = \sum_{j=1}^{n} f_{ij}. \]

Then
\[ n^2 p^\wedge = \sum_{i=1}^{n} F_i^\wedge, \quad n^3 r = \sum_{i=1}^{n} F_i^2. \]

We first show that, in order to find an upper bound for \( r \) when \( p \) is fixed, we may assume that

\[(6) \quad F_i \geq F_j \text{ implies } f_{ik} \geq f_{jk} \text{ for all } k \neq i.\]

For suppose that there are integers \( i, j, k \) such that \( F_i \geq F_j \), \( k \neq i \), and \( f_{ik} < f_{jk} \). Thus \( f_{ik} = 0 \), \( f_{jk} = 1 \). Let \( \|f'\|_{uv} \) be the \( n \times n \) matrix defined by \( f'_{ik} = f'_{ki} = 1 \), \( f'_{jk} = f'_{kj} = 0 \), \( f'_{uv} = f_{uv} \) otherwise. The transformed matrix satisfies (5), and the value of \( p \) is not affected by the transformation. Also, writing \( F'_u \) for the sum of the \( u \)-th row in the new matrix, \( F'_i = F_i + 1 \), \( F'_j = F_j - 1 \), \( F'_u = F_u \) otherwise. Therefore

\[
\Sigma(F'_{u})^2 - \Sigma F'_{u} = (F_i+1)^2 - F_i^2 + (F_j-1)^2 - F_j^2
\]

\[= 2(F_i-F_j) + 2 > 0.\]

Thus the value of \( r \) is increased by the transformation. By repeated application of this transformation we can obtain a matrix which satisfies (6), for instance as follows. We first take one of the rows with the largest sum to be the \( i \)-th row, and for every \( j \neq i \) we apply the transformation for each \( k \neq i \) with \( f'_{ik} < f'_{jk} \). Having exhausted all \( k \) and all \( j \), we are left with a matrix such that every column different from the \( i \)-th that has a 0 in the \( i \)-th place will consist of zeros only. This implies that any further transformations will not affect this \( i \)-th row. We next take one of the rows with the largest sum among the remaining \( n-1 \) rows, and repeat the procedure described above, and
so on. Eventually we obtain a matrix which satisfies the conditions (5) and (6) without changing the value of $\hat{p}$ and without decreasing the value of $\hat{r}$.

With no loss of generality we may assume that, in addition to (5) and (6), the matrix $\|f_{ij}\|$ satisfies the condition

$$(7) \quad F_1 \geq F_2 \geq \cdots \geq F_n.$$  

For this can always be achieved by rearranging suitable rows and columns, which will not affect the values of $\hat{p}$ and $\hat{r}$. Thus we now restrict ourselves to symmetric matrices whose every row and every column, apart from a 0 in the main diagonal, consists of a sequence of 1's followed by a sequence of 0's. A typical matrix of this form is shown below.

\[
\begin{bmatrix}
0 & 1 & 1 & 1 & 0 \\
1 & 0 & 1 & 1 & 0 \\
1 & 1 & 0 & 1 & 0 \\
1 & 1 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

For a fixed matrix $\|f_{ij}\|$ of this type let $m$ denote the greatest integer such that $f_{m,m+1} = 1$. Then $f_{ij} = 1$ if $i \leq m+1$, $j \leq m+1$ ($i \neq j$), and $f_{ij} = 0$ if $i \geq m+1$, $j \geq m+1$. Hence

$$n^2 \hat{p} = \sum_{i=1}^{m} \sum_{j=1}^{m} f_{ij} + \sum_{i=1}^{m} \sum_{j=m+1}^{n} f_{ij} + \sum_{i=m+1}^{n} \sum_{j=1}^{m} f_{ij} + \sum_{i=m+1}^{n} \sum_{j=m+1}^{n} f_{ij}$$

$$= m(m-1) + 2 \sum_{i=1}^{m} \sum_{j=m+1}^{n} f_{ij}$$

and
\[ n^3 r = \sum_{i=1}^{m} \left( \sum_{j=1}^{m} f_{ij} + \sum_{j=m+1}^{n} f_{ij} \right)^2 + \sum_{i=m+1}^{n} \left( \sum_{j=1}^{m} f_{ij} \right)^2 \]

\[ = \sum_{i=1}^{m} \left( m - 1 + \sum_{j=m+1}^{n} f_{ij} \right)^2 + \sum_{i=m+1}^{n} \left( \sum_{j=1}^{m} f_{ij} \right)^2 \]

\[ = m(m-1)^2 + 2(m-1) \sum_{i=1}^{m} \sum_{j=m+1}^{n} f_{ij} + \sum_{i=m+1}^{n} \sum_{j=1}^{m} f_{ij} + \sum_{i=1}^{m} \sum_{j=1}^{n} f_{ij}^2. \]

If we put

\[ a_i = \frac{1}{n-m} \sum_{i=m+1}^{n} f_{ij}, \quad b_j = \frac{1}{m} \sum_{i=1}^{m} f_{ij}, \]

\[ d = \frac{1}{m(n-m)} \sum_{i=1}^{m} \sum_{j=m+1}^{n} f_{ij} = \frac{1}{m} \sum_{i=1}^{m} a_i = \frac{1}{n-m} \sum_{j=m+1}^{n} b_j, \]

we obtain

\[ n^2 \hat{p} = m(m-1) + 2m(n-m)d \]

and

\[ n^3 \hat{r} = (m-1) n^2 \hat{p} + (n-m)^2 \sum_{i=1}^{m} a_i^2 + m n \sum_{j=m+1}^{n} b_j^2 \]

\[ = (m-1) n^2 \hat{p} + m(n-m)n \hat{d}^2 \]

\[ + m(n-m) \sum_{i=1}^{m} \sum_{j=m+1}^{n} f_{ij} - (a_i - d) - (b_j - d)^2 \]

Now

\[ \frac{1}{m(n-m)} \sum_{i=1}^{m} \sum_{j=m+1}^{n} \left( f_{ij} - d \right)^2 = \frac{1}{m(n-m)} \sum_{i=1}^{m} \sum_{j=m+1}^{n} (f_{ij} - d)^2 - \frac{1}{m} \sum_{i=1}^{m} (a_i - d)^2 - \frac{1}{n-m} \sum_{j=m+1}^{n} (b_j - d)^2 \]

\[ = d - \hat{d}^2 - \frac{1}{m} \sum_{i=1}^{m} (a_i - d)^2 - \frac{1}{n-m} \sum_{j=m+1}^{n} (b_j - d)^2. \]
Since the left hand side is nonnegative, we obtain

$$\frac{1}{m} \sum_{i=1}^{m} (a_i - d)^2 + \frac{1}{n-m} \sum_{j=m+1}^{n} (b_j - d)^2 \leq d - d^2.$$  

It now follows from (9) and (10) that

$$n^3 \hat{r} \leq (n-1) n^2 \hat{\rho} + m(n-m) n d^2 \tag{11}$$

$$+ m(n-m) \max(m, n-m)(d-d^2).$$

We thus have obtained an upper bound for \(\hat{r}\) in terms of \(\hat{\rho}\) for all matrices \(\|x_{ij}\|\) with \(m\) fixed. We now put

$$c = \frac{m}{n}.$$  

By equation (8), since \(0 \leq d \leq 1\), the range of \(c\) is given by

$$c^2 \leq \hat{\rho} + \frac{c}{n}, \quad (1-c)^2 \leq 1 - \hat{\rho} - \frac{c}{n}. \tag{12}$$

We therefore may assume that \(c\) is bounded away from 0 and 1 as \(n \to \infty\).

Indeed, inequality (1) is trivially true if \(\rho = 0\) or 1; and if \(0 < \rho < 1\), since \(\hat{r}\) tends to \(\rho\) in probability, inequalities (12) imply that \(c\) is bounded away from 0 and 1 with a probability which approaches one as \(n\) tends to infinity.

From (11) we obtain

$$\hat{r} \leq c \hat{\rho} + c(1-c)d^2 + c(1-c)\max c(1-c)(d-d^2) + \epsilon_n',$$

where \(\epsilon_n' \to 0\) as \(n \to \infty\). If we express \(d\) in terms of \(\hat{\rho}\) and \(c\) by

---

means of (8), we have

\[ \hat{r} - \hat{p}^2 \leq H(\hat{r}, c) + \epsilon_n, \]

where

\[ H(p, c) = -p^2 + cp + \frac{p - c}{2c} + \frac{p - c}{2c(1 - c)} + \max(c, 1 - c)(1 - \frac{p - c}{2c(1 - c)}) \]

and \( \epsilon_n \rightarrow 0 \) as \( n \rightarrow \infty \).

We now maximize \( H(p, c) \) with respect to \( c \). By (12) we may assume that

\[ c \leq p^{1/2}, \quad 1 - c \leq (1 - p)^{1/2}. \]

We can write

\[ H(p, c) = G(1 - p, 1 - c), \quad c \leq \frac{1}{2}; \quad H(p, c) = G(p, c), \quad c \geq \frac{1}{2}, \]

where

\[ G(p, c) = -p^2 + pc + \frac{1}{4} p^2 c^{-1} - \frac{1}{4} c^3. \]

We calculate

\[ G(p, p^{1/2}) - G(p, c) = \frac{1}{4c} (p^{1/2} - c)^2 (c^2 + 2p^{1/2} - p). \]

If \( c \geq \frac{1}{2} \), the right side is positive, and hence \( G(p, c) \leq G(p, p^{1/2}) = p^{3/2} - p^2 \). It follows that

\[ H(p, c) \leq \max_0^p p^{3/2} - p^2, (1 - p)^{3/2} - (1 - p)^2, \]

and the function on the right is just \( H(p) \) as defined in (1). This completes the proof for the case where \( f(X_1, X_2) \) takes on the values 0 and 1 only.

Now let \( f(X_1, X_2) \) be any function which satisfies the assumptions of the theorem. Then \( f(X_1, X_2) \) can be approximated by a function \( f'(X_1, X_2) \)
which also satisfies the assumptions of the theorem and takes only finitely many values, in such a way that 
$p' = E f'(X_1, X_2)$ and 
$r' = E f'(X_1, X_2) f'(X_1, X_3)$ are as close as we please to $p$ and $r$, respectively. It will therefore be sufficient to assume that $f(X_1, X_2)$ takes on the $k$ values $f_1, f_2, \ldots, f_k$. Then it can be written in the form

$$f(X_1, X_2) = \sum_{i=1}^{k} f_i c_i(X_1, X_2),$$

where $0 \leq f_i \leq 1$,

$$c_i(X_1, X_2) = c_i(X_2, X_1) = 0 \text{ or } 1;$$

$$c_i(X_1, X_2) c_j(X_1, X_2) = 0, \quad i \neq j.$$

Now let $Y_1, Y_2, Y_3$ be mutually independent random variables, independent of $X_1, X_2, X_3$, where each $Y_i$ is uniformly distributed on the interval $0 \leq Y_i \leq 1$. The random vectors $Z_j = (X_j, Y_j)$, $j = 1, 2, 3$, are mutually independent and identically distributed. Now define

$$f^*(Z_1, Z_2) = \sum_{i=1}^{k} d_i(Y_1) d_i(Y_2) c_i(X_1, X_2),$$

where

$$d_i(Y) = \begin{cases} 1, & 0 \leq Y \leq f_i^{1/2} \\ 0 & \text{otherwise.} \end{cases}$$

Then

$$f^*(Z_1, Z_2) = f^*(Z_2, Z_1) = 0 \text{ or } 1.$$

The conditional expected value of $f^*(Z_1, Z_2)$ for $X_1, X_2$ fixed is

$$E\left[f^*(Z_1, Z_2) \mid X_1, X_2 \right] = \sum_{i=1}^{k} f_i c_i(X_1, X_2) = f(X_1, X_2).$$

Hence
(13) \[ E f^*(Z_1, Z_2) = E f(X_1, X_2) = p. \]

Also

\[ f^*(Z_1, Z_2) f^*(Z_1, Z_3) = \sum_{i=1}^{k} \sum_{j=1}^{k} d_i(Y_1) d_j(Y_2) c_i(X_1, X_2) \]

\[ d_j(Y_1) d_j(Y_3) c_j(X_1, X_3) \]

so that

\[ E f^*(Z_1, Z_2) f^*(Z_1, Z_3) | X_1, X_2, X_3 \]

\[ = \sum_{i=1}^{k} \sum_{j=1}^{k} \min(f_i^{1/2}, f_j^{1/2}) f_i^{1/2} f_j^{1/2} c_i(X_1, X_2) c_j(X_1, X_3) \]

\[ \geq \sum_{j=1}^{k} \sum_{j=1}^{k} f_i f_j c_i(X_1, X_2) c_j(X_1, X_3) \]

\[ = f(X_1, X_2) f(X_1, X_3). \]

Thus

(14) \[ E f^*(Z_1, Z_2) f^*(Z_1, Z_3) \geq E f(X_1, X_2) f(X_1, X_3). \]

Since, by the first part of the proof, inequality (1) is true for \( f^* \), it follows from (13) and (14) that it is also true for \( f \). The proof is complete.
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