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Summary: We consider a (k+1)-variate distribution in which k variates are continuous and 1 variate is categorical. The k variates are assumed to have a conditional multivariate normal distribution with respect to the 1 categorical variate which are assumed to have a multinomial distribution. Appropriate hypotheses are framed in this situation, analogous to the customary hypotheses on a single multivariate normal distribution, large sample tests of such hypotheses are developed and some of their properties studied. Next, instead of assuming a single multinomial distribution on the 1 categorical variate, a product of multinomial distributions is assumed (in case some of the 1-categorical are ways of classification) and hypotheses are framed in this situation analogous to the customary ones for several multivariate normal distributions, and large sample tests of such hypotheses and some of their properties are studied.

* This research was supported by the United States Air Force through the Air Force Office of Scientific Research of the Air Research and Development Command.
1. *Introduction:*

Many contributions have been made to the multivariate analysis of variance and covariance of large masses of data on either continuous or categorical variates.

In this paper, we are applying the technique of the multivariate analysis of variance and covariance to a multi-way table such that certain ways refer to continuous variates and the other ways are categorical. For certain problems all the categorical ways refer to variates; for certain other problems all of them refer to ways of classification; and for some problems some of the ways refer to variates and the rest to ways of classification.

We use the fact that under certain broad conditions, the 
\(-2 \log \lambda\) statistic, for large samples and on the null hypothesis, has asymptotically the \(X^2\)-distribution with certain degrees of freedom (Wilkes, Wald). Also we use the fact that, for categorical data, the \(-2 \log \lambda\) and the \(X^2\)-statistics are both equivalent (Anderson, Ogawa).

In section 2, we consider the two way or \((X,Z)\) table in which we take \(X\) continuous and \(Z\) categorical. \(Z\) may be a random variate or a way of classification.

In section 3, we consider the case of a three way \((X,Y,Z)\) table, in which \(X\) is a continuous variate, \(Y\) and \(Z\) are both categorical variates or one of them a categorical variate and the other a way of classification, or both are ways of classification.

In section 4, we consider the case of a three way \((X,Y,Z)\) table in which \(X\) and \(Y\) are continuous variates and \(Z\) a categorical variate or a way of classification.
Section 5 points out the possibility of an extension to a 
(k+1)-way table where the k's are continuous and the l's categorical.

In all these cases we formulate all possible hypotheses to be 
tested concerning conditional independence, joint independence, 
and total independence; and we give the -2 log λ statistic used, 
together with its distribution. The likelihood ratio λ is defined as:

\[
\lambda = \frac{\max_{H_0} P(\text{sample} \mid H_0)}{\max_{H} P(\text{sample} \mid H)}
\]

\[
= \frac{P(x_1, \ldots, x_n \mid p_1^0, p_2^0, \ldots, p_{v+1}^0, \ldots, p_m^0)}{P(x_1, \ldots, x_n \mid \hat{p}_1, \hat{p}_2, \ldots, \hat{p}_v, \hat{p}_{v+1}, \ldots, \hat{p}_m)}
\]

where, if the null hypothesis is such that \( p_i = p_i^0 \) for \( i = 1, 2, \ldots, v \), and \( H \neq H_0 \), then the numerator of \( \lambda \) is the likelihood 
function after substituting for \( p_i \), \( i = v+1, \ldots, m \), the maximum 
likelihood estimates \( \hat{p}_i^0 \) subject to the null hypothesis \( H_0 \); and 
the denominator of \( \lambda \) is the likelihood function after substituting 
the maximum likelihood estimates \( \hat{p}_i \), \( i = 1, 2, \ldots, m \), of \( p_i \) subject to 
the alternative \( H \).

In all these cases, we assume that the conditional distribu-
tion of the continuous variates, given the categorical variates, is 
a multivariate normal whose parameters might depend upon the values 
of the categorical variates (at which the conditional probability 
is being considered). In case some of the directions along the 
categorical part of the table refer to "ways of classification," 
the parameters of the conditional normal distribution might also 
depend upon the particular cell of the part of the table constituted
by the ways of classification. In every case it can be shown
(and has, in fact, been shown in another paper) that the conditional
distribution of the continuous variates, given the categorical ones,
satisfy Doob's conditions, from which, by using certain other theorems,
it has been proved in the other paper that $-2 \log \lambda$ for the joint
distribution of the continuous and categorical variates has asymp-
totically a $X^2$-distribution with proper degrees of freedom. Actually,
however, in each case, it is not $-2 \log \lambda$ but another algebraically
simple and more convenient statistic, proved to be equivalent in
probability to $-2 \log \lambda$, that is used. A method of obtaining such
a statistic is outlined in section 6, the mathematical proof being
reserved for another paper.

2. The case of the two way $(X,Z)$ table, $X$ continuous and $Z$ categorical:

$Z$ may be a random variate or a way of classification, which may
belong to $r$ exhaustive and exclusive categories $i = 1, 2, \ldots, r$, say.
We assume that the distribution function of $X$ is normal for the dif-
f erent categories of $Z$ but that the parameters, viz., the mean and
the variance of the distribution function of $X$ depend on the category.

Suppose we have a sample of $n$ individuals; every one belongs to
one or another of the $r$ categories, and also has a measurement $x$.
Let $n_i, i = 1, 2, \ldots, r$, be the number of individuals belonging to the
$i^{th}$ category such that $\sum_{i=1}^{r} n_i = n$ is fixed from sample to sample.
If $Z$ is a way of classification, then $n_i, i = 1, 2, \ldots, r$, is fixed
from sample to sample; but if $Z$ is a random variate, then suppose
that $p_i$ is the probability that an individual belongs to the $i^{th}$
category.
2.1 The case when \( Z \) is a variate: According to our assumption, the model of the conditional likelihood function is

\[
(2.1.1) \quad P \{ x_1, \ldots, x_n \mid \pi \} = \frac{r}{\prod_{i=1}^{r} \left( \frac{1}{2 \pi(n_{i+1})} \right)} \prod_{i=1}^{r} \frac{n_i!}{\sum_{j=1}^{n_i} (x_{i,j} - \mu(i))^2} \exp \left(-\sum_{i=1}^{r} \frac{n_i}{2\pi(i)} \right),
\]

where \( x_{i,j} \) is the \( j \)th measurement on \( X \) of an observation belonging to the \( i \)th category, and \( \pi = (n_1, n_2, \ldots, n_r) \). Therefore, the likelihood function is:

\[
(2.1.2) \quad P \{ x_1, \ldots, x_n \mid \pi \} = P \{ x_1, \ldots, x_n \mid \pi \} \prod_{i=1}^{r} \frac{n_i!}{n_{i+1}!} \prod_{i=1}^{r} p_i^{n_i}.
\]

We are interested in testing the composite hypothesis that the distribution of \( X \) is the same in the \( r \)-different categories, i.e.,

\[
H_0: \mu(1) = \mu(r-1) = \ldots = \mu(1) = \mu, \quad \pi(1) = \pi(r-1) = \ldots = \pi(1) = \pi,
\]

against the alternative \( H \neq H_0 \), where \( \mu \) and \( \pi \) are nuisance parameters. For \( n \) very large, and \( \frac{n_i}{n} \) is a constant, the \(-2 \log \lambda\) statistic is

\[
(2.1.3) \quad -2 \log \lambda = \sum_{i=1}^{r} n_i \log \frac{\pi}{\pi(i)}.
\]

We shall prove in another paper, that this statistic is asymptotically equivalent, in probability, to

\[
(2.1.4) \quad \sum_{i=1}^{r} \frac{n_i (\hat{\pi}(i) - \hat{\pi})^2}{\hat{\pi}} + \sum_{i=1}^{r} \frac{n_i (\hat{\pi}(i) - \hat{\pi})^2}{2\hat{\pi}^2},
\]
where
\[ \hat{\mu}(i) = \frac{1}{n_i} \sum_{j=1}^{n_i} x_{ij}, \quad \bar{\mu} = \frac{1}{n} \sum_{i=1}^{r} n_i \hat{\mu}(i), \]
\[ \hat{\gamma}(i) = \frac{1}{n_i} \sum_{j=1}^{n_i} (x_{ij} - \hat{\mu}(1))^2, \]
and
\[ \hat{\gamma} = \frac{1}{n} \sum_{i=1}^{r} n_i \sum_{j=1}^{n_i} (x_{ij} - \hat{\mu})^2; \]

and that it has the \( \chi^2 \)-distribution with \( 2(r-1) \) degrees of freedom.

2.2 The case when \( Z \) is a way of classification:

Here, we have \( r \) independent normal populations; and the hypothesis to be tested is that \( X(1), i = 1,2,\ldots,r, \) have identical distributions.

If \( n_i \) is very large, for \( i = 1,2,\ldots,r, \) then the statistics (2.1.3) and (2.1.4) hold and have the same \( \chi^2 \)-distribution with \( 2(r-1) \) degrees of freedom, though the asymptotic power of this test is different from that of the previous section.

3. The case of a three way \((X,Y,Z)\) table, \( X \) continuous, and \( Y, Z \) categorical:

Suppose that \( Y \) can belong to the categories \( i = 1,2,\ldots,r, \) and \( Z \) can belong to the categories \( k = 1,2,\ldots,s. \)

We assume that, for given cell \((i,k)\), the probability density function of \( X \) is normal with mean \( \mu(i,k) \) and variance \( \nu(i,k). \)

Suppose we have a random sample of size \( n \), where \( n \) is fixed from sample to sample, such that \( n_{ik} \) individuals belong to the \((i,k)\)th cell and \( \sum_{i=1}^{r} \sum_{k=1}^{s} n_{ik} = n. \) Also every individual observation has the measurement \( x_{ikj}, j = 1,2,\ldots,n_{ik} \) for \( i = 1,2,\ldots,r \) and \( k = 1,2,\ldots,s. \) We have \( \sum_{k=1}^{s} n_{ik} = n_{i0} \) and \( \sum_{i=1}^{r} n_{ik} = n_{0k}. \) We
could have \( n_{i0}, i = 1, 2, \ldots, r, \) or \( n_{0k}, k = 1, 2, \ldots, s, \) or \( n_{ik} \) fixed in advance in which case either \( Y \) or \( Z \) or both would be ways of classification.

3.1 Both \( Y \) and \( Z \) are random variables:

Let \( n' = (n_{11} \ n_{12} \ \ldots \ n_{1s} \ n_{21} \ n_{22} \ \ldots \ n_{2s} \ \ldots \ n_{r1} \ n_{r2} \ \ldots \ n_{rs}), \)

and \( p_{ik} \) is the probability that an individual observation belongs to the \((i,k)\)th cell, where

\[
\sum_{k=1}^{s} p_{ik} = p_{i0}, \quad \sum_{i=1}^{r} p_{ik} = p_{0k}, \quad \text{and} \quad \sum_{i=1}^{r} \sum_{k=1}^{s} p_{ik} = 1.
\]

The conditional likelihood function will be

\[
(3.1.1) \quad P \left\{ x_1, \ldots, x_n \mid n' \right\} = \frac{r \cdot s}{\prod_{i,j,k} \left( \frac{1}{2 \pi v(i,k)} \right)^{n_{ik}}}
\]

\[
x \exp - \sum_{i=1}^{r} \sum_{k=1}^{s} \sum_{j=1}^{s} \frac{(x_{ikj} - \mu(i,k))^2}{2v(i,k)},
\]

and therefore the likelihood function in this case is

\[
(3.1.2) \quad P \left\{ x_1, \ldots, x_n, n' \right\} = P \left\{ x_1, \ldots, x_n \mid n' \right\} \frac{n!}{\prod_{i,k} n_{ik}!} \prod_{i,k} p_{ik}^{n_{ik}}.
\]

We consider the following kinds of composite hypotheses:

3.1.a Conditional independence between \( X \) and \( Y \), given \( Z \):

Given that \( Z \) belongs to the \( k \)th category, then

\( H_0: \mu(i,k) = \mu(o,k), \) and \( v(i,k) = v(o,k) \)

for \( i = 1, 2, \ldots, r \), and \( k = 1, 2, \ldots, s \),

against \( H \not= H_0, \)

where \( \mu(o,k) \) and \( v(o,k) \) are arbitrary nuisance parameters.
The \(-2 \log \lambda\) statistic is

\[(3.1.3) \quad \frac{s}{r} \sum_{k=1}^{s} \sum_{i=1}^{r} n_{ik} \log \frac{\hat{\nu}(i,k)}{\hat{\nu}(o,k)} ;\]

and this, except for a quantity that converges to zero in probability, is equal to

\[(3.1.4) \quad \frac{s}{r} \sum_{k=1}^{s} \sum_{r=1}^{r} \frac{n_{ik}(\hat{\mu}(i,k) - \hat{\mu}(o,k))^2}{\hat{\nu}(o,k)} + \frac{n_{ik}(\hat{\nu}(i,k) - \hat{\nu}(o,k))^2}{2\hat{\nu}^2(o,k)} .\]

Further, it has the \(X^2\)-distribution with \(2(s-1)\) degrees of freedom.

We note that

\[
\hat{\mu}(i,k) = \frac{1}{n_{ik}} \sum_{j=1}^{n_{ik}} x_{ikj} , \quad \hat{\mu}(o,k) = \frac{1}{n_{ok}} \sum_{i=1}^{r} n_{ik} \hat{\mu}(i,k) ,
\]

\[
\hat{\nu}(i,k) = \frac{1}{n_{ik}} \sum_{j=1}^{n_{ik}} (x_{ikj} - \hat{\mu}(i,k))^2 ,
\]

\[
\hat{\nu}(o,k) = \frac{1}{n_{ok}} \sum_{i=1}^{r} \sum_{j=1}^{n_{ik}} (x_{ikj} - \hat{\mu}(o,k))^2 .
\]

Likewise, we can test the conditional independence between \(X\) and \(Z\), given \(Y\), in which case the \(-2 \log \lambda\) statistic has a \(X^2\)-distribution with \(2r(s-1)\) degrees of freedom.

\((3.1.b)\) Independence between \((X,Y)\) jointly and \(Z\):

The likelihood function in this case can be written in the form

\[(3.1.5) \quad P \{ x_1, \ldots, x_n | n \} = P \{ x_1, \ldots, x_n | n_2 \} P \{ n_2 \} ,\]

where \(n_2 = (n_{o1} n_{o2} \ldots n_{os}) ,\)
\begin{equation}
\begin{aligned}
\Pr \{ x_1, \ldots, x_n, \mu | n_2 \} &= \prod_{i,k} \left( \frac{1}{2\pi \nu(i,k)} \right)^{\frac{n_{ik}}{2}} \exp - \sum_{k=1}^{s} \sum_{r=1}^{r} \sum_{j=1}^{\nu(i,k)} \frac{(x_{ikj} - \mu(i,k))^2}{2\nu(i,k)} \sum_{k=1}^{s} \left\{ \frac{n_{ok}}{r} \prod_{i=1}^{r} \frac{p_{ik}^*}{n_{ik}} \right\}, \\
&= \frac{p_{ik}}{p_{ok}}, \\
\text{and} \\
\Pr \{ n_2 \} &= \frac{n_j}{s} \prod_{k=1}^{s} \frac{n_{ok}}{p_{ok}}.
\end{aligned}
\end{equation}

From (3.1.8), we can write the null hypothesis as:

\[ H_0: \mu(i,k) = \mu(i,o), \nu(i,k) = \nu(i,o), \]

and \( p_{ik} = p_{io}p_{ok} \), for \( i = 1, \ldots, r, k = 1, \ldots, 2 \),

against \( H \neq H_0 \).

The \(-2 \log \lambda\) statistic in this case is

\begin{equation}
\begin{aligned}
\sum_{i=1}^{r} \sum_{k=1}^{s} \frac{n_{ik} \log \left( \frac{\hat{\mu}(i,k)}{\hat{\nu}(i,k)} \right)}{\hat{\nu}(i,k)} + 2 \sum_{i=1}^{r} \sum_{k=1}^{s} \frac{n_{ik} \log \left( \frac{n_{ik}}{n} \right)}{n} - \frac{n_{00}n_{ok}}{n^2} \sum_{i=1}^{r} \sum_{k=1}^{s} \frac{n_{ik} (\hat{\nu}(i,k) - \hat{\nu}(i,o))^2}{\hat{\nu}(i,o)} + \frac{n_{ik} (\hat{\nu}(i,k) - \hat{\nu}(i,o))^2}{2\hat{\nu}^2(i,o)} \\
+ \frac{(n_{ik} - \frac{n_{00}n_{ok}}{n})^2}{\frac{n_{00}n_{ok}}{n}}.
\end{aligned}
\end{equation}

Further, this statistic has the \( \chi^2 \)-distribution with \( 2r(s-1) + (r-1)(s-1) = (s-1)(3r-1) \) degrees of freedom.
Likewise, we can test the independence between \((X, Z)\) jointly and \(Y\). Here, the \(-2 \log \lambda\) statistic has asymptotically the \(\chi^2\)-distribution with \((r-1)(s-1)\) degrees of freedom; and it will be asymptotically equivalent, in probability, to:

\[
(3.1.9) \quad 
\sum_{k=1}^{s} \sum_{i=1}^{r} \frac{n_{ik}(\hat{\mu}(i,k) - \mu) \hat{\nu}(i,k) - \hat{\nu}(0,k))^2}{\hat{\nu}(0,k)} + \frac{n_{ik}(\hat{\nu}(i,k) - \hat{\nu}(0,k))^2}{2\hat{\nu}^2(0,k)} + \frac{(n_{ik} - \frac{n_{ik}n_{ok}}{n})^2}{n_{ik}n_{ok}}
\]

\(\text{(3.1.10)}\) Independence between \(X\) and \((Y, Z)\) jointly:

The hypothesis to be tested is

\[
H_0: \mu(i,k) = \mu, \quad \nu(i,k) = \nu, \quad \text{for all } i, k,
\]

where \(\mu, \nu\) are nuisance parameters, against \(H \neq H_0\).

The \(-2 \log \lambda\) statistic is

\[
(3.1.10) \quad \sum_{i=1}^{r} \sum_{k=1}^{s} n_{ik} \log \frac{\hat{\nu}(i,k)}{\hat{\nu}(0,k)}
\]

where

\[
\hat{\nu} = \frac{1}{n} \sum_{i=1}^{r} \sum_{k=1}^{s} n_{ik} (x_{ikj} - \hat{\mu})^2
\]

and

\[
\hat{\mu} = \frac{1}{n} \sum_{i=1}^{r} \sum_{k=1}^{s} n_{ik} x_{ikj} = \frac{1}{n} \sum_{i=1}^{r} \sum_{k=1}^{s} n_{ik} \hat{\mu}(i,k)
\]

This statistic is asymptotically equivalent, in probability, to

\[
(3.1.11) \quad \sum_{i=1}^{r} \sum_{k=1}^{s} \frac{n_{ik}(\hat{\mu}(i,k) - \hat{\mu})^2}{\hat{\nu}} + \frac{n_{ik}(\hat{\nu}(i,k) - \hat{\nu})^2}{2\hat{\nu}^2}
\]

and it has the \(\chi^2\)-distribution with \(2(rs-1)\) degrees of freedom.
(3.1.d) **Total independence between the three variates:**

In view of (3.1.2), the hypothesis to be tested is

\[ H_0: \mu(i,k) = \mu, \quad \nu(i,k) = \nu, \]

and \( p_{ik} = p_{io} p_{ok} \) for all \( i, k \),

against \( H \neq H_0 \), where \( \mu, \nu, p_{io} \) and \( p_{ok} \) are all

nuisance parameters.

The \( -2 \log \lambda \) statistic is

\[
(3.1.12) \quad \sum_{i=1}^{r} \sum_{k=1}^{s} n_{ik} \log \frac{\hat{\nu}(i,k)}{\hat{\nu}(i,k)} + 2n_{ik} \left\{ \log \frac{n_{ik}}{n} - \log \frac{n_{io} n_{ok}}{n} \right\} \]

and this is asymptotically equivalent, in probability, to

\[
(3.1.13) \quad \sum_{i=1}^{r} \sum_{k=1}^{s} \frac{n_{ik}(\hat{\mu}(i,k) - \hat{\mu})^2}{\hat{\nu}} + \frac{n_{ik}(\hat{\nu}(i,k) - \hat{\nu})^2}{2\hat{\nu}^2} + \frac{(n_{ik} - \frac{n_{io} n_{ok}}{n})^2}{\frac{n_{io} n_{ok}}{n}} \]

It has the \( \chi^2 \)-distribution with \( 2(rs-1) + (r-1)(s-1) = 3rs - r - s - 1 \) degrees of freedom.

3.2 **Y is a random variate, and Z a way of classification:**

In this case, the hypothesis of (3.1,a) would be replaced

by the hypothesis that \( X \) and \( Y \) are independent for each \( Z \) separately,

that of (3.1,b) would be replaced by the hypothesis that the joint

distribution of \( (X,Y) \) is the same for all \( Z \), and that of (3.1,c)

does not seem to have an immediate analogue. The hypothesis of

(3.1,d) would be replaced by the hypothesis that \( X \) and \( Y \) are in-

dependent, each having a distribution which is the same for all \( Z \).
For each of these problems the statistic and the distribution (on the null hypothesis) are the same as for the corresponding problem of the previous cases, although the asymptotic power of the test for any problem in this case would be quite different from that for the corresponding problem of the previous case.

3.3 Both $Y$ and $Z$ are ways of classification:

Here $n_{ik}$, for each $i,k$, could be fixed or the marginals $n_{i} = (n_{i0} \ldots n_{iro})$ and $n_{i}'' = (n_{o1} n_{o2} \ldots n_{ocs})$ could be fixed.

(i) If $n_{ik}$, $i = 1, \ldots, r$, $k = 1, \ldots, s$, are fixed from sample to sample, we should have $rs$ independent variates $X(i,k)$; on each we have a sample of $n_{ik}$ observations.

The hypothesis (3.1,a) should be replaced by the hypothesis that the distribution of $X(i,k)$ will be independent of $Z$ for each $Z$.

The hypothesis (3.1,b) and (3.1,d) have no analogues. But the hypothesis (3.1,c) should be replaced by the hypothesis that $X(i,k)$ will have the same distribution for each $Y$ and $Z$. For each of these two problems, the statistic and the distribution (on the null hypothesis) are the same as for the corresponding problems in section 3.1, except that the asymptotic power of the test for any problem here would be quite different from that for the corresponding problem in section 3.1.

(ii) If the marginals $n_{i} = (n_{i0} \ldots n_{iro})$ and $n_{i}'' = (n_{o1} n_{o2} \ldots n_{ocs})$ are fixed, the likelihood function of the sample will be

\[
(3.3.1) \quad P \left\{ x_1, x_2, \ldots, x_n, \bar{n} \mid n_1 \text{ and } n_2 \text{ fixed} \right\} = P \left\{ x_1, x_2, \ldots, x_n \mid \bar{n} \text{, such that } n_1 \text{ and } n_2 \text{ fixed} \right\} \times P \left\{ \bar{n} \mid n_1 \text{ and } n_2 \text{ fixed} \right\},
\]
where

\[(3.3.2) \quad P \{ \mathbf{n} \mid n_1 \text{ and } n_2 \text{ fixed} \} = \prod_{i=1}^{r} \frac{n_{10}!}{n_{i1}!} \frac{s_{0k}!}{n_{0k}!} / \prod_{i,k} \frac{n_{ik}!}{n_{1k}!},\]

in which case \( P \{ \mathbf{n} \mid n_1 \text{ and } n_2 \text{ fixed} \} \) could have been obtained from

\[P \{ \mathbf{n} \} = \frac{n!}{\prod_{i,k} n_{ik}!} \prod_{i,k} p_{ik}^{n_{ik}}\]

by putting \( p_{ik} = p_{i0} p_{0k} \) and, under this condition of independence, finding \( P \{ \mathbf{n} \} \) subject to \( n_1 \text{ and } n_2 \) being fixed. This makes it difficult to write down \( P \{ \mathbf{n} \mid n_1 \text{ and } n_2 \text{ fixed} \} \) under a distinct assumption other than \( p_{ik} = p_{i0} p_{0k} \) (Roy and Mitra). If the \( n_{ik} \)'s are very large, the hypotheses (3.1,a) and (3.1,c) would be the same in this case and each will have the same statistic with the same \( \chi^2 \)-distribution under the null hypothesis. For the hypotheses corresponding to (3.1,b) and (3.1,d), the statistics could not be obtained directly, due to the form of \( P \{ \mathbf{n} \mid n_1 \text{ and } n_2 \text{ fixed} \} \); but may be taken over from (3.1,b) and (3.1,d) by analogy. The power of each of these two tests cannot be obtained.

4. The case of a three way \((X,Y,Z)\) table, \(X\) and \(Y\) continuous, and \(Z\) categorical:

Suppose that \(Z\) belongs to the \(i\)th category, where \(i = 1,2,\ldots,r\); and for given \(i\), we assume \(X\) and \(Y\) to have bivariate normal distribution with parameters given by the vector \(\mu'(i) = (\mu_1(i), \mu_2(i))\) for means, and

\[V(i) = \begin{pmatrix} v_{11}(i) & v_{12}(i) \\ v_{12}(i) & v_{22}(i) \end{pmatrix}\]

for variance-covariance matrix.
Suppose we have a sample of \( n \) observations, where \( n \) is fixed from sample to sample, such that \( n_i \) individual observations belong to the \( i \)th category, \( i = 1, 2, \ldots, r \), and \( \sum_{i=1}^{r} n_i = n \). Also every individual observation has two measurements \((x_{ij}, y_{ij})\), \( j = 1, 2, \ldots, n_i \).

We could have \( n_i \) as random numbers subject to \( \sum_{i=1}^{r} n_i = n \) being fixed in which case \( Z \) would be a random variate, or \( n_i \) fixed for \( i = 1, 2, \ldots, r \), in which case \( Z \) would be a way of classification.

### 4.1 \( Z \) a categorical variate:

Let \( p_i \) be the probability that an observation belongs to the \( i \)th category, \( \sum_{i=1}^{r} p_i = 1 \); and put \( \mathbf{x}^t = (x, y) \).

The likelihood function, in this case, is

\[
(4.1.1) \quad P \left\{ x_1, \ldots, x_n \mid n \right\} = P \left\{ x_1, \ldots, x_n \mid n \right\} P \left\{ n \right\} = \prod_{i=1}^{r} \left( \frac{1}{\sqrt{2\pi} \sqrt{|v(i)|}} \right)^{n_i} \exp \left\{ -\frac{1}{2} \sum_{i=1}^{r} \sum_{j=1}^{n_i} \frac{(x_{ij} - \mu(i))^2}{v(i)} \right\} \prod_{i=1}^{r} \frac{n_i}{n} \prod_{i=1}^{r} p_i.
\]

We consider the following problems in testing of hypotheses.

\((4.1.2)\) **Conditional independence between \( X \) and \( Y \), given \( Z \):**

If \( Z \) belongs to the \( i \)th category, we set \( H_0: v_{12}(i) = 0 \), for \( i = 1, 2, \ldots, r \), against \( H \neq H_0 \). The \(-2 \log \lambda\) statistic is

\[
(4.1.2) \quad \sum_{i=1}^{r} n_i \log \left( \frac{1}{(1 - r^2(i))} \right).
\]
where \( \hat{r}(i) \) is the estimate of the ordinary correlation coefficient calculated from the \( i \)th category; and, except for a quantity that converges to zero in probability, is asymptotically equivalent to

\[
(4.1.3) \quad \sum_{i=1}^{r} n_i \hat{r}^2(i)
\]

Further, it has the \( \chi^2 \)-distribution with \( r \) degrees of freedom.

\((4.1.4)\) \textbf{Independence between (X,Y) jointly and Z:}

The hypothesis to be tested is

\[
H_0: \mu'(i) = \mu' = (\mu_1, \mu_2),
\]

\[
v(i) = v = \left(\begin{array}{cc} v_{11} & v_{12} \\ v_{12} & v_{22} \end{array}\right)
\]

for \( i = 1, 2, \ldots, r \),

against \( H \neq H_0 \), where \( \mu \) and \( v \) consist of five arbitrary parameters.

The \(-2 \log \lambda \) statistic is

\[
(4.1.4) \quad \sum_{i=1}^{r} n_i \log \left( \frac{|v(i)|}{|v(i)|} \right) = \sum_{i=1}^{r} n_i \log \frac{v_{11} v_{22} (1-\hat{r}^2)}{\hat{v}_{11}(i) \hat{v}_{22}(i) (1-\hat{r}^2(i))};
\]

and this is asymptotically equivalent, in probability, to

\[
(4.1.5) \quad \sum_{i=1}^{r} n_i (\hat{\mu}(i) - \mu)' U_1 (\hat{\mu}(i) - \mu) + \sum_{i=1}^{r} n_i (\hat{\nu}(i) - \nu)' U_2 (\hat{\nu}(i) - \nu),
\]

where

\[
v' = \left(\begin{array}{ccc} v_{11} & v_{22} & v_{12} \end{array}\right),
\]

\[
U_1 = \left(\begin{array}{ccc} \hat{v}_{11}^{-1} & \hat{v}_{12}^{-1} \\ \hat{v}_{11}^{-1} & \hat{v}_{12}^{-1} \\ \hat{v}_{12}^{-1} & \hat{v}_{22}^{-1} \end{array}\right),
\]

and
\[
\mathbf{x} = \begin{bmatrix}
\frac{1}{2}(v_{11}^{-1})^2 & \frac{1}{2}(v_{12}^{-1})^2 & v_{11}^{-1} v_{12}^{-1} \\
\frac{1}{2}(v_{12}^{-1})^2 & \frac{1}{2}(v_{22}^{-1})^2 & v_{12}^{-1} v_{22}^{-1} \\
v_{11}^{-1} v_{12}^{-1} & v_{22}^{-1} v_{12}^{-1} & v_{11}^{-1} v_{22}^{-1} + (v_{12}^{-1})^2 
\end{bmatrix},
\]

\[
v_{11}^{-1} = \frac{\hat{\nu}_{11}}{|v|}, \quad v_{22}^{-1} = \frac{\hat{\nu}_{22}}{|v|}, \quad v_{12}^{-1} = \frac{\hat{\nu}_{12}}{|v|},
\]

and \( \hat{r} \) is the correlation coefficient estimated from all the categories pooled. This statistic has asymptotically the \( \chi^2 \)-distribution with \( 5(r-1) \) degrees of freedom.

(4.1.c) **Independence between \((X, Z)\) jointly and \(Y\):**

A necessary and sufficient set of conditions for this is that

\[
H_0: \mu_2(i) = \mu_2, \quad \nu_{22}(i) = \nu_{22}, \quad \nu_{12}(i) = 0 ,
\]

for \( i = 1, 2, \ldots, r \),

against \( H \neq H_0 \).

That this set of conditions is sufficient is obvious; but the necessity we prove in the appendix.

The \(-2 \log \lambda\) statistic is

\[
(4.1.6) \quad \sum_{i=1}^{r} n_i \log \frac{\nu_{22}}{(\nu_{22}(i) - \nu_{12}(i) \frac{\nu_{12}(i)}{\hat{\nu}_{11}(i)})} = \sum_{i=1}^{r} n_i \log \nu_{22}(i)(1-\hat{r}^2(i)) .
\]

This statistic, except for a quantity that converges to zero in probability, is equivalent to

\[
(4.1.7) \quad \sum_{i=1}^{r} n_i (\hat{\mu}_2(i) - \mu_2)^2 + n_i (\hat{\nu}_{22}(i) - \nu_{22})^2 + n_i \hat{r}^2(i) .
\]
and has the $\chi^2$-distribution with $(3r-2)$ degrees of freedom.

4.1.d Total independence:

The hypothesis we are interested in is

$$H_0: \mu(i) = \mu, \quad V(i) = V, \quad \text{and} \quad v_{12} = 0,$$

for $i = 1, 2, \ldots, r$, against $H \neq H_0$.

Here we shall have four arbitrary nuisance parameters, viz.,

$\mu_1, \mu_2, v_{11}, v_{22}.$

The $-2 \log \lambda$ statistic is given by

$$(4.1.8) \quad \sum_{i=1}^{r} n_i \log \frac{\hat{v}_{11} \hat{v}_{22}}{\hat{v}_{11}(i) \hat{v}_{22}(i)(1-\hat{v}^2(i))};$$

and this is asymptotically equivalent, in probability, to

$$(4.1.9) \quad \sum_{k=1}^{r} \sum_{i=1}^{r} \left\{ \frac{n_i(\hat{\mu}_k(i) - \hat{\mu}_k)^2}{\hat{v}_{kk}} + \frac{n_i(\hat{v}_{kk}(i) - \hat{v}_{kk})^2}{2 \hat{v}_{kk}} \right\} + \sum_{i=1}^{r} \frac{n_i(\hat{v}_{12}(i))^2}{\hat{v}_{11} \hat{v}_{22}}.$$

Further, it has the $\chi^2$-distribution with $4(r-1) + r = 5r - 4$ degrees of freedom.

There is a case which we could not test, viz.,

4.1.e Conditional independence between $X$ and $Z$, given $Y$:

Owing to some difficulties about establishing for this situation the asymptotic $\chi^2$-distribution that has been established for the other situations by using a line of proof discussed in another paper, we could not test this case.
4.2 \( Z \), a way of classification:

If \( Z \) may belong to \( r \) categories, then we shall be dealing with \( r \) independent bivariate normal populations. The hypothesis in (4.1,a) will be that \( X \) and \( Y \) are independent in all the \( r \) different bivariate populations, that in (4.1,b) will be that \((X,Y)\) will have the same distribution in all different \( r \) populations, that in (4.1,c) will have no analogue here, and finally that of (4.1,d) will be that \( X \) and \( Y \) are independent and have the same distribution in all the \( r \) different populations.

For each of these problems, the statistic and the distribution (on the null hypotheses) are the same for the corresponding problems in section 4.1, although the asymptotic power of the test for any problem here would differ from the corresponding problem in section 4.1.

5. From the line of proof of these results, which will be given in another place, similar test problems to these could be considered generally for a \((k+1)\)-way table in which \( k \) ways refer to continuous variates and the 1 ways are categorical. The 1 categorical ways may refer to all random variates or all ways of classification or some of them refer to random variates and the remaining to ways of classification; and the hypotheses have to be phrased accordingly.

6. In every case we consider, we give, besides the \(-2 \log \lambda\) statistic which we calculate directly from (1.1) according to the null hypothesis \( H_0 \) and the alternative \( H \), a statistic that differs from the \(-2 \log \lambda\) by a quantity that converges to zero in probability. Such a statistic will be called one which is equivalent in probability to
-2 log \( \lambda \). This statistic has the same pattern for all the cases, and could be written down easily once the null hypothesis for any particular case is laid down.

We give here an outline, without mathematical proofs, of the method we used to obtain such a statistic (which is asymptotically equivalent, in probability, to the \(-2 \log \lambda\) statistic). The mathematical proofs are left to be given in another paper.

Having satisfied ourselves that the probability density function of the variates considered, in every case, comply with Doob's requirements, we can use the fact that, for large samples, the \(-2 \log \lambda\) has the \(\chi^2\)-distribution with certain degrees of freedom.

If the null hypothesis \(H_0\) is not a simple hypothesis, as happens in all the cases we consider, we define a simple hypothesis \(H_0^*\) and consider a statistic equivalent in probability to \(-2 \log \lambda_1\), where

\[
\lambda_1 = \frac{\max P(\text{sample} \mid H_0^*)}{\max P(\text{sample} \mid H_0^*)}.
\]

Also, together with the alternative hypothesis \(H\), we define a simple hypothesis \(H_0^* = H_0^*\) and consider a statistic equivalent, in probability, to \(-2 \log \lambda_2\), where

\[
\lambda_2 = \frac{\max P(\text{sample} \mid H_0^*)}{\max P(\text{sample} \mid H_0^*)}.
\]

From \(-2 \log \lambda_1\) based on \(H_0^*\) against \(H_0\) and \(-2 \log \lambda_2\) based on \(H_0^*\) against \(H\), we get \(-2 \log \lambda\) based on \(H_0\) against \(H\) by the following form

\[
(6.1) \quad -2 \log \lambda = -2 \log \lambda_2 + 2 \log \lambda_1.
\]
Now, if on the right side of (6.1), we replace, as indicated above, 
$-2 \log \lambda_2$ and $-2 \log \lambda_1$ by statistics equivalent to them in probability, 
the right side of (6.1) becomes now a statistic equivalent in probability to $-2 \log \lambda$, and involving $H^*_0$. It is possible to replace this by 
another statistic, equivalent in probability, and to show that this 
latter equivalent statistic does not involve the unknown true values 
of the parameters occurring in $H^*_0$. Furthermore, since this is equivalent 
in probability to $-2 \log \lambda$, therefore this has asymptotically 
the central $\chi^2$-distribution with appropriate degrees of freedom, if: 
(a) $H^*_0$ is true and (b) the maximum likelihood estimates of the parameters 
are in the neighborhood of $H^*_0$. Combining these two results 
we observe that this equivalent statistic involves only $H_0$ (and $H$) 
and has a limiting central $\chi^2$-distribution (a) for all $H^*_0$ contained 
in $H_0$ and (b) for all maximum likelihood estimates of the parameters 
that lie in the neighborhood of the unknown true $H^*_0$ contained in $H_0$. 
The feature (b), otherwise called the property of consistency, is 
proved for each case separately in the other paper.

We give as an example, the problem in section 2.1 in which 
we have:

$$H_0: \mu(i) = \mu \quad \text{and} \quad v(i) = v \quad \text{for} \quad i = 1, 2, \ldots, r,$$

where $\mu$ and $v$ are arbitrary nuisance parameters, against $H \neq H_0$.

We define $H^*_0$ as:

$$H^*_0: \mu(i) = \mu = \mu^0 \quad \text{and} \quad v(i) = v = v^0 \quad , \quad i = 1, 2, \ldots, r,$$

where $\mu^0$ and $v^0$ are the true values of the parameters $\mu$, $v$, and we 
consider $H^*_0$ against $H_0$. We get:

$$-2 \log \lambda_1 = \frac{n(\hat{\mu} - \mu^0)^2}{v^0} + \frac{n(\hat{v} - v^0)^2}{2v^2}.$$
Also, considering $H^* \equiv H_0^*$ against $H$, we get:

$$-2 \log \lambda_2 \approx \sum_{i=1}^r \frac{n_i(\hat{\mu}(i) - \mu^0)^2}{v^0} + \sum_{i=1}^r \frac{n_i(\hat{v}(i) - v^0)^2}{2v^{02}}.$$

From $\lambda_1$ and $\lambda_2$, we get:

$$(6.2) \quad -2 \log \lambda \equiv -2 \log \lambda_2 + 2 \log \lambda_1$$

$$\approx \left\{ \sum_{i=1}^r \frac{n_i(\hat{\mu}(i) - \mu^0)^2}{v^0} - \frac{n(\hat{\mu} - \mu^0)^2}{v^0} \right\}$$

$$+ \left\{ \sum_{i=1}^r \frac{n_i(\hat{v}(i) - v^0)^2}{2v^{02}} - \frac{n(\hat{v} - v^0)^2}{2v^{02}} \right\}.$$

Now, if $\hat{\mu}$ and $\hat{v}$ are in the neighborhood of the true values $\mu^0$ and $v^0$ (irrespective of these values), — and this follows from the consistency of $\hat{\mu}$ and $\hat{v}$ which is proved in the other paper — then we can show that, except for a quantity that converges to zero in probability, the $-2 \log \lambda$ given in (6.2) is equal to

$$\sum_{i=1}^r \frac{n_i(\hat{\mu}(i) - \mu)^2}{\hat{\nu}} + \sum_{i=1}^r \frac{n_i(\hat{v}(i) - \hat{v})^2}{2\hat{v}^2},$$

which is the statistic we suggest for this case; it does not involve the true values $\mu^0$ and $v^0$, and has a limiting $\chi^2$-distribution with $2(r-1)$ degrees of freedom, no matter what $\mu^0, v^0$ might be.
APPENDIX

To prove that for the independence of \((x, n)\) jointly and \(y\), a set of necessary and sufficient conditions is that

\[
\mu_2(i) = \mu_2, \quad \nu_{22}(i) = \nu_{22}, \quad \nu_{12}(i) = 0
\]

for \(i = 1, 2, \ldots, r\).

We proceed as follows

\[
P \left\{ x, y, n \right\} = \frac{r}{\mathcal{N} \prod_{i=1}^{n_1} \left( \frac{1}{2\pi |V(i)|^{1/2}} \right)} n_1 \exp \left\{ \frac{r}{2} \sum_{i=1}^{n_1} \frac{1}{2} \left\{ \nu^{-1}_{11}(i)(x_{1j} - \mu_1(i))^2 \right\} 
\right. 
\left. + 2 \nu^{-1}_{12}(i)(x_{1j} - \mu_1(i))(y_{1j} - \mu_2(i)) + \nu^{-1}_{22}(i)(y_{1j} - \mu_2(i))^2 \right\} 
\]

\[
= \frac{x}{\mathcal{N} \prod_{i=1}^{n_1} p_{i_1}} \frac{n_1}{\prod_{i=1}^{n_1} p_{i_1}} 
\]

\[
= P(x, y \mid n) P(n). 
\]

If \((x, n)\) jointly are to be independent of \(y\), then \(n\) and \(y\) should be independent, and \(x\) and \(y\) should also be independent. For necessity therefore, we prove that (i) \(y\) and \(n\) are independent, and next that (ii) \(x\) and \(y\) are independent.

(i) \(P(y \mid n) = P(y, n) \div P(n)\),

and we require this to be independent of \(n\).

We have

\[
P(y, n) = \int \cdots \int P(x, y, n) \, dx
\]
\[
= \prod_{i=1}^{r} \left( \frac{1}{2\pi v_{22}(i)} \right)^{n_i/2} \exp \left( -\sum_{i=1}^{r} \sum_{j=1}^{n_i} \frac{(y_{ij} - \mu_{2}(i))^2}{2v_{22}(i)} \right) x \prod_{i=1}^{r} \frac{n_i}{n_i!} \prod_{i=1}^{r} \frac{n_i}{n_i!} ;
\]

therefore

\[
P(y \mid n) = \prod_{i=1}^{r} \left( \frac{1}{2\pi v_{22}(i)} \right)^{n_i/2} \exp \left( -\sum_{i=1}^{r} \sum_{j=1}^{n_i} \frac{(y_{ij} - \mu_{2}(i))^2}{2v_{22}(i)} \right)
\]

In order that this should be independent of categories i, given n (a vector of random numbers subject to \( \sum_{i=1}^{r} n_i = n \) fixed), we require that:

\[
P(y \mid n) = f(y) \quad \text{a function of y only for any n}
\]

Suppose that

\[n^{(1)} = (n_1 + 1, n_2, \ldots, n_i - 1, \ldots, n_r) ,\]

and let \(n^{(0)} = (n_1, n_2, \ldots, n_i, \ldots, n_r) ,\)

then

\[
\frac{P(y \mid n^{(1)})}{P(y \mid n^{(0)})} = \sqrt{\frac{v_{22}(i)}{v_{11}(i)}} \exp \left\{ \left( \frac{(y_{1,n_i+1} - \mu_{2}(i))^2}{2v_{22}(i)} - \frac{(y_{i,n_i} - \mu_{2}(i))^2}{2v_{22}(i)} \right) \right\}
\]

= 1

This is true for any \( y_{1,n_i+1}, y_{i,n_i} \).

Next we note that if \( y_{1,n_i+1} = \mu_{2}(i) \) and \( y_{i,n_i} = \mu_{2}(i) \),

then \( v_{22}(i) = v_{22}(i) \); and if \( y_{1,n_i+1} = y_{i,n_i} = 0 \), then

\( \mu_{2}(i) = \mu_{2}(i) \). This shows that \( v_{22}(i) = v_{22} \) and \( \mu_{2}(i) = \mu_{2} \),

for \( i = 1, 2, \ldots, r \), are necessary conditions for the independence.
of \((x, n)\) jointly and \(y\).

\textbf{(ii)} For \(x\) and \(y\) to be independent, we have that

\[
P(x, n \mid y) = \frac{\prod_{i=1}^{r} \left( \frac{v_{22}}{2n_w V(i)} \right)^{n_i} \exp - \sum_{i=1}^{r} \frac{n_i}{2n_w V(i)} \exp - \sum_{j=1}^{n_i} \frac{v_{12}(i)}{v_{22}} (y_{ij} - \mu_2) \}
\]

\[
x \left\{ \frac{n_i}{n_w} \frac{r}{p_i} \prod_{i=1}^{r} \left( \frac{n_i}{p_i} \right)^{n_i} \right\}^2
\]

and

\[
P(x \mid y) = \sum_{n} P(x, n \mid y);
\]

this should be independent of \(y\), i.e., \(= \varphi(x)\), (say),

where

\[
\varphi(x) = \prod_{i=1}^{r} \left( \frac{n_i}{n_w} \frac{r}{p_i} \right) \prod_{i=1}^{r} \left( \frac{1}{2n_w V(i)} \right)^{n_i} \exp - \sum_{i=1}^{r} \frac{n_i}{2n_w V(i)} (x_{ij} - \mu_2(i))^2
\]

i.e., equals the unconditional distribution of \(x\).

If this is to be true for all \(x_{ij}\) and \(y_{ij}\) (which are random variates),

then \(v_{12}(i) = 0\) for \(i = 1, 2, \ldots, r\). This therefore, is another necessary condition for \((x, n)\) to be jointly independent of \(n\). That this set of conditions is sufficient for the independence of \((x, n)\)
jointly with \( y \) is evident.

In conclusion, the author expresses his thanks to Professor S. N. Roy for suggesting the problem and the general line of approach, and to Professor J. Ogawa for his many valuable comments and suggestions.
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