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CHAPTER I

THE PROBLEM AND REVIEW OF THE LITERATURE

1.0 The Problem

In some research areas an experiment may consist of taking samples from several binomial distributions, each with parameters $P_i$ and $n_i$, where $P_i$ is the probability of a success in the $i$-th distribution and $n_i$ is the sample size. The experimental situation envisioned is analogous to the conventional experimental designs for which data are analyzed by the analysis of variance, except that here the data in each cell are obtained by sampling from a binomial distribution. A more general case would be the same type of experiment with a multinomial distribution in each cell. However, this will not be considered here.

Usually the experimenter will want to test hypotheses about the $P_i$ themselves or about parameters in a mathematical model. For example, in the bioassay of a toxic substance a commonly assumed model is

$$\text{probit (or logit)} P_i = \alpha + \beta x_i, \quad i = 1, \ldots, r,$$

where $\alpha$ and $\beta$ are unknown parameters to be estimated, and $x_i$ is the log dose. The investigator may want to test

$$H_0: \beta = \beta_0$$

or if two lines are being tested for parallelism, the hypothesis can be written

$$H_0: \beta_1 = \beta_2$$

where $\beta_1$ and $\beta_2$ are the slopes of the respective lines.
In experiments more complex than the example just given, the treatments may be applied at several levels in several combinations as in, for example, a factorial experiment.

Historically, data of this type have been analyzed by testing hypotheses of independence between row and column ways of classification. In many respects these tests are analogous to those tested in correlation models. In recent years the theory underlying this approach has been greatly extended and methods of analysis that are analogous to regression have been developed. It is the objective of this thesis to develop further the regression approach for a particular model. Before proceeding to do this, the literature relevant to both approaches will be reviewed briefly.

1.1 Review of the Literature

1.1.a Analogues to Correlation. Lancaster and Irwin (1949) showed how to make a separation of the total chi square into single degrees of freedom by dividing an \( r \times s \) table into \((r-1)(s-1)\) \(2 \times 2\) tables. These component chi squares do not add to the total as does the orthogonal partitioning of Lancaster (1951).

In Lancaster's (1951) orthogonal partitioning, the total chi square is divided into several components, each component being supposed to test some hypothesis. After examining Lancaster's (1951) test of interaction in detail, Mitra (1955) and Corsten (1957) concluded that it requires main effects to be nonexistent for its validity.

Earlier, Bartlett (1935), following a suggestion from Fisher, had given an unusual test of interaction that uses the root of a polynomial
equation in the test statistic. Mitra and Corsten concluded that this test does not suffer from the defect of Lancaster's. Norton (1945) extended Bartlett's test and outlined a computational method for obtaining the proper roots of the equations involved. Roy and Kastenbaum (1955), (1956) extended Bartlett's and Norton's results and supplied a more logical basis for their derivations.

1.1.b Analogues to Regression. The regression approaches differ among themselves in two important respects, the model and the method of estimation. Usually it is assumed that treatment effects are linearly related to the response when the response is measured on an appropriate scale. Choosing the correct scale is a critical issue in this approach.

The common methods of estimation are maximum likelihood (ML) and best asymptotic normal (BAN), (see Neyman [1949] and Bhapkar [1957]). Both methods have the same asymptotic properties, but in general BAN estimates are easier to obtain. The small-sample properties of estimates and the resulting test statistics obtained by the two methods have not been extensively investigated. Berkson (1955) conducted a sampling investigation comparing the two methods of estimation for the parameters in the model \( \log \frac{P_i}{P_{0i}} = \alpha + \beta x_i \), and concluded that BAN estimates have a smaller mean square error than do ML estimates.

The first approach made to testing linear hypotheses was to make a variance stabilizing transformation. Perhaps the oldest and most widely used transformation is the arcsin or the arccos. The transformation \( y = \arccos(1-2p) \), where \( p \) is the observed proportion,
was used by Fisher (1922) in analyzing data from genetics experiments. Bartlett, Yates, and Bliss used the equivalent transformation $y = \arcsin \sqrt{p}$ in analyzing a multifactor experiment with data arising by sampling from several binomial distributions. This transformation not only stabilizes the variance for adequate size $n$, but also, for a large class of data, provides a scale of measurement on which the treatment effects are linearly related to the transformed variable, except at extreme values of $P$. The problem of testing hypotheses is thus considerably simplified by permitting straightforward application of the analysis of variance and related techniques.

Eisenhart (1947) gives an excellent examination of the arcsin transformation. He concludes,

"...that while in large samples the variance of a transformed proportion in independent of the true proportion for most practical purposes, the variance of the transformed value, $y = 2 \arcsin \sqrt{p}$, is still proportional to $1/n$ where $n$ is the number of observations upon which the observed proportion is based. Consequently, if $P_1$, $P_2$, $P_3$, ... are proportions based on different numbers of observations $n_1$, $n_2$, $n_3$, ..., and if the $n$'s differ widely, then the variance of the corresponding angular values may be so unequal, because of variation in the $n$'s that the advantages of the transformation are lost almost entirely."

Eisenhart's investigation shows that for $n$ as large as 10 the variance of $y$ still depends markedly on $P$. Therefore, the arcsin transformation cannot be used validly in an analysis of variance unless the sample sizes are large and equal for each treatment combination.

In his book, *Probit Analysis*, Finney (1952) gives a method of analyzing factorial experiments using the probit transformation. The main reason for using the probit transformation for data of the type
being discussed is to provide a scale on which the treatment effects are additive. A long history of use in bioassay indicates that the probit transformation is usually successful in accomplishing this objective. The methods given by Finney present no new theoretical problems, but the computations for obtaining maximum likelihood estimates are lengthy.

Dyke and Patterson (1952) assumed that the treatment effects were linearly related to $\log_e \frac{P}{1-P}$, or logit $P$ as this transformation is called in bioassay. They obtained maximum likelihood estimates of contrasts and their variances an iterative technique that is very similar to a weighted multiple regression analysis. A numerical example of the estimation of main effects, some interactions and their variances in a $2^4$ factorial arrangement is given in their paper. Both the logistic and probit models lead to test statistics that are asymptotically distributed as chi square when the null hypothesis is true.

Reiersøl (1954) used the theory of BAN estimation to test hypotheses when the treatment effects are assumed to be linearly related on the $P_i$ or untransformed scale. The hypotheses for which Reiersøl developed tests are parallel to those tested in the analysis of variance, and the test statistics are asymptotically distributed as chi square when the null hypothesis is true. Mitra (1955) extended Reiersøl's work to the multinomial distribution. Bhapkar (1959) extended this work still further to a variety of experimental situations, including the case where the responses have a natural ranking. Corsten (1957) applied a model equivalent to Reiersøl's to a certain problem and obtained maximum likelihood estimates of the cell probabilities
subject to the null hypothesis being true.

Mitra (1955) assumed that the investigator is interested in studying variation on the ratio \( \frac{P}{1-P} \) and developed an analysis for \( 2^n \) factorial experiments. For convenience he expressed hypotheses as functions of \( \log \frac{P}{1-P} \) and then obtained maximum likelihood estimates of the \( P_i \) subject to the null hypothesis being true. His tests all have the same form as Bartlett's test for interaction. Previously Dyke and Patterson had observed that Bartlett's test could be derived by assuming that treatment effects are additive on the logit scale, but they did not demonstrate the procedure.

Mitra and Reiersøl introduced a new way of obtaining the test statistic. To test \( H_0: \theta_1 - \theta_2 = c_0 \), where \( \theta_1 \) and \( \theta_2 \) are parameters in the model, they construct functions \( f_1(P) \) and \( f_2(P) \) such that if \( H_0 \) is true, \( f_1(P) - f_2(P) = c_0 \). Estimates of the \( P_i \) are then obtained subject to conditions implied by these functions. In this way hypotheses are tested about parameters without estimating them. In some cases this procedure is more flexible than conventional methods.

In practice, the methods reviewed in this section and the previous one have encountered difficulties not implicit in their theoretical development. Often in the correlation approach, little or no attention has been paid to distinguishing between ways of classification that are random and those that are controlled by the experimenter in constructing the hypotheses to test, and little or no attention has been given to alternatives to the null hypothesis. In the regression approach some researchers have not stipulated the model underlying the proposed test statistics.
As a case in point, Corsten examined Bartlett’s test as applied to the data in Bartlett’s paper. He concludes that, since one of the marginal totals is obviously fixed by the design of the experiment, the test statistic is incorrect. As a result he proposes a new test. Both of the tests are correct, but for different models. The test Bartlett gives is proper when treatment effects are additive on the logit scale regardless of whether the grand total or one set of marginals is fixed and the alternative one proposed by Corsten is correct when the treatment effects are additive on the P or untransformed scale.

Roy and his co-workers, Kastenbaum (1955), (1956), Mitra (1955), Diamond (1958) and Bhapkar (1959), proceeding along the lines of Cramér (1945), obtained general results for large samples that encompass both the approaches given above. Their approach is characterized by (1) abandoning conditional probabilities in deriving the tests, (2) careful differentiation between variates, i.e., success and failure, and factors, i.e., ways of classification that are controlled by the experimenter, and (3) specification of the model. They point out that the distinction made in (2) may not alter the test statistics in some cases, but it must be made in studying the power of the tests and in setting up meaningful hypotheses to test. To emphasize this essential concept, they divide their results into two general classes, those for single multinomial samples and those for product multinomial samples. A single multinomial sample is one divided into rs categories where the probability of falling into any category is $p_{ij}$ with $\sum_{ij} p_{ij} = 1$. A product multinomial sample is one in which r samples are classified into s categories, and the probability of falling into a category is
\[ P_{ij} \text{ with } \sum_{j=1}^{s} P_{ij} = 1. \]

Aitchison and Silvey (1958), and Silvey (1959), using much the same approach as Roy and his students, obtained many of the same results for more general probability density functions.

1.2 Summarizing Remarks

It is doubtful that a model exists which is correct for all binomial experiments with multiway classifications. However, it should be possible to ascertain models that can be used for broad classes of experiments. A large volume of bioassay data has shown that both logit \( P \) and probit \( P \) are effective in transforming the observed proportions to a scale on which the treatment effects are additive for biological data. There has been considerable discussion about the relative merits of the probit and logit transformations, but we do not wish to enter into this controversy here. Suffice it to say that no important practical differences in the two models have been demonstrated, see Finney (1952).

In the simpler binomial experiments, it is found almost invariably that the relationship between a stimulus and a response is described by a sigmoid curve. For this reason the validity of tests made by assuming a simple linear model, especially when the stimulus is applied at several levels, seems questionable. However, if we measure the response on a scale which linearizes the relationship between the stimulus and treatment effects, the problem will be simplified considerably. The arcsin, logit and probit transformations have been used to accomplish this.
The arcsin transformation will not be considered because it may not provide a linear relationship over the entire range of $P$, and, if it is desired to obtain maximum likelihood estimates of parameters, it does not appreciably shorten the computations. This transformation does provide, however, an adequate approximate analysis for many purposes when the sample sizes are equal or, with suitable weighting, when the sample sizes are unequal.

To present the problem more clearly, the data in Table 1.0, for which I am indebted to Drs. Peacock, Brawley and Greenberg (1959), are given as an example of a type frequently encountered in some research areas, for example medicine, where conventional methods do not test the most meaningful hypotheses. We will propose a new approach which combines the Dyke-Patterson (i.e., logistic) model with the methods of obtaining estimates of the $P_i$ subject to restraints suggested by the work of Mitra and Reiersøl. Within this framework some new methods will be developed for testing hypotheses, and the non-centrality parameters for these tests will be obtained. Using these results the asymptotic power of these tests against specified alternatives can be computed if values can be assumed for the true parameter points.

As a by-product, we will obtain shorter, more flexible methods of testing hypotheses for the logistic model and also a shorter method of fitting the model to data. Lastly, the small sample properties of the tests will be examined with respect to power and agreement of the distribution of the test statistic with the chi square distribution.
Table 1.0. The Incidence of Leukoplakia among Cottonmill Employees Who Use Unburnt Tobacco, Smoke Only, or Do Neither

Erwin Mills (Durham Branch) 1958

<table>
<thead>
<tr>
<th>Age 25-34</th>
<th>White Males</th>
<th>White Females</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Affected</td>
<td>Unaffected</td>
</tr>
<tr>
<td>Unburnt Tobacco</td>
<td>4</td>
<td>16</td>
</tr>
<tr>
<td>Smokers Only</td>
<td>4</td>
<td>89</td>
</tr>
<tr>
<td>Neither</td>
<td>1</td>
<td>33</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Age 35-44</th>
<th>White Males</th>
<th>White Females</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Affected</td>
<td>Unaffected</td>
</tr>
<tr>
<td>Unburnt Tobacco</td>
<td>13</td>
<td>28</td>
</tr>
<tr>
<td>Smokers Only</td>
<td>17</td>
<td>78</td>
</tr>
<tr>
<td>Neither</td>
<td>5</td>
<td>25</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Age 45-54</th>
<th>White Males</th>
<th>White Females</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Affected</td>
<td>Unaffected</td>
</tr>
<tr>
<td>Unburnt Tobacco</td>
<td>26</td>
<td>47</td>
</tr>
<tr>
<td>Smokers Only</td>
<td>23</td>
<td>66</td>
</tr>
<tr>
<td>Neither</td>
<td>4</td>
<td>27</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Age 55-64</th>
<th>White Males</th>
<th>White Females</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Affected</td>
<td>Unaffected</td>
</tr>
<tr>
<td>Unburnt Tobacco</td>
<td>26</td>
<td>47</td>
</tr>
<tr>
<td>Smokers Only</td>
<td>9</td>
<td>40</td>
</tr>
<tr>
<td>Neither</td>
<td>6</td>
<td>21</td>
</tr>
</tbody>
</table>
CHAPTER II
BASIC THEORY

In this chapter some of the basic results of Roy and his students will be presented. The notation and style will follow closely that of Diamond (1958). All of the theorems Diamond proves require that both the probability density and the mathematical model satisfy certain analytic conditions. We will now give these conditions and follow with a statement of the theorems.

2.0 Conditions on Probability Density and Hypotheses

Suppose we are given rs functions $P_{ij}(\theta_1, \ldots, \theta_t)$ where $i = 1, \ldots, r$ and $j = 1, \ldots, s$, of $t \leq rs - r$ unknown parameters $\theta_1, \ldots, \theta_t$, such that, for all points of a non degenerate open interval $\mathbf{I}$ in the $t$-dimensional space of the $\theta_k$ for $k = 1, \ldots, t$ the $P_{ij}(\theta)$, where $\hat{\theta}' = (\theta_1, \ldots, \theta_t)$, satisfy the following conditions:

(a) $\sum_{j=1}^{s} P_{ij}(\theta) = 1$ for $i = 1, \ldots, r$.

(b) $0 < c^2 \leq P_{ij}(\theta) < 1$ for all $i$ and $j$.

(c) Every $P_{ij}(\theta)$ has continuous first and second order derivatives with respect to the $\theta_k$.

(d) The matrix $\left(\frac{P_{ij}(\theta)}{\partial \theta_k}\right)$ is of rank $t$.

Note that the $P_{ij}$ are to be arranged lexicographically (i.e., $P_{11}$, $P_{12}$, ..., $P_{1s}$; $P_{21}$, $P_{22}$, ..., $P_{2s}$; ..., $P_{r1}$, $P_{r2}$, ..., $P_{rs}$) and the
matrix \( \left( \frac{\partial F_{ij}(\theta)}{\partial \theta_k} \right) \) has \( rs \) rows and \( t \) columns.

Suppose we are given \( u < t \) functions of the \( \theta_k f_1(\theta), \ldots, f_u(\theta) \), such that for every point of \( \{ \} \) the following conditions are satisfied:

\[(e) \quad \text{Every} \ f_m(\theta) \ \text{has continuous first and second order derivatives with respect to} \ \theta_k. \]

\[(f) \quad \text{The matrix} \ \left( \frac{\partial f_m(\theta)}{\partial \theta_k} \right) \ \text{where} \ m = 1, \ldots, u \ \text{and} \ k = 1, \ldots, t \ \text{is of rank} \ u. \]

And let \( \theta_0 \), where \( \theta'_0 = (\theta^0_1, \ldots, \theta^0_r) \), be a point of \( \{ \} \).

Assuming these analytic requirements are fulfilled, Diamond proves the following.

2.1 Tests of the Fit of the Model

Consider the hypothesis

\[ H_0: \ P_{ij} = P_{ij}(\theta) \quad \text{for} \ i = 1, \ldots, r \ \text{and} \ j = 1, \ldots, s \]

subject to

\[ f_m(\theta) = 0, \quad m = 1, \ldots, u < t, \]

and the alternative

\[ H_1: \ P_{ijn} = P_{ijn}(\theta) + \frac{d_{ij}}{\sqrt{n}} \]

subject to

\[ f_m(\theta) = 0, \]

where
\[ \sum_{j=1}^{s} d_{ij} = 0 \quad \text{but not all} \quad d_{ij} = 0, \]

and where

\[ P_{ijn} \neq P_{ij}(\theta) \quad \text{for any } \theta \text{ in } \Gamma. \]

Then the equations

\[
\left(2.1.1\right) \quad r \Sigma_{i=1}^{r} s \Sigma_{j=1}^{s} \frac{n_{ij} - n_{i} \cdot P_{ij}(\theta)}{P_{ij}(\theta)} \left( \frac{\partial P_{ij}(\theta)}{\partial \theta_{k}} \right) + u \Sigma_{m=1}^{u} \lambda_{m} \frac{\partial x_{m}(\theta)}{\partial \theta_{k}} = 0, \]

\[ k = 1, \ldots, t, \]

\[ x_{m}(\theta) = 0, \]

\[ m = 1, \ldots, u, \]

for minimizing chi square in the modified sense, which for this case is the same as maximum likelihood (see Cramér, 1945), subject to \( H_{0} \), have exactly one system of solutions

\[ \hat{\theta} = (\hat{\theta}_{1}, \ldots, \hat{\theta}_{t}), \quad \lambda = (\lambda_{1}, \ldots, \lambda_{u}) \]

such that \( \hat{\theta} \to \theta_{0} \) in probability as \( n \to \infty \) subject to the ratios \( \frac{n_{i}}{n} \) being held fixed and the statistic

\[
\left(2.1.2\right) \quad X^{2}_{*} = r \Sigma_{i=1}^{r} s \Sigma_{j=1}^{s} \frac{(n_{ij} - n_{i} \cdot P_{ij}(\hat{\theta}))^{2}}{n_{i} \cdot P_{ij}(\hat{\theta})}
\]

is in the limit, distributed under \( H_{0} \) as a central chi square variate with \( rs - r - t + u \) d.f. and under \( H_{n} \) as a non-central chi square variate with a non-centrality parameter

\[
\left(2.1.3\right) \quad \Delta^{*} = \mathcal{D} \left[ \mathcal{I} - B_{*} (B_{*} B_{*})^{-1} B_{*} \right] \mathcal{D}
\]
where
\[
\frac{d}{rsxl} = \left( \frac{d_{ij}}{\sqrt{p_{ij}}} \right)^{n_{i} \cdot n}, \quad i = 1, \ldots, r \quad \text{and} \quad j = 1, \ldots, s,
\]

(2.1.4) \quad \frac{b_{*}}{rsxt-u} = \left[ \frac{1}{\sqrt{p_{ij}}} \right]^{n_{i} \cdot n} \left( \frac{\partial P_{ij}^{*}(\theta)}{\partial \theta_{k}^{n}} \right)_{o}

with \( P_{ij}^{*}(\theta) \) being \( P_{ij}^{0}(\theta) \) expressed in terms of the \( t-u \) independent \( \theta_{k}^{n} \); \( \left( \frac{\partial P_{ij}^{*}(\theta)}{\partial \theta_{k}^{n}} \right)_{o} \) and \( P_{ij}^{0}(\theta) \) indicate that the derivative and \( P_{ij}^{0}(\theta) \) are evaluated at \( \theta_{o} \).

Alternatively \( B_{*} \) may be expressed as

(2.1.5) \quad B_{*} = B_{2} - B_{1} F^{-1} F_{2}

with

(2.1.6) \quad \frac{b_{1}}{rsxu} = \left[ \frac{1}{\sqrt{p_{ij}}} \right]^{n_{i} \cdot n} \left( \frac{\partial P_{ij}(\theta)}{\partial \theta_{k}^{n}} \right)_{o}

where \( k' = 1, \ldots, u \)
denotes the \( \theta_{k} \) made dependent under \( H_{o} \),

(2.1.7) \quad \frac{b_{2}}{rsxt-u} = \left[ \frac{1}{\sqrt{p_{ij}}} \right]^{n_{i} \cdot n} \left( \frac{\partial P_{ij}(\theta)}{\partial \theta_{k}^{n}} \right)_{o}

where \( k'' = u+1, \ldots, t \)
denotes any \( \theta_{k} \) remaining independent under \( H_{o} \),

(2.1.8) \quad \frac{f_{1}}{uxdi} = \left[ \frac{\partial f_{m}(\theta)}{\partial \theta_{k}^{n}} \right]_{o}
and

\[
F_2 = \left[ \begin{array}{c}
\frac{\partial f_m(\theta)}{\partial \theta_k} \\
\frac{\partial f_m(\theta)}{\partial \theta_{k'}^{(u)}}
\end{array} \right]_{u \times t}
\]

An important special case occurs where there are no restrictions on the parameters of the model, i.e., \( u = 0 \). Then \( B_* = B_2 \), if we set \( u = 0 \) in \( B_2 \) so that \( k'' = 1, \ldots, t \), and the degrees of freedom are \( rs-s-t \).

2.2 Tests on the Parameters in the Model

Suppose we are given \( P_{ij} = P_{ij}(\theta) \), \( i = 1, \ldots, r \) and \( j = 1, \ldots, s \). Consider the hypothesis

\[ H_0: f_m(\theta) = 0 \quad , \quad m = 1, \ldots, u \leq t \]

and the alternative

\[ H_n: f_m(\theta) = \frac{c_m}{\sqrt{n}} \]

where not all the \( c_m = 0 \). Let \( X^2 \) denote the statistic obtained by fitting the model \( P_{ij}(\theta) \) without restraints, and \( \hat{\theta} \) and \( \hat{\xi} \) be the unique consistent solution of the equations given by (2.1.1), and \( X^2_* \) be the corresponding test statistic defined by (2.1.2), then

\[ X^2_1 = X^2_* - X^2 \]

is, in the limit, independent of \( X^2 \) in probability and is distributed under \( H_0 \) as a central chi square variate with \( u \) d. f. and under \( H_n \) as a non-central chi square variate with \( u \) d. f. and a non-centrality parameter,

\[ \Delta_1 = c' F_1^{-1} B_1' \left( I - B_2(B_*'B_*)^{-1}B_*' F_1^{-1} c \right) \]
where

\[ c' = (c_1, \ldots, c_u) \]

and \( B_*, B_1, B_2 \) and \( F_1 \) are defined by (2.1.5), (2.1.6), (2.1.7) and (2.1.8).

2.3 Remarks on 2.1 and 2.2

Because of their generality, the results given in sections 2.1 and 2.2 constitute a powerful set of tools for the solution of many problems in the statistical analysis of categorical data. Both the model and the hypotheses are completely unspecified except for certain analytic conditions that must be satisfied. Thus the experimenter or statistician, as the case may be, has wide latitude in selecting a realistic model and in formulating meaningful hypotheses to test.

The results presented in section 2.1 give the theory necessary to test the goodness of fit of a proposed model and also give the non-centrality parameter of the test. To test hypotheses about parameters in a model and to obtain the non-centrality parameters of the tests, section 2.2 should be applied.
CHAPTER III
THEORY FOR THE LOGISTIC MODEL

3.0 The Model

"The product multinomial sample", as Roy, Mitra and Diamond have referred to it, will be assumed to be the probability sampling model. However, as noted in Chapter I, we shall be concerned only with the product binomial sample. Hence, the number of events "R" denoted by \( a_i \) and "not R" denoted by \( b_i \), will be the variates and \( a_i + b_i = n_i \) is fixed for each cell by the design of the experiment. Diamond's notation can be simplified since we are concerned only with the binomial distribution. In this special case \( s = 2 \), therefore \( P_{12} = 1 - P_{11} = q_i \), and no double subscript is needed. Hereafter all summations will be from \( i = 1, \ldots, r \) unless otherwise noted.

The relationship assumed to hold between treatments and \( P_i \) is

\[
(3.0.1) \quad f_i = \log \frac{P_i}{1 - P_i} = \sum_{k=1}^{t} x_{ik} \theta_k, \quad i = 1, \ldots, r,
\]

or written more compactly,

\[
L = X \theta
\]

where \( X \) is a matrix of real numbers of rank \( t \) determined by the design of the experiment.

Equation (3.0.1) implies

\[
(3.0.2) \quad P_i(\theta) = \frac{1}{1 + \exp(-\sum_{k=1}^{t} x_{ik} \theta_k)}
\]

which is the most convenient form for applying the results given in Chapter II.
First we must verify that the logistic model given by (3.0.1) satisfies the analytic requirements set forth in section 2.0.

(a) \( P_i(\theta) + Q_i(\theta) = 1 \) by definition,

(b) \( 0 < c^2 \leq P_i(\theta) < 1 \) for all real values of \( x_{ik} \) and \( \theta_k \) by inspection of (3.0.2),

\[
\frac{\partial P_i(\theta)}{\partial \theta_k} = P_i(\theta)Q_i(\theta)x_{ik},
\]

\[
\frac{\partial^2 P_i(\theta)}{\partial \theta_k \partial \theta_{k'}} = P_i(\theta)Q_i(\theta)\sum_{j=1}^{l-2}P_i(\theta)x_{jk}x_{jk'} , \quad \text{for} \ k \text{ and } k' = 1, \ldots, t, \text{ and these are continuous.}
\]

(c) The matrix \( \frac{\partial P_i(\theta)}{\partial \theta_k} = [P_i(\theta)Q_i(\theta)x_{ik}] \) can be written

\[
D X , \text{where} \ D \text{ is a diagonal matrix of rank } r \text{ with } r \times r \text{ and } r \times t \text{ of rank } t \text{ by hypothesis. Since } t \leq r , \text{ } \text{DX is of rank } t .
\]

Suppose we wish to test linear hypotheses,

(e) \( H_0: F \theta = 0 \) \quad where \( F \) is of rank \( u < t \),

about parameters of the logit model using the results in sections 2.1 or 2.2. Taking matrix derivatives,

\[
\frac{\partial (F\theta)}{\partial \theta} = F ,
\]

and

\[
\frac{\partial^2 (F\theta)}{\partial \theta^2} = 0 ;
\]
these are constants and hence continuous.

(f) The rank of \( \frac{\partial \theta}{\partial \theta} = r \) is \( u < t \) by assumption.

Therefore, we conclude that sections 2.1 and 2.2 can be applied to the estimation of parameters and testing linear hypotheses about parameters of the logit model.

3.1 Conventional Methods of Testing Hypotheses

Cramér's modified chi square minimum method of estimation is identical to maximum likelihood (ML) estimation for the case being considered. The following method of obtaining ML estimates of the parameters of the logistic model is similar to the method given by Dyke and Patterson. This method, though relatively laborious can be used to obtain the proper test statistic for the tests given in sections 2.1 and 2.2. Some alternative methods, which in many cases will be shorter, for testing the same hypotheses will be presented later.

To obtain estimates of the parameters in the model given by (3.0.1) we observe that the likelihood for a product binomial sample is written

\[
(3.1.1) \quad \phi = \prod_{i=1}^{r} \frac{n_i!}{a_i!b_i!} \frac{a_i}{b_i} \frac{p_i(\theta)}{Q_i(\theta)}
\]

Then

\[
\log \phi = \sum \left[ \log n_i! - \log a_i! - \log b_i! + a_i \log p_i(\theta) + b_i \log Q_i(\theta) \right]
\]

and the maximizing equations are

\[
(3.1.2) \quad \frac{\partial \log \phi}{\partial \theta_k} = \sum_i \left[ a_i - n_i p_i(\theta) \right] x_{ik} = 0 \quad , \quad k = 1, \ldots, t
\]
These equations cannot be solved explicitly for \( \hat{\theta} \), the estimate of \( \theta \). They are usually solved by the Newton-Raphson method. That is, (3.1.2) is expanded in a Taylor series about a trial value \( \hat{\theta} \), non-linear terms are neglected, and the resulting equations are solved by iteration. To test the hypothesis

\[
H_0: P_i = P_i(\theta), \quad i = 1, \ldots, r,
\]

we use the fact that

\[
(3.1.3) \quad X^2 = \sum_{i=1}^{r} \frac{(a_i - n_i P_i(\hat{\theta}))^2}{n_i P_i(\hat{\theta})Q_i(\hat{\theta})},
\]

where \( P_i(\hat{\theta}) \) is \( P_i(\theta) \) evaluated at \( \hat{\theta} \), is asymptotically distributed as a central chi square variate with \( r-t \) degrees of freedom if \( H_0 \) is true. Given \( P_i = P_i(\theta) \), this method can be used to test hypotheses about any sub-set of the \( \theta \)'s. The details are much the same as in normal regression theory except that the regression equation must be fitted by iteration. Berkson (1957) has published a table which is helpful in the computations.

3.2 A New Approach to Testing Hypotheses for the Logistic Model

The methods derived here will apply to designs for which linear functions of \( \log \frac{P_i}{Q_i} = f_i \) can be easily constructed such that

\[
(3.2.1) \quad \sum f_i f_i = \theta_k
\]

where the \( f_i \) are real numbers dictated by the model and the design of the experiment. To test

\[
H_0: \theta_k = h_k
\]
or

\( H_0: P_i = P_i(\theta) \),

subject to

\[ \sum_{i=1}^{r} \log \frac{P_i}{Q_i} = h_k \]

we obtain maximum likelihood estimates of \( P_i(\theta) \) (will henceforth be written \( P_i \) for convenience.), subject to the restraint

\[ \sum_{i=1}^{r} \log \left( \frac{P_i}{Q_i} \right) = h_k \]

The log likelihood with one restraint is

\[ \psi = \log \phi - \lambda \sum_{i=1}^{r} \log \frac{P_i}{Q_i} = h_k \]

where \( \lambda \) is a Lagrangian multiplier. The maximizing equations are

\[ \frac{\partial \psi}{\partial P_i} = a_i - n_i P_i - \frac{f^* P_i}{Q_i} = 0 \]

giving

\[ \hat{P}_i = \frac{a_i - f^* P_i}{n_i} \]

which still have the Lagrangian multiplier, \( \lambda \), that must be eliminated. The restraint (3.2.2) implies

\[ \sum_{i=1}^{r} \log \frac{\hat{P}_i}{Q_i} = h_k \]

or alternatively,

\[ \Pi \left( \frac{\hat{P}_i}{Q_i} \right) = e^{h_k} = g_k \]

Substituting for \( \hat{P}_i \), we have

\[ \sum_{i=1}^{r} \left\{ \log \left( a_i - f^*_i \right) - \log \left( b_i + f^*_i \right) \right\} = h_k \]
or
\[
\prod \left( \frac{a_i - f_i^* \lambda_i}{b_i + f_i^* \lambda_i} \right)^{f_i^*} = \varepsilon_k .
\]
Either of these equations may be solved for \( \lambda \).

The extension to the general case is easily seen from the 2 d. f. test. To test

\[
H_0: \ \theta_1 = h_1 \\
\theta_2 = h_2
\]

or

\[
H_0: \ P_i = P_i(\theta) ,
\]

subject to

\[
\Sigma f_i^* \lambda_i = h_1 \quad \text{and} \quad \Sigma f_i^* \lambda_i = h_2 ,
\]

the two restraints are

(3.2.6).

\[
\begin{align*}
\Sigma f_i^* \lambda_i &= h_1 \\
\Sigma f_i^* \lambda_i &= h_2
\end{align*}
\]

The log likelihood with two restraints is

\[
\psi = \log \phi - \lambda_1 (\Sigma f_i^* \lambda_i - h_1) - \lambda_2 (\Sigma f_i^* \lambda_i - h_2) ,
\]

and

\[
\frac{\partial \psi}{\partial \lambda_i} = a_i - n_i p_i - f_i^* \lambda_1 - f_i^* \lambda_2 = 0
\]

which gives

(3.2.7)

\[
\hat{\lambda}_i = \frac{a_i - f_i^* \lambda_1 - f_i^* \lambda_2}{n_i}
\]

To eliminate \( \lambda_1 \) and \( \lambda_2 \) from (3.2.7) either
\[ (3.2.8) \quad \sum_{i=1}^{\infty} \frac{f_1^*}{\log (a_1 - f_1^* \lambda_1 - f_2^* \lambda_2)} - \log (b_1 + f_1^* \lambda_1 + f_2^* \lambda_2) = h_1, \]

\[ \sum_{i=2}^{\infty} \frac{f_2^*}{\log (a_1 - f_1^* \lambda_1 - f_2^* \lambda_2)} - \log (b_1 + f_1^* \lambda_1 + f_2^* \lambda_2) = h_2, \]

or

\[ \prod \left( \frac{a_1 - f_1^* \lambda_1 - f_2^* \lambda_2}{b_1 + f_1^* \lambda_1 + f_2^* \lambda_2} \right)^{f_{i1}^*} = \varepsilon_1, \]

\[ \prod \left( \frac{a_1 - f_1^* \lambda_1 - f_2^* \lambda_2}{b_1 + f_1^* \lambda_1 + f_2^* \lambda_2} \right)^{f_{i2}^*} = \varepsilon_2, \]

must be solved simultaneously.

3.3 Choice of Root to Complete the Estimation

The question of which root to use now arises. Mitra (1955) proved that for a 2x2 factorial experiment, which generates a third degree polynomial, the smallest real root is the proper one to use. Lancaster (1951) said that Bartlett's equation had only one real root in the asymptotic case. However, Mitra constructs a counter example to disprove this. For the data used in Bartlett's paper (1935), the equation has only one real root. For larger experiments which give rise to higher degree polynomials, Mitra recommended taking the root that minimized \( \chi^2 \) as being a safe procedure.

In general the root which maximizes the likelihood in the numerical sense should be used. This may be difficult to determine for large experiments which generate high degree polynomials. It seems reasonable to restrict ourselves to solutions of (3.2.5) which yield positive estimates of \( P_1 \) and \( Q_1 \) when substituted into (3.2.4). The following considerations show that (3.2.5) has at most one root satisfying this
criterion. Using the log form of (3.2.5) we have

\[ U = \sum_i \frac{x_i^* \log(a_i - f_i^* \lambda_i) - \log(b_i + f_i^* \lambda_i)}{\lambda_i} - h = 0 \]

and

\[ \frac{dU}{d\lambda_i} = -\sum_i \frac{f_i^* \lambda_i}{\lambda_i} \frac{\hat{\lambda}_i}{n_i \hat{P}_i \hat{Q}_i} \] .

If \( \hat{P}_i \) and \( \hat{Q}_i \) are to be positive for \( i = 1, \ldots, r \), then, for any acceptable solution, \( \frac{dU}{d\lambda} \) must be negative, i.e., \( U \) is monotone decreasing. Therefore, (3.2.5) can have at most one root satisfying the criterion we have set up for acceptability. Let us call this root \( \lambda^* \), then

\[ (3.3.1) \quad \chi^2 = \lambda^* S \]

where

\[ S = \sum_i \frac{x_i^2}{a_i - f_i^* \lambda^* + \frac{1}{b_i + f_i^* \lambda^*}} \]

and \( \chi^2_1 = \chi^2 - \chi^2 \) are distributed as central chi squares with \( l \) d.f. if \( H_0 \) is true. \( \chi^2_1 \) and \( \chi^2 \) should be used depending on whether the hypotheses discussed in section 2.1 or 2.2 are being tested.

By an argument similar to the one given for the \( l \) d.f. case, it can be shown there is not more than one solution of (3.2.8) such that \( \hat{P}_i \) and \( \hat{Q}_i \) are positive.

\[ U_1 = \sum_{i=1}^l \frac{x_i^* \log(a_i - f_i^* \lambda_1 - f_i^* \lambda_2) - \log(b_i + f_i^* \lambda_1 + f_i^* \lambda_2)}{\lambda_1} - h_1 = 0 \]

\[ U_2 = \sum_{i=1}^l \frac{x_i^* \log(a_i - f_i^* \lambda_1 - f_i^* \lambda_2) - \log(b_i + f_i^* \lambda_1 + f_i^* \lambda_2)}{\lambda_2} - h_2 = 0 \]

The first partial derivatives always have the same sign in the
region of interest. Therefore, they can both equal zero simultaneously at most, once.

Then

\[ (3.3.2) \quad \chi^2 = 2(\text{fit} \cdot \lambda_1 + \text{fit} \cdot \lambda_2)^2 \left( \frac{1}{a_1 - \text{fit} \cdot \lambda_1 - \text{fit} \cdot \lambda_2} + \frac{1}{b_1 + \text{fit} \cdot \lambda_1 + \text{fit} \cdot \lambda_2} \right) \]

and \( \chi^2 = \chi^2 \cdot X^2 \) have central chi square distributions with 2 d. f.

if \( H_0 \) is true. \( \chi^2 \) or \( \chi^2 \) is used as the test statistic depending on which section of Chapter II is being applied.

3.4 Remarks

The preceding results can be applied to the solution of other problems encountered in the analysis of data. The problem of combining 2x2 tables which is often encountered in the literature can be approached as the analysis of a single experiment rather than a series of small experiments. The model assumed for the analysis should include parameters which measure the differences in experimental material from one table to another. If the logistic model can be assumed, the methods presented here are appropriate. In other cases the results of Reiersøl (1954) or Bhapker's (1959) extension of them may be appropriate.

Occasionally data are encountered from a single multinomial sample in which it is desired to study how the occurrence of events A and B, where B is in some sense the complement of A, are influenced by the other classifications. If we let \( \ell = \ln \frac{P_A}{P_B} \), where \( P_A \) and \( P_B \) are the probabilities of the occurrence of events A and B respectively, then the techniques given in this chapter and Chapter IV may be used, even though they were not developed with this kind of a sample in
mind. However, the non-centrality parameters given in Chapter V are no longer appropriate.

The methods of testing hypotheses and the computational techniques in the next chapter may be useful in bioassay when two or more compounds and mixtures of these compounds are administered.

The new methods presented in this chapter have the added advantage of ease of interpretation as compared to the conventional methods discussed in section 3.1. The effects of assuming the null hypothesis is true are conveniently displayed on the observed scale even though a different scale is used in formulating the hypothesis.
CHAPTER IV

COMPUTATIONS FOR THE NEW METHOD AND EXAMPLES

4.0 Choice of Computational Procedure

In the examination of (3.2.5) and (3.2.8) given in section 3.3, it was shown that not more than one solution of these equations satisfying the criterion $0 < \hat{p}_i < 1$ exists. Hence, we do not need to be concerned with the method of computation chosen converging to the wrong roots, as long as the solution gives $0 < \hat{p}_i < 1$. Of course, in practice, speed of convergence is important.

Scarborough (1958) examines the Newton-Raphson method of computing the roots of equations. In the case at hand, it is not possible to examine the method, generally, for speed of convergence because it varies according to the observations. However, experience has shown that the Newton-Raphson method works in practice and is adaptable to either desk or high speed computers. In fact, in the well known method of fitting the probit or the logistic model, the Newton-Raphson method is used to compute the solution of the ML equations, as in example 4.3.

4.1 Computations for the One d. f. Test

To proceed to obtain the solution of (3.2.5) by the Newton-Raphson method we expand it in a Taylor series about an initial value of $\lambda^\star_i$, $\lambda_{i0}$ say, neglect non-linear terms, and solve for $(\lambda_i - \lambda_{i0})$. $\lambda_{i0}$ may be chosen anywhere in the interval which will make the $\mathbf{P}$'s positive, or it may be taken to be zero if $a_i \neq 0$ and $b_i \neq 0$. In practice, the closer the initial guess is to $\lambda^\star$, the faster the convergence.
Before expanding (3.2.5), let us write it as

$$\sum f_i^* \log(a_i - f_i^*) = \sum f_i^* \log(b_i + f_i^*) + h.$$  

Expanding this form about the initial value we obtain

$$\sum f_i^* \log(a_i - \lambda_0 f_i^*) - \delta_\lambda f_i^* \left[ \frac{1}{a_i - \lambda_0 f_i^*} \right] = h + \sum f_i^* \log(b_i + \lambda_0 f_i^*) + \delta_\lambda f_i^* \left[ \frac{1}{b_i + \lambda_0 f_i^*} \right],$$

and

$$\delta_\lambda = \frac{\sum f_i^* \log(a_i - \lambda_0 f_i^*) - h - \sum f_i^* \log(b_i + \lambda_0 f_i^*)}{S},$$

where

$$\delta_\lambda = (\lambda - \lambda_0), \quad S = \sum \frac{f_i^*^2}{n_i^*},$$

and $\hat{\delta}$ is $\hat{\delta}$ evaluated at $\lambda_0$.

Applying the same technique to the alternative form of (3.2.5), we obtain

$$\delta_\lambda = \frac{R_1 - R_2 g}{R_1 S_1 + R_2 S_2 g},$$

where

$$R_1 = \Pi (a_i - \lambda_0 f_i^*)^i, \quad R_2 = \Pi (b_i + \lambda_0 f_i^*)^i,$$

$$S_1 = \sum \frac{f_i^*^2}{(a_i - \lambda_0 f_i^*)},$$

and

$$S_2 = \sum \frac{f_i^*^2}{(b_i + \lambda_0 f_i^*)}.$$  

$\lambda_0 + \delta_\lambda$ is the first approximation to $\lambda^*$, and $\lambda_0 + \delta_\lambda$ is then
substituted into (3.2.5) and the equation is solved again to obtain a second correction, \( \delta_\lambda \). This process is continued until \( \delta_\lambda \) is as small as desired.

4.2 Computation for the Two d.f. Test and General Case

For the 2 d.f. test the algebra is more straightforward if we do not take the terms of (3.2.8) involving \( b_1 \) to the right hand side. A solution can be obtained from (3.2.5) if desired. Expanding (3.2.8) about the trial points \( \lambda_{10} \) and \( \lambda_{20} \) we obtain

\[
\begin{align*}
\frac{F^*_L}{-1} - \delta_\lambda & \frac{F^*D^*_L}{-1} - \delta_\lambda \frac{F^*D^*_L}{-2} = h_1 \\
\frac{F^*_L}{-2} - \delta_\lambda & \frac{F^*D^*_L}{-1} - \delta_\lambda \frac{F^*D^*_L}{-2} = h_2
\end{align*}
\]

where \( \dot{L} \) is a vector of elements \( \dot{f}_i = \log \frac{\hat{P}_i}{\hat{Q}_i} \),

\[
F^*_L = (f^*_1, f^*_2, ..., f^*_r) \quad , \quad F^*_2 = (f^*_1, f^*_2, ..., f^*_r)
\]

\( D \) is a diagonal matrix of elements

\[\frac{1}{(p_1 q_1)}\]

\( \hat{P}_i \) is \( \hat{P}_i \) evaluated at \( \lambda_0 \), and \( \delta_{\lambda_1} = (\lambda_1 - \lambda_{10}) \). A more compact way of writing (4.2.1) is

\[
\begin{align*}
\frac{F^*_L}{-1} - \delta_\lambda & \frac{F^*D^*_L}{-1} = h_1 \\
\frac{F^*_L}{-2} - \delta_\lambda & \frac{F^*D^*_L}{-1} = h_2
\end{align*}
\]

where

\[F^*_L = \sum \frac{F^*_i}{F^*_2} \]

giving

\[\delta_\lambda = (F^*D^*_L)^{-1}(F^*_L - h)\]
The solution to the general case is identical with (4.2.2) except \( \hat{\mathbf{P}} \) is now defined as

\[
(4.2.3) \quad \hat{P}_i = (\mathbf{a}_1 - \sum_{j=1}^{u} f_{ij} \lambda_j o) / n_i
\]

and the elements of \( \delta_\lambda \), \( \hat{\mathbf{D}} \) and \( \hat{\mathbf{L}} \) are redefined accordingly. To further bring out the analogy of the form of the solution with multiple regression, it might be noted that for most practical problems

\[
h = 0
\]

therefore

\[
(4.2.4) \quad \delta_\lambda = (\mathbf{F}^* \hat{\mathbf{D}}^* \mathbf{F}^*)^{-1} \mathbf{F}^* \mathbf{L}
\]

As in the other cases we have considered, the first approximation to \( \lambda^* \) is \( \lambda = \lambda_0 + \delta_\lambda \). This \( \lambda \) now becomes \( \lambda_0 \) and a second correction \( \delta_\lambda \) is obtained. The process is continued until the elements of \( \delta_\lambda \) are sufficiently small.

4.3. Important Special Case which does not Require Matrix Inversion

There is one type of test having more than 1 d. f. that occurs frequently in practice and deserves special mention because matrices do not have to be inverted in computing the roots. It is analogous to the test of homogeneity of a set of treatment effects in the analysis of variance. The notation will be clearer if we let \( i \) become a double subscript \( ij \) where \( i = 1, \ldots, u \) and \( j = 1, \ldots, v \). For the method to be useful there must be linear functions of the \( \lambda_{ij} \) such that

\[
(4.3.1) \quad \sum_{i} f_{il} \lambda_{ij} = \theta_1
\]

\[
\vdots
\]

\[
\vdots
\]
(4.3.1) cont. \[ \sum_{i} f_{ij} = \theta_j \] ,  

\[ \vdots \]  

\[ \sum_{i} f_{iv} = \theta_v \] .  

To test the hypotheses given that \( P_{ij} = P_{ij}(\theta) \)  

\[ H_0: \, \theta_1 = \theta_2 = \ldots = \theta_v \]  

or  

\[ H_0: \, P_{ij} = P_{ij}(\theta) \text{ for } i = 1, \ldots, u \quad j = 1, \ldots, v \] ,  

subject to \( \theta_1 = \theta_2 = \ldots = \theta_v \) , we must obtain maximum likelihood estimates of the \( P_{ij} \) subject to  

(4.3.2) \[ \sum_{i} f_{i1} = \sum_{i} f_{i2} = \ldots = \sum_{i} f_{iv} \] ,  

or  

\[ \sum_{i} f_{i1} - \sum_{i} f_{iv} = 0 \] ,  

\[ \vdots \]  

\[ \sum_{i} f_{ij} - \sum_{i} f_{iv} = 0 \] ,  

\[ \vdots \]  

\[ \sum_{i} f_{i,v-1} - \sum_{i} f_{iv} = 0 \] .  

The log likelihood with \( v-1 \) restraints is  

\[ \psi = \log \phi - \lambda_1(\sum_{i} f_{i1} - \sum_{i} f_{iv}) - \ldots - \lambda_{v-1}(\sum_{i} f_{i,v-1} - \sum_{i} f_{iv}) \]  

and  

\[ \frac{\partial \psi}{\partial p_{ij}} = a_{ij} - n_{ij} P_{ij} - \lambda f_{ij} = 0 \text{ for } i = 1, \ldots, u \text{ and } j = 1, \ldots, v-1 \] ,
and

\[ \frac{\partial \psi}{\partial p_{iv}} = a_{iv} - n_{iv} p_{iv} + f_{iv}^* \sum_{j=1}^{v-1} \lambda_j . \]

Therefore

\[ \hat{p}_{ij} = \frac{a_{ij} - f_{ij}^* \lambda_j}{n_{ij}} \quad i = 1, \ldots, v-1 , \]

and

\[ \hat{p}_{iv} = \frac{a_{iv} + \sum_{j=1}^{v-1} \lambda_j}{n_{iv}} \]

\[ = \frac{a_{iv} - f_{iv}^* \lambda_v}{n_{iv}} \]

where

\[ \lambda_v = \frac{1}{v-1} \sum_{j=1}^{v-1} \lambda_j . \]

Substituting the estimates of \( \hat{p}_{ij} \) into (4.3.2) we have

\[ (4.3.3) \quad \sum_{i=1}^{v} \left[ \log(a_{i} - \lambda_i f_{i1}^*) - \log(b_{i} + \lambda_i f_{i1}^*) \right] = \ldots = \]

\[ \sum_{i=1}^{v} \left[ \log(a_{i} - \lambda_v f_{iv}^*) - \log(b_{i} + \lambda_v f_{iv}^*) \right] . \]

Note that now \( \sum_{j=1}^{v} \lambda_j = 0 . \)

Expanding about the points \( \lambda_{1o}, \lambda_{2o}, \ldots, \lambda_{vo} \), where \( \sum_{j=1}^{v} \lambda_{jo} = 0 \),

we have

\[ (4.3.4) \quad T_1 - \delta_{\lambda_1} S_1 = \ldots = T_v - \delta_{\lambda_v} S_v \]

where

\[ \delta_{\lambda_j} = \lambda_j - \lambda_{jo} . \]

\[ T_j = \sum_{i=1}^{v} \left[ \log(a_{ij} - \lambda_{jo} f_{ij}^*) - \log(b_{ij} + \lambda_{jo} f_{ij}^*) \right] \]

and
\[ S_j = \sum_i f_{ij}^2 \cdot \frac{n_{ij}^2}{\sum_n n_{ij}^2} \cdot A_{ij} \]

Let us choose the j-th and k-th members of (4.3.4) and solve for \( \delta_{\lambda_k} \).

Then

\[ \delta_{\lambda_k} = \frac{T_k}{S_k} - \frac{T_j}{S_k} + \delta_{\lambda_j} \frac{S_j}{S_k} \]

Since \( \sum_{j=1}^v \lambda_j = 0 \) and any solution must satisfy \( \sum_{j=1}^v \lambda_j^* = 0 \) then

\[ \sum_{k=1}^v \delta_{\lambda_k} = 0 \]. Therefore,

\[ \sum_{k=1}^v \delta_{\lambda_k} = \sum_{k=1}^v \frac{T_k}{S_k} - \sum_{j=1}^v \frac{T_j}{S_k} + \lambda_j \sum_{k=1}^v \frac{S_j}{S_k} = 0 \]

or

\[ 0 = H - \frac{T_j}{S_j} + \delta_{\lambda_j} \frac{S_j}{S} \]

and

(4.3.5) \[ \delta_{\lambda_j} = (T_j - HS) \frac{1}{S_j} \]

where

\[ H = \sum_{k=1}^v \frac{T_k}{S_k} \quad \text{and} \quad \frac{1}{S} = \sum_{k=1}^v \frac{1}{S_k} \]

Note that the subscript \( k \) has the same range as \( j \) and, in fact, may be replaced by \( j \). As in previous cases \( \lambda_j = \lambda_{jo} + \delta_{\lambda_j} \) is only the first approximation to \( \lambda_j^* \).

If desired, the antilog can be taken of each term of (4.3.2) and a solution derived for this form. The solution is

(4.3.6) \[ \delta_{\lambda_j} = (R_j - \frac{1}{S_j}) \frac{1}{S_j R_j} \]
where

\[ R_j = \frac{u_{ij} - \lambda_i \theta_{ij}}{\Pi (p_{ij} + \lambda_i \theta_{ij})} \]

and \( S_j \) and \( \frac{1}{S} \) are as in (4.3.4) and (4.3.5), and

\[ h = \sum_{k=1}^{v} \frac{1}{R_k S_k} \]

For tests of hypotheses using sections 2.2 or 2.3, \( \chi^2 = \sum_{j=1}^{v} \lambda_j S_j \) and \( \chi^2 = x^2 - \chi^2 \) are distributed asymptotically as central chi square variates with \( v-1 \) d.f. if \( H_0 \) is true.

Often tests of interaction can be put into this form as will be illustrated by examples 4.1 and 4.3. Norton's extension of Bartlett's test can be derived as a special case of 4.3.2 and his computing formulas can be obtained from (4.3.6).

4.4 Shorter Methods for Computing \( \chi^2 \) and Fitting the Model

The method of setting up hypotheses and the computing formulas previously given can also be utilized in fitting the logistic model to data and in computing the \( \chi^2 \) of section 2.2. Obtaining \( \chi^2 \) and fitting the model using these methods are not as obvious as testing hypotheses about parameters in the model, but they are easily obtained because of analogies with the analysis of variance.

Recall from section 2.2 that \( \chi^2 \) is computed by fitting the model with no restraints on the parameters. Then \( \chi^2 \) is given by

\[ \chi^2 = \sum \frac{(a_i - n_i \hat{p}_i(\hat{\theta}))^2}{n_i \hat{p}_i(\hat{\theta}) Q_i(\hat{\theta})} \]
In the analysis of variance, the error often can be thought of as being composed of block x treatment interactions or in some instances as high order treatment interactions. A more convenient way of computing $X^2$ is to set up linear functions of $f_1$ that would compose the error in an analysis of variance, set these functions equal to zero and obtain ML estimates of the $P_i$ subject to these restraints. Then

$$X^2 = \sum \frac{(a_i - n_i \hat{P}_i)^2}{n_i \hat{P}_i \hat{Q}_i}.$$ 

The advantage of this method over conventional methods lies in the fact that $t-u$ is usually less than $u$. Thus the order of the matrices that must be inverted has been reduced. Furthermore, many times the $P$'s can be estimated without inverting matrices, under the hypothesis of no interaction, by applying section 4.3. It should be stressed that these $\hat{P}$'s have been obtained under the hypothesis of no interaction among effects included in the model. Although never explicitly stated, this is really what we are doing in the conventional fitting methods. Hence, the estimates of the $P_i$ used in computing $X^2$ can be used to obtain the provisional logits and weights needed to fit the model and no further iteration will be required. This technique is illustrated and convenient computing formulas are given in example 4.3.

In addition to providing greater flexibility in testing hypotheses for the logistic model and giving computing formulas which can effect some saving in computation, several bits of apparently unconnected statistical theory have been shown to be related closely; namely, Bartlett's test of interaction and Norton's extension of it, Mitra's
approach to testing hypotheses and the work of many people on the logistic model.

Example 4.1 Illustration of testing hypotheses in a complex experiment without inverting matrices

An example of a type of data that the preceding techniques might be applied to is given in Table 1.0. We will apply the techniques developed in this chapter to test some of the hypotheses that would be tested by an analysis of variance.

The model assumed is

$$\log \frac{P_{ijk}}{Q_{ijk}} = \sum_{i,j,k} a_i^j + \tau_j + \theta_k + (\alpha \tau)_{ijk} + (\alpha \theta)_{ijk} + (\tau \theta)_{ijk}$$

where

$$\alpha_i = \text{effect of } i\text{-th age,}$$

$$\sum_{i=1}^{4} \alpha_i = 0$$

$$\tau_j = \text{effect of } j\text{-th type of tobacco use,}$$

$$\sum_{j=1}^{3} \tau_j = 0$$

$$\theta_k = \text{effect of sex,}$$

$$\sum_{k=1}^{2} \theta_j = 0$$

For this type of data we have no knowledge of what parameters are necessary to include in the model to fit the data. Hence the complete model is assumed and, section 2.1 is applied to get estimates of the $P_{ijk}$ subject to certain restraints, the restraints being chosen so that the desired hypothesis is tested.

As in the analysis of normally distributed data, the tests of main effects are not very helpful in interpreting the data when interactions are significant. For this reason it is desirable to start with the
tests of high order interactions and be guided by the results of these
 tests in setting up the most meaningful hypotheses to test about main
effects. In the analysis that follows the highest order interaction
is significant. When this is the case it is difficult to construct
meaningful tests of lower order interactions and main effects.

It might be argued that the highest order interaction is really
error, as it is often considered to be in normal analysis of an unrep-
licated factorial experiment. Then one proceeds using F tests. How-
ever, the $X^2$'s are not independent. It may be that whenever the
sample size is large enough for the test statistic to follow chi square
when the null hypothesis is true, independence has been attained. At
present this is not known.

For the sake of example, we will proceed to set up the linear func-
tions to test the hypotheses and show how to compute some of the test
statistics even though they will not be particularly helpful in inter-
preting these particular data. We will use the notation,

$$
\Sigma_{i_1j_1k_1} = \ell_{ij_1k_1}, \quad \Sigma_{i_2j_2k_2} = \ell_{i_2j_2k_2}, \quad \Sigma_{i_3j_3k_3} = \ell_{i_3j_3k_3}, \quad \text{etc.}
$$

ML estimates of the $P_{ijk}$ are obtained subject to the restraints shown
in Table 4.0.

For all the tests having more than 1 d.f. the roots were computed
by the methods in section 4.3. The roots for the 1 d.f. tests were
computed by (4.1.1) or its alternative form. The roots and $X^2$'s are
shown in the table on page 39.
### Table 4.0. Linear Restraints for Testing Hypotheses for Data in Table 1.0.

<table>
<thead>
<tr>
<th>Hypotheses</th>
<th>Linear Restraints</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Main Effects</strong></td>
<td></td>
</tr>
<tr>
<td>Homogeneity of Age Effects</td>
<td>$k_{1..} = k_{2..} = k_{3..} = k_{4..}$ or</td>
</tr>
<tr>
<td></td>
<td>$k_{1..} - k_{4..} = 0$</td>
</tr>
<tr>
<td></td>
<td>$k_{2..} - k_{4..} = 0$</td>
</tr>
<tr>
<td></td>
<td>$k_{3..} - k_{4..} = 0$</td>
</tr>
<tr>
<td>Homogeneity of Sex Effects</td>
<td>$k_{..1} - k_{..2} = 0$</td>
</tr>
<tr>
<td><strong>First Order Interactions</strong></td>
<td></td>
</tr>
<tr>
<td>Age x Sex</td>
<td>$k_{1..} - k_{1..} = k_{2..} - k_{2..} = k_{3..} - k_{3..}$ or $k_{4..} - k_{4..}$</td>
</tr>
<tr>
<td></td>
<td>$k_{1..} - k_{4..} = 0$</td>
</tr>
<tr>
<td></td>
<td>$k_{2..} - k_{4..} = 0$</td>
</tr>
<tr>
<td></td>
<td>$k_{3..} - k_{4..} = 0$</td>
</tr>
<tr>
<td>Age x (A)</td>
<td>$2k_{1..} - k_{1..} - k_{3..} = 0$</td>
</tr>
<tr>
<td>Age x (B)</td>
<td>$k_{1..} - k_{1..} = k_{2..} - k_{2..} = k_{3..} - k_{3..}$</td>
</tr>
<tr>
<td>Sex x (A)</td>
<td>$2k_{1..} - k_{1..} - k_{3..} = 0$</td>
</tr>
<tr>
<td>Sex x (B)</td>
<td>$k_{2..} - k_{3..} = 0$</td>
</tr>
<tr>
<td><strong>Second Order Interactions</strong></td>
<td></td>
</tr>
<tr>
<td>Age x Sex x (A)</td>
<td>$2k_{11..} - 2k_{11..} - k_{21..} - k_{21..} + k_{13..} + k_{13..}$</td>
</tr>
<tr>
<td>Sex x (A)</td>
<td>$k_{12..} - k_{12..} - k_{22..} - k_{22..} = 0$</td>
</tr>
<tr>
<td>Age x Sex x (B)</td>
<td>$k_{11..} - k_{11..} = k_{21..} - k_{21..} + k_{13..} + k_{13..}$</td>
</tr>
<tr>
<td>Sex x (B)</td>
<td>$k_{21..} - k_{31..} = 0$</td>
</tr>
</tbody>
</table>

**Unburnt Tobacco Users vs. Smokers and Non-Users (A)**

**Smokers vs. Non-Users (B)**
<table>
<thead>
<tr>
<th>Test</th>
<th>$\lambda^*$</th>
<th>$x^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Homogeneity of Age Effects</td>
<td>$\lambda_1 = -2.522$, $\lambda_2 = -.283$, $\lambda_3 = 1.294$, $\lambda_4 = 1.511$</td>
<td>27.70</td>
</tr>
<tr>
<td>Homogeneity of Sex Effects</td>
<td>$\lambda = .306$</td>
<td>.80</td>
</tr>
<tr>
<td>(A)</td>
<td>$\lambda = .994$</td>
<td>109.45</td>
</tr>
<tr>
<td>(B)</td>
<td>$\lambda = .844$</td>
<td>7.09</td>
</tr>
<tr>
<td>Age x Sex</td>
<td>$\lambda_1 = -.261$, $\lambda_2 = 1.451$, $\lambda_3 = .158$, $\lambda_4 = -1.348$</td>
<td>5.67</td>
</tr>
<tr>
<td>Age x (A)</td>
<td>$\lambda_1 = 1.070$, $\lambda_2 = -.025$, $\lambda_3 = .771$, $\lambda_4 = -1.816$</td>
<td>17.32</td>
</tr>
<tr>
<td>Age x (B)</td>
<td>$\lambda_1 = -.421$, $\lambda_2 = -1.743$, $\lambda_3 = 1.579$, $\lambda_4 = .585$</td>
<td>5.43</td>
</tr>
<tr>
<td>Sex x (A)</td>
<td>$\lambda = -.015$</td>
<td>1.06</td>
</tr>
<tr>
<td>Sex x (B)</td>
<td>$\lambda = -.533$</td>
<td>2.38</td>
</tr>
<tr>
<td>Age x Sex x (A)</td>
<td>$\lambda_1 = -.412$, $\lambda_2 = -.301$, $\lambda_3 = -.867$, $\lambda_4 = 1.580$</td>
<td>8.45</td>
</tr>
<tr>
<td>Age x Sex x (B)</td>
<td>$\lambda_1 = .493$, $\lambda_2 = 1.075$, $\lambda_3 = -.235$, $\lambda_4 = -1.333$</td>
<td>4.53</td>
</tr>
</tbody>
</table>

To illustrate the computations we will show one iteration of the Age x Sex x (B) interaction. The equations may be rewritten in any of several different forms. We will use the form,

$$
\begin{align*}
\left( \frac{4-\lambda_1}{89+\lambda_1} \right) \left( \frac{1-\lambda_1}{40+\lambda_1} \right) \left( \frac{33-\lambda_1}{1+\lambda_1} \right) \left( \frac{54-\lambda_1}{1+\lambda_1} \right) &= \left( \frac{17-\lambda_2}{78+\lambda_2} \right) \left( \frac{7-\lambda_2}{108+\lambda_2} \right) \left( \frac{25-\lambda_2}{5+\lambda_2} \right) \left( \frac{55-\lambda_2}{5+\lambda_2} \right) \\
\left( \frac{23-\lambda_3}{66+\lambda_3} \right) \left( \frac{3-\lambda_3}{90+\lambda_3} \right) \left( \frac{23-\lambda_3}{4+\lambda_3} \right) \left( \frac{32-\lambda_3}{8+\lambda_3} \right) &= \left( \frac{9-\lambda_4}{40+\lambda_4} \right) \left( \frac{5-\lambda_4}{31+\lambda_4} \right) \left( \frac{21-\lambda_4}{6+\lambda_4} \right) \left( \frac{1-\lambda_4}{3+\lambda_4} \right)
\end{align*}
$$

Choose $\lambda_{10} = \lambda_{20} = \lambda_{30} = \lambda_{40} = 0$ to start. Then,
\[ R_1 = 2.002247 \quad S_1 = 3.335058 \quad \frac{1}{R_1 S_1} = 1.49754 \]
\[ R_2 = 0.776947 \quad S_2 = 0.681942 \quad \frac{1}{R_2 S_2} = 1.887387 \]
\[ R_3 = 0.313636 \quad S_3 = 0.846361 \quad \frac{1}{R_3 S_3} = 3.767198 \]
\[ R_4 = 0.042339 \quad S_4 = 1.915988 \quad \frac{1}{R_4 S_4} = 12.326220 \]
\[ h = 18.130559 \quad \frac{1}{S_h} = 0.191373 \]

\[ \lambda_1 = (2.002247 - 0.191373) \cdot 1.49754 = 0.27 \quad \text{and by similar calculation} \quad \lambda_2 = 1.10, \quad \lambda_3 = 0.46, \quad \lambda_4 = -1.83 \ . \]

These values of the \( \lambda \)'s are substituted into the equations and they are solved for a second approximation. For this set of equations the solutions are accurate for most purposes after four iterations. If, by sufficient insight, we had chosen \( \lambda_{10} = 0.5, \quad \lambda_{20} = 1.0, \quad \lambda_{30} = -0.25, \) and \( \lambda_{40} = -1.25 \) , convergence to the roots would have come in fewer iterations. It might further be noted that these computations are easily programed for high speed computers.

**Example 4.2** Illustration of the use of a linear restraint in fitting a simple model

This example is given because it illustrates fitting models by setting up restraints that are considered to belong to error and estimating the \( P \)'s subject to these restraints being zero.

Hodges (1958) gives a new method of fitting the logistic model in a simple linear regression case by ML. To illustrate the procedure, he gives the following example:
\[
\begin{array}{ccc}
  x_i & n_i & a_i \\
  0 & 10 & 3 \\
  1 & 10 & 8 \\
  2 & 10 & 6 \\
\end{array}
\]

His estimates of the \( \hat{P}'s \) from the logistic model are

\[
\hat{P}_1 = .4145, \quad \hat{P}_2 = .5710, \quad \text{and} \quad \hat{P}_3 = .7145.
\]

To obtain estimates of the \( \hat{P}'s \) assuming that they fall on the line

\[
f_1 = \alpha + \beta x_i
\]

we obtain estimates subject to the restraint

\[
f_1 - 2f_2 + f_3 = 0.
\]

The equation

\[
\left( \frac{3 - \lambda}{7 + \lambda} \right) \left( \frac{6 - \lambda}{4 + \lambda} \right) = \left( \frac{8 + 2\lambda}{2 - 2\lambda} \right)^2
\]

must be solved for \( \lambda^* \). In this case \( \lambda^* = -1.145 \) which gives estimates of \( \hat{P}_1 = .414, \hat{P}_2 = .571, \hat{P}_3 = .714 \) (agreeing with Hodge's estimates to three places) and the \( \chi^2 \) for the test of lack of fit of the line is 3.33. It is believed that with some practice this could become a very fast method of fitting 3 point assays when the \( x \)'s are equally spaced. It would not be advantageous for assays with more than three points because each cycle of iteration would require solving two or more equations depending on the number of points.

Example 4.3 Illustration of the use of the \( P \)'s obtained under the hypotheses of no interaction in fitting models

Cochran (1954) gives the following data which he obtained from Dr. Martha Rogers.
Table 4.1. Data on Number of Mothers with Previous Infant Losses

<table>
<thead>
<tr>
<th>Birth Order</th>
<th>No. of Mothers with</th>
<th>None</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Problems</td>
<td>Losses</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>82</td>
<td>102</td>
</tr>
<tr>
<td></td>
<td>Controls</td>
<td>10</td>
<td>54</td>
</tr>
<tr>
<td>3-4</td>
<td>Problems</td>
<td>26</td>
<td>41</td>
</tr>
<tr>
<td></td>
<td>Controls</td>
<td>16</td>
<td>30</td>
</tr>
<tr>
<td>5+</td>
<td>Problems</td>
<td>27</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>Controls</td>
<td>14</td>
<td>23</td>
</tr>
</tbody>
</table>

It is desired to compare the mothers of children in Baltimore schools who have been referred by their teachers as presenting behavioral problems to mothers of a comparable group of control children. For each mother, it is recorded whether she had suffered any infant losses previous to the child in the study.

Suppose it is desired to fit the model

$$ l_{ij} = \mu + \alpha_i + \beta_j $$

where $\alpha_i$ is the effect of problem or control depending on whether $i = 1$ or 2, and $\beta_j$ is the effect of the $j$-th birth order, $j = 1, 2, 3$.

Fitting the model will use 4 degrees of freedom, leaving 2 for error. These two may be thought of as (Problem vs. Control) x (Birth order) interaction. If there is no interaction

$$ l_{11} - l_{12} = l_{21} - l_{22} = l_{31} - l_{32} $$

To estimate the $\beta$'s subject to these restrictions we must solve
\[
\begin{align*}
\frac{20-\lambda_1}{52+\lambda_1} & \frac{54-\lambda_1}{10+\lambda_1} = \frac{26-\lambda_2}{41+\lambda_2} & \frac{30-\lambda_2}{16+\lambda_2} = \frac{27-\lambda_3}{22+\lambda_3} & \frac{23-\lambda_3}{14+\lambda_3}
\end{align*}
\]

for \( \lambda_1, \lambda_2 \) and \( \lambda_3 \) where \( \lambda_1 + \lambda_2 + \lambda_3 = 0 \). The solution is \( \lambda_1 = -.5057 \), \( \lambda_2 = -1.2126 \) and \( \lambda_3 = 1.7183 \) and the estimates of \( \hat{P}_{ij} \) under the restriction of no interaction are \( \hat{P}_{11} = .2010 \), \( \hat{P}_{12} = .1483 \), \( \hat{P}_{21} = .4062 \), \( \hat{P}_{22} = .3215 \), \( \hat{P}_{31} = .5160 \) and \( \hat{P}_{32} = .4243 \). \( \chi^2 \) with 2 d.f. is .85. The logits corresponding to these \( \hat{P} \)'s are \(-1.38, -1.75, -3.8, -7.5, 0.6\) and \(-3.1\).

Earlier in this chapter it was suggested that estimates of the \( \hat{P} \)'s subject to restraints which ordinarily are called error could be used to get ML estimates of the parameters in a model without iteration. Let us derive a form convenient for this purpose.

(3.1.2) may be written

\[
X' \delta_\theta = 0
\]

txr rxl

where \( \delta_\theta \) is a rxl vector of elements

\[
n_i \sum P_i - P_i(\theta) \right)
\]

Expanding this equation about a trial point \( \theta \), we obtain

\[
X' \delta_\theta = X' D_{\theta} X \delta_\theta = 0
\]

txr rxl txr rxl rtx rxl txl

where \( \delta_\theta \) has elements \( \sum n_i (P_i - P_i(\theta)) \right) \), \( D_{\theta} \) is a matrix with \( n_i P_i(\theta) Q_i(\theta) \) on the diagonal and zeros elsewhere; \( \delta_\theta \) is the txl vector \( (\theta - \theta) \), and \( P_i(\theta) \) is \( P_i(\theta) \) evaluated at \( \theta \). Add

\( (X'D_{\theta} X) \delta_\theta \)

to the left and \( X'D_{\theta} f^* \), where \( f^* \) is the vector of provisional logits, to the right hand side of the above equation. Thus
we obtain

\[(X'\hat{D}_1X)\hat{\theta} = X'\hat{\delta}', + X'\hat{D}_1\hat{\eta}^*\]

Now let

\[L_* = \eta^* + \hat{D}_1 \hat{\delta}'p\]

or

\[\eta^* = L_* - \hat{D}_1 \hat{\delta}'p\]

then

\[(X'\hat{D}_1X)\hat{\theta} = X'\hat{\delta}' + X'\hat{D}_1(L_* - \hat{D}_1 \hat{\delta}'p)\]

\[= X'\hat{D}_1L_*\]

and

\[\hat{\theta} = (X'\hat{D}_1X)^{-1}X'\hat{D}_1L_*\]

Let us use the \(\hat{\theta}\)'s obtained under the no interaction hypothesis for the elements of \(\hat{D}_1\) and \(\hat{\delta}'\), repacke the model into a multiple regression form so that \(X\) is of rank 4, and solve for the new parameters. Let \(\alpha = \alpha_1 - \alpha_2\) and \(\tau_1 = \beta_1 - \beta_2\) and \(\tau_2 = \beta_1 - \beta_3\).

Then

\[
X = \begin{bmatrix}
1 & -1 & 1 & 1 \\
1 & 1 & 1 & 1 \\
1 & -1 & -1 & 0 \\
1 & 1 & -1 & 0 \\
1 & -1 & 0 & -1 \\
1 & 1 & 0 & -1 \\
\end{bmatrix}
\]

and the equations

\[
\begin{bmatrix}
71.93772 & -17.62000 & -1.72980 & 3.18720 \\
-17.62000 & 71.93772 & -2.17140 & -5.10068 \\
-1.72980 & -2.17140 & 50.65988 & 24.46504 \\
3.18720 & -5.10068 & 24.46504 & 45.74288 \\
\end{bmatrix}
\begin{bmatrix}
\mu \\
\alpha \\
\tau_1 \\
\tau_2 \\
\end{bmatrix}
= \begin{bmatrix}
-52.4868 \\
3.5318 \\
-23.0773 \\
-34.6770 \\
\end{bmatrix}
\]
have the solution

\[ \hat{\mu} = -0.752 \, , \quad \hat{\alpha} = -0.185 \, , \quad \hat{\tau}_1 = -0.187 \, , \quad \hat{\tau}_2 = -0.627 \, . \]

The predicted logits are

\[ l_{11} = -1.38 \, , \quad l_{12} = -1.75 \, , \quad l_{21} = -0.38 \, , \quad l_{22} = -0.75 \]

\[ l_{31} = 0.06 \quad \text{and} \quad l_{32} = -0.31 \, , \]

which are exactly those used to obtain \( \hat{p}_1 \) and \( \hat{p}_2 \) for this solution. Any further cycles of iteration would give the same estimates unless a more accurate table of logits was used. If it is desired to fit models to data, this technique may be used to shorten appreciably the computations in many cases.
CHAPTER V

NON-CENTRALITY PARAMETERS FOR OBTAINING THE ASYMPTOTIC POWER
OF TESTS OF HYPOTHESES FOR THE LOGISTIC MODEL

5.0 The Utility of Non-Centrality Parameters

In Chapter II the non-centrality parameters derived by Diamond (1958) were given as general forms with \( P_{1j}(\theta) \) being unspecified except for certain analytic conditions. Since the asymptotic power is a function of the non-centrality parameters and the d.f. only, the non-centrality parameter provides the reference point needed for empirical investigations of the small sample power of tests. Without such a reference point, the way in which various parameters, viz. sample size, cell probabilities, hypotheses and alternatives, affect the power of a test is difficult if not impossible to determine and empirical studies become sterile exercises in computation. Also the non-centrality parameters may have other important uses such as, for example, designing experiments which maximize the power of the tests. This particular aspect may be of interest in bioassay.

In this chapter we will obtain the non-centrality parameters for tests on the logistic model from Diamond's general forms. Studies of the small sample power of the tests will be deferred until the next chapter.

5.1 Non-Centrality Parameters for Tests of the Fit of the Model

To test the hypothesis

\[ H_0: P_1 = P_1(\theta) \]
subject to

\( f_m(\theta) = 0 \), \quad m = 1, \ldots, u < t \),

against the alternative

\[ H_n: \quad P_{in} = P_i(\theta) + \frac{d_i}{\sqrt{n}} \]

subject to

\[ f_m(\theta) = 0 \quad \text{and} \quad d_i + d_i' = 0 \]

where

\[ \frac{d_i'}{\sqrt{n}} = Q_{in} - Q_i(\theta) \]

and

\[ P_{in} \neq P_i(\theta) \quad \text{for any} \ \theta \ \text{in} \ \Theta \]

we note that

\[ \Delta^* = d'\sqrt{I - B_*(B_*B_*)B'_*}/d \]

where \( d \) and \( B_* \) are defined by (2.1.3) and (2.1.4). Recall that

\[ B_* = B_2 - B_1 F_{1}^{-1} F_2 \]

where \( B_1, B_2, F_1 \) and \( F_2 \) are the general forms defined by (2.1.6),

(2.1.7) and (2.1.8). Let

\[ f_m(\theta) = 0 \], \quad m = 1, \ldots, u \]

be the linear functions of the \( \theta_k \),

\[ f_{11}\theta_1 + f_{12}\theta_2 + \cdots + f_{1t}\theta_t = 0 \]

\[ \vdots \]

\[ f_{ul}\theta_1 + f_{u2}\theta_2 + \cdots + f_{ut}\theta_t = 0 \]

where the matrix of coefficients, \( F \), is of rank \( u \). We may write
more compactly as
\[ \theta |_{x,t} = 0 \]

\[ u \] of the \( \theta_k \) may be arbitrarily chosen as the dependent \( \theta \)'s as long as the matrix of coefficients is of rank \( u \). This corresponds to the partitions

\[ F = \left[ \begin{array}{cc} F_1 & F_2 \\ \end{array} \right] \]

and

\[ \theta |_{t,u} = \left[ \begin{array}{c} \theta_1 \\ \vdots \\ \theta_2 \end{array} \right] \]

Therefore,

\[ F\theta = \left[ \begin{array}{c} \theta_1 \\ \vdots \\ \theta_2 \end{array} \right] = F_1 \theta_1 + F_2 \theta_2 \]

\[ \frac{\partial F\theta}{\partial \theta_1} = F_1 \quad \text{and} \quad \frac{\partial F\theta}{\partial \theta_2} = F_2 \]

On substituting the logit model for \( F_1(\theta) \) and taking partial derivatives, we obtain the matrices

\[ B_1 = \left[ \begin{array}{cccc} \sqrt{\frac{n}{r}} F_{110} X_{11} & \cdots & \sqrt{\frac{n}{r}} F_{110} X_{1u} \\ \sqrt{\frac{n}{r}} Q_{110} X_{11} & \cdots & \sqrt{\frac{n}{r}} Q_{110} X_{1u} \\ \cdots & \cdots & \cdots \\ \sqrt{\frac{n}{r}} F_{rr0} X_{rl} & \cdots & \sqrt{\frac{n}{r}} F_{rr0} X_{ru} \\ \sqrt{\frac{n}{r}} Q_{rr0} X_{rl} & \cdots & \sqrt{\frac{n}{r}} Q_{rr0} X_{ru} \end{array} \right] \]
\[
\begin{bmatrix}
\sqrt{\frac{1}{n}} P_{1}^{O} Q_{1}^{O} x_{1 \nu+1} & \cdots & \sqrt{\frac{1}{n}} P_{1}^{O} Q_{1}^{O} x_{1 t} \\
\sqrt{\frac{1}{n}} P_{2}^{O} Q_{2}^{O} x_{2 \nu+1} & \cdots & \sqrt{\frac{1}{n}} P_{2}^{O} Q_{2}^{O} x_{2 t} \\
\vdots & & \vdots \\
\sqrt{\frac{1}{n}} P_{r}^{O} Q_{r}^{O} x_{r \nu+1} & \cdots & \sqrt{\frac{1}{n}} P_{r}^{O} Q_{r}^{O} x_{r t}
\end{bmatrix}
\]

When multiplied together

\[
B_{i}^{T} B_{j} = X_{i}^{T} D_{w} X_{j} ,
\]

\[
d_{i}^{T} d_{i} = d_{i}^{*} D_{w}^{-1} d_{i}^{*}
\]

for

\[
i \text{ and } j = 1, 2, *,
\]

or no subscript, and

\[
d_{i}^{*} = \begin{bmatrix}
\frac{n_{i}}{n} d_{1} , & \cdots , & \frac{n_{r}}{n} d_{r}
\end{bmatrix},
\]

\[
D_{w} \text{ is an } r \times r \text{ diagonal matrix with elements } \frac{n_{i}}{n} P_{i}^{O} Q_{i}^{O} \text{ on the diagonal},
\]

(5.1.6) \[
X_{*} = X_{2} - X_{1} F_{1}^{-1} F_{2}
\]

where

(5.1.7) \[
X_{1} = \begin{bmatrix}
\sigma_{X_{1j}} & \\
r \times u
\end{bmatrix} \quad i = 1, ..., r ,
\]

and

\[
X_{2} = \begin{bmatrix}
\sigma_{X_{1j}} & \\
r \times t - u
\end{bmatrix} \quad j = u+1, ..., t .
\]
Then
\[ \Delta^* = \bar{d}^* \left( D_w^{-1} - X_w(X_w' D_w^{-1} X_w)^{-1} X_w' \right) \bar{d}^* \]

For the special case \( u = 0 \), we obtain
\[
B = \begin{bmatrix}
\frac{n_1}{n} & \cdots & \frac{n_1}{n} \\
\frac{n_1}{n} & \cdots & \frac{n_1}{n} \\
\vdots & \ddots & \vdots \\
\frac{n_r}{n} & \cdots & \frac{n_r}{n}
\end{bmatrix}
\]

and
\[ \Delta^* = \bar{d}^* \left( D_w^{-1} - X(X' D_w^{-1} X)^{-1} X' \right) \bar{d}^* \]

where
\[ X = \left[ X_1 : X_2 \right] \]

5.2 Non-Centrality Parameters for Power of Tests of Parameters in the Model

To test the hypothesis
\[ H_0: \quad F_{uxt} \theta = 0 \]
against the alternative
\[ H_1: \quad F_{uxt} \theta = \frac{1}{\sqrt{n}} \frac{c}{uxt} \]

where not all \( c = 0 \), the general non-centrality parameter is
\[ \Delta_1 = c'F_1^{-1}B_1' \sqrt{\frac{I - B_2(B_2' B_2)^{-1}B_2'}{B_1 F_1^{-1} c}} \]
as given by (2.2.1). On substituting for \( F_1^{-1}, B_1, B_2 \) and their products we find

\[ \Delta_1 = c'F_1^{-1} \sqrt{\frac{D_w'}{D_w X_2'}(X_2' D_w X_2)^{-1}X_2' D_w X_1' F_1^{-1} c} \]

A hypothesis that occurs frequently is

\[ H_0: \ \theta_k = h_k \]

against the alternative

\[ H_1: \ \theta_k = h_k + \frac{c_k}{\sqrt{n}}, \quad k = 1, \ldots, u \]

The non-centrality parameter is given by

\[ \Delta_1 = c' B_1 \sqrt{\frac{I - B_2(B_2' B_2)^{-1} B_2'}{B_1 c}} \]

where \( c = [c_1, \ldots, c_u] \), \( B_1 \) is as in (2.1.6) and \( B_2 \) is as in (2.1.7). This is a special case of (5.2.2) in which \( F_1 = I \) and \( F_2 = 0 \). The non-centrality parameter for the logistic model then becomes

\[ \Delta_1 = c' X_1' \sqrt{\frac{D_w}{D_w X_2'}(X_2' D_w X_2)^{-1}X_2' D_w X_1' c} \]

**Example 5.1**

To obtain the non-centrality parameters for the test in bioassay

\[ H_0: \ \beta = \beta_0 \]

against the alternative

\[ \beta = \beta_0 + \frac{c}{\sqrt{n}} \]

we set
\[ x_1' = (x_1, x_2, \ldots, x_r) \]

and

\[ x_2' = (1, 1, \ldots, 1) \]

in (5.2.3). Multiplying the matrices together and simplifying, we obtain

\[
\begin{align*}
\Delta_1 &= c^2 \left[ \sum_{i=1}^{r} \frac{w_i}{n_i} x_i^2 - \frac{\left( \sum_{i=1}^{r} w_i x_i \right)^2}{\sum_{i=1}^{r} w_i} \right] \\
&= c^2 S_{w} x^2
\end{align*}
\]

where

\[
w_i = \frac{n_i}{n} \rho_{i}^0 \rho_{i}^0.
\]

Let us now define \( w_i' \) as \( n_i^{0} p_{i}^{0} q_{i}^{0} \), then

\[
\Delta_1 = (\beta - \beta_0)^2 S_{w'} x^2
\]

Since the power is a monotone increasing function of \( \Delta_1 \), the above result shows that if an experiment is planned to minimize the variance of \( b \), the estimate of \( \beta \), the power is maximized.

**Example 5.2**

To obtain the non-centrality parameter for the test of parallelism of two lines, i.e.,

\[
H_0: \beta_1 = \beta_2
\]

against the alternative

\[
H_n: \beta_1 - \beta_2 = \frac{c}{\sqrt{n}}
\]

in (5.4.2) we let
\[ x_1 = \begin{bmatrix} x_{11} \\ x_{12} \\ \vdots \\ \vdots \\ 0 \end{bmatrix}, \quad \text{and} \quad x_2 = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 1 & 0 \\ \vdots & \vdots & \vdots \\ \vdots & \vdots & \vdots \\ x_{21} & 0 & 1 \\ x_{22} & 0 & 1 \\ \vdots & \vdots & \vdots \\ \vdots & \vdots & \vdots \\ x_{2k} & 0 & 1 \end{bmatrix}. \]

\[ F_1 = 1, \quad \text{and} \quad F_2 = \begin{bmatrix} 1 & 0 & 0 \end{bmatrix}. \]

Therefore

\[ x_* = \begin{bmatrix} x_{11} & 1 & 0 \\ \vdots & \vdots & \vdots \\ \vdots & \vdots & \vdots \\ x_{1k} & 1 & 0 \\ x_{21} & 0 & 1 \\ \vdots & \vdots & \vdots \\ \vdots & \vdots & \vdots \\ x_{2k} & 0 & 1 \end{bmatrix} \]

and multiplying the matrices together and simplifying we obtain

\[ \Delta_1 = c^2 \begin{bmatrix} Sw_1 x_1^2 & Sw_2 x_2^2 \\ Sw_1 x_1^2 & Sw_2 x_2^2 \\ Sw_1 x_1^2 + Sw_2 x_2^2 \end{bmatrix} \]

where

\[ Sw_1 x_1^2 = \sum_{j=1}^{k} w_{1j} x_{1j}^2 - \left( \frac{k}{\sum_{j=1}^{k} w_{1j}} \right)^2, \]

\[ Sw_2 x_2^2 = \sum_{j=1}^{k} w_{2j} x_{2j}^2 - \left( \frac{\sum_{j=1}^{k} w_{2j}}{\sum_{j=1}^{k} w_{2j}} \right)^2. \]
\[
S_{w_2 x_2} = \frac{\frac{\sum w_{2j} x_{2j}^2}{\sum w_{2j} x_{2j}^2}}{\left(\frac{\sum w_{2j} x_{2j}}{\sum w_{2j}}\right)^2}
\]

and

\[
\psi_{ij} = \frac{n_{ij} p_{ij} q_{ij}}{n_{ij} p_{ij} q_{ij}}
\]

Redefining \( \psi_{ij} \) as \( n_{ij} p_{ij} q_{ij} \), we have

\[
\Delta_1 = \frac{(\beta_1 - \beta_2)^2}{\frac{1}{S_{w_1 x_1}^2} + \frac{1}{S_{w_2 x_2}^2}}
\]

Hence we see that the power of the test is maximized when the sum of the variances of \( b_1 \) and \( b_2 \) is minimized.
CHAPTER VI
STUDIES ON THE SMALL SAMPLE PROPERTIES OF THE TESTS

6.0 Choice of Sampling Populations

In order to find the sample size at which the distribution of the test statistics is adequately approximated by the chi square distribution and to check on the agreement between the observed power and the power predicted from non-central chi square distribution using the non-centrality parameters given in Chapter V, some sampling experiments were conducted for a 2x2 factorial experiment.

The four cell probabilities were obtained by assuming that, in the logistic model,

\[ \log_\text{e} Q_{ij} = \mu + \alpha_1 + \beta_j + I_{ij} \]

where

\[ i (\text{and } j) = 1, 2 \]
\[ \alpha = \alpha_1 - \alpha_2 = -.3 \]
\[ \beta = \beta_1 - \beta_2 = .6 \]

and

\[ I_{ij} = 0 \]

in all the configurations sampled. The individual configurations were obtained by letting \( \mu = 0 \), \( \mu = -1 \) and \( \mu = -2 \) in the A, B, and C configurations respectively. Configuration C was computed, for example, by
\[
\log_e \frac{P_{11}}{q_{11}} = -2 + (-.3) + .6 = -1.7 \ ,
\]
\[
\log_e \frac{P_{12}}{q_{12}} = -2 - (-.3) + .6 = -1.1 \ ,
\]
\[
\log_e \frac{P_{21}}{q_{21}} = -2 + (-.3) - .6 = -2.9 \ ,
\]
\[
\log_e \frac{P_{22}}{q_{22}} = -2 - (-.3) - .6 = -2.3 \ .
\]

The P's corresponding to these logits were obtained from Berkson's tables (1957). Using this technique, the P configurations shown in Table 6.0 were obtained.

Table 6.0. P Configurations Used in Sampling

<table>
<thead>
<tr>
<th>Configurations</th>
<th>( P_{11} )</th>
<th>( P_{12} )</th>
<th>( P_{21} )</th>
<th>( P_{22} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>.57</td>
<td>.71</td>
<td>.29</td>
<td>.43</td>
</tr>
<tr>
<td>B</td>
<td>.33</td>
<td>.47</td>
<td>.13</td>
<td>.21</td>
</tr>
<tr>
<td>C</td>
<td>.15</td>
<td>.25</td>
<td>.052</td>
<td>.091</td>
</tr>
</tbody>
</table>

These cell probabilities were used in investigations of the exact sampling distributions for \( n = 1 \) and \( n = 2 \) in each cell and in an empirical investigation of significance level and power for larger sample sizes.

6.1 Studies on the Exact Distribution of \( X^2_1 \)

6.1.a Methods. The distribution of the test statistic was found in two cases by enumeration of all possible outcomes for \( n = 1 \) and \( n = 2 \) in each cell. There are 16 and 81 outcomes respectively. The
data were analyzed by assuming they had been generated by configurations A, B, and C. Only the null cases were investigated. That is, the hypotheses tested were $\alpha_0 = -3$, $\beta_0 = .6$, and $I_0 = 0$.

To test these hypotheses, ML estimates of the $P_{ij}$ were obtained subject to the following restraints:

\[
(6.1.1) \quad H_{\alpha_0}: \; l_{1l} - l_{12} + l_{21} - l_{22} = 4(\alpha_o),
\]

\[
H_{\beta_0}: \; l_{1l} + l_{12} - l_{21} - l_{22} = 4(\beta_o),
\]

\[
H_{I_0}: \; l_{1l} - l_{12} - l_{21} + l_{22} = 4(I_o).
\]

The root of a third degree polynomial which is required to complete the estimation was computed by methods given in section 4.1.

Since we are assuming existence of both main effects and interaction, there is no $x^2$ for lack of fit and the test statistic is

\[
x_1^2 = x_*^2 = \lambda^2_0 S.
\]

From these computations the exact central distribution of $x_1^2$ for each of the $P$ configurations in Table 6.0 can be found.

6.1.b Results. The distribution for $n = 1$ is shown in Table 6.1.
Table 6.1. Distribution of $\chi_1^2$ for $n = 1$ in Each Cell

<table>
<thead>
<tr>
<th>Test</th>
<th>$\chi_1^2$</th>
<th>$f(\chi_1^2)$</th>
<th>Mean</th>
<th>Variance</th>
<th>$f(\chi_1^2)$</th>
<th>Mean</th>
<th>Variance</th>
<th>$f(\chi_1^2)$</th>
<th>Mean</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>0.00</td>
<td>0.88086</td>
<td>.42</td>
<td>1.43</td>
<td>.92304</td>
<td>.27</td>
<td>.96</td>
<td>.97627</td>
<td>.08</td>
<td>.31</td>
</tr>
<tr>
<td></td>
<td>2.89</td>
<td>0.09157</td>
<td></td>
<td></td>
<td>.05914</td>
<td>.01823</td>
<td></td>
<td>.00550</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5.52</td>
<td>0.02756</td>
<td></td>
<td></td>
<td>.01718</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.00</td>
<td>0.81807</td>
<td>.47</td>
<td>1.39</td>
<td>.88248</td>
<td>.30</td>
<td>.95</td>
<td>.96375</td>
<td>.09</td>
<td>.31</td>
</tr>
<tr>
<td></td>
<td>2.15</td>
<td>0.16679</td>
<td></td>
<td></td>
<td>.10773</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>7.43</td>
<td>0.01513</td>
<td></td>
<td></td>
<td>.00978</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$I$</td>
<td>0.00</td>
<td>0.89953</td>
<td>.40</td>
<td>1.44</td>
<td>.93508</td>
<td>.26</td>
<td>.97</td>
<td>.97997</td>
<td>.08</td>
<td>.31</td>
</tr>
<tr>
<td></td>
<td>4.00</td>
<td>0.10046</td>
<td></td>
<td></td>
<td>.06491</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The frequency distributions for the case $n = 2$ are given in Table 6.2. The frequencies for A, B, and C models followed the same general trend, except that they became more skewed, with the frequency of $\chi_1^2 = 0$ increasing and the frequency of the larger values decreasing correspondingly, as the $P$'s were shifted more toward zero.

It will be observed in Tables 6.1 and 6.2 that the $I$ test does not have as many possible values of $\chi_1^2$ as the other tests. There is a symmetry present in this test that is not in the others. The hypothesis tested was $I = 0$ and not $I = I_0$, $I_0 \neq 0$, as in the other tests. This gives rise to more configurations having the same $\chi_1^2$, in fact twice as many, as the other tests. If we had tested $\alpha = 0$ and $\beta = 0$, they too would have had fewer possible values of $\chi_1^2$, but the results would not have been comparable with the random sampling studies.
Table 6.2. Distribution of $\chi^2_1$ for $n = 2$ in Each Cell

<table>
<thead>
<tr>
<th>Configuration</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\chi^2$</td>
<td>$f(\chi^2_1)$</td>
<td>Variance</td>
<td>$f(\chi^2_1)$</td>
</tr>
<tr>
<td>0.00</td>
<td>0.49502</td>
<td>.94 2.33</td>
<td>0.67966</td>
</tr>
<tr>
<td>0.18</td>
<td>0.04075</td>
<td>.01653</td>
<td>0.08165</td>
</tr>
<tr>
<td>0.40</td>
<td>0.13050</td>
<td>.09869</td>
<td>0.04573</td>
</tr>
<tr>
<td>1.61</td>
<td>0.14214</td>
<td>.06026</td>
<td>0.03662</td>
</tr>
<tr>
<td>1.64</td>
<td>0.07066</td>
<td>.04168</td>
<td>0.03082</td>
</tr>
<tr>
<td>3.70</td>
<td>0.06026</td>
<td>.0637</td>
<td></td>
</tr>
<tr>
<td>4.29</td>
<td>0.04168</td>
<td>1.00003</td>
<td></td>
</tr>
<tr>
<td>5.91</td>
<td>0.00958</td>
<td>1.00000</td>
<td></td>
</tr>
<tr>
<td>8.28</td>
<td>0.00958</td>
<td>1.00000</td>
<td></td>
</tr>
<tr>
<td>10.82</td>
<td>0.0075</td>
<td>1.00000</td>
<td></td>
</tr>
</tbody>
</table>

$\alpha$ Test

<table>
<thead>
<tr>
<th>$\beta$ Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
</tr>
<tr>
<td>0.15</td>
</tr>
<tr>
<td>0.73</td>
</tr>
<tr>
<td>1.61</td>
</tr>
<tr>
<td>2.49</td>
</tr>
<tr>
<td>2.93</td>
</tr>
<tr>
<td>4.40</td>
</tr>
<tr>
<td>6.27</td>
</tr>
<tr>
<td>13.44</td>
</tr>
<tr>
<td>14.52</td>
</tr>
</tbody>
</table>

$I$ Test

| 0.00  | .58165 | .92 2.23  | .72547 .60 1.59  | .91703 .19  .54  |
| 0.89  | .20116 | .12738   | .11318   |
| 2.67  | .16184 | .03190   |
| 5.34  | .05028 | .00207   |
| 8.00  | .00510 | .00018   |
| 1.00003 | 1.00000 |
| 1.00000 | 1.00000 |

| 1.00000 | 1.00000 | 1.00000 |
The exact distributions of $X^2_1$ for these cases show several things that would be difficult to prove conclusively with sampling experiments unless an enormous amount of sampling was done. The distribution is not the same for all the tests in a single configuration. For the case $n = 1$ the means of $X^2_1$ for the various tests are to be related to the size of the treatment effect and the variances are all almost equal. In the case $n = 2$ the effect of the size of the parameter being tested is even more pronounced with both the means and variances of $X^2_1$ varying directly as the size of the treatment effect. As would be expected, the moments of $X^2_1$ depart more from the moments of chi square as the assumed P's are shifted more toward zero. Also the distribution of $X^2_1$ when $n = 2$ is not unimodal.

From this investigation it is apparent that the distribution of $X^2_1$ is not closely approximated by chi square in experiments with small numbers in the cells. This may or may not be true for experiments with more cells. Considering the assumptions made in deriving the asymptotic distribution of $X^2_1$, these results are not surprising. However, one always hopes that the large sample theory may hold reasonably well for small samples or that some modification can be made which will improve the approximation. We have not been successful in discovering such a modification.

Since increasing $n$ in each cell rapidly increases the amount of enumeration and computation, no further work was done toward obtaining exact distributions. The remainder of the work was done by random sampling investigations.
6.2 Random Sampling Investigations

6.2.a Methods. The original configurations of P's were retained. Configurations A₁, A₂, and C₁ and C₂ will be referred to from time to time. The subscripts refer to different investigations on the A and C configurations. The difference between A₁ and A₂, and C₁ and C₂ is shown in Table 6.4.

In the sampling studies that follow, random binomial variates were generated by a program obtained from the Royal McBee Company for use with their computer, the LGP-30. The program generates variates by squaring a random number, a, multiplying a² by c where c is some large number, and, if there is any overflow, rounding off the most significant part of a²c and then adding the result to a². The result of these operations now becomes the number operated upon and the whole process is repeated once more. Several digits are extracted from the middle of this generated number. These are presumed to be a variate from a uniform distribution with limits 0 ≤ x ≤ R, where R is the maximum size of the extracted number. The uniform variate is transformed to a binomial variate by comparing the generated number, x, with a number r, where r is chosen so that \( \frac{r}{R} \) is the cell probability. If 0 ≤ x < r a failure is recorded or if r ≤ x ≤ R a success is recorded. By the use of this binomial variate generator, the predetermined size sample was taken for each of the 4 cells of a 2x2 factorial experiment.

The expected cell probabilities and those observed from sampling are given in Table 6.3.
Table 6.3. Observed and Expected Cell Probabilities

<table>
<thead>
<tr>
<th>Configuration</th>
<th>$P_{11}$</th>
<th>$P_{12}$</th>
<th>$P_{21}$</th>
<th>$P_{22}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>.57</td>
<td>.53</td>
<td>.71</td>
<td>.71</td>
</tr>
<tr>
<td>$A_2$</td>
<td>.57</td>
<td>.57</td>
<td>.71</td>
<td>.68</td>
</tr>
<tr>
<td>$B$</td>
<td>.33</td>
<td>.32</td>
<td>.47</td>
<td>.46</td>
</tr>
<tr>
<td>$C_1$</td>
<td>.15</td>
<td>.15</td>
<td>.25</td>
<td>.26</td>
</tr>
<tr>
<td>$C_2$</td>
<td>.15</td>
<td>.14</td>
<td>.25</td>
<td>.24</td>
</tr>
</tbody>
</table>

The hypotheses tested, sample sizes in each cell and the number of times each experiment was repeated are given in Table 6.4.

Table 6.4. Parameters Tested, Sample Sizes and Number of Times Each Experiment Was Repeated

<table>
<thead>
<tr>
<th>Configuration</th>
<th>$\mu$</th>
<th>$\alpha$ Test</th>
<th>$\beta$ Test</th>
<th>$I$ Test</th>
<th>Sample Size in Each Cell</th>
<th>No. Times Exp. Rep't'd.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\alpha_0$</td>
<td>$\alpha_1$</td>
<td>$\beta_0$</td>
<td>$\beta_1$</td>
<td>$I_0$</td>
<td>$I_1$</td>
</tr>
<tr>
<td>$A_1$</td>
<td>0</td>
<td>-.3</td>
<td>.1</td>
<td>.6</td>
<td>.5</td>
<td>0</td>
</tr>
<tr>
<td>$A_2$</td>
<td>0</td>
<td>-.3</td>
<td>0</td>
<td>.6</td>
<td>.5</td>
<td>0</td>
</tr>
<tr>
<td>$B$</td>
<td>-1</td>
<td>-.3</td>
<td>0</td>
<td>.6</td>
<td>.5</td>
<td>0</td>
</tr>
<tr>
<td>$C_1$</td>
<td>-2</td>
<td>-.3</td>
<td>0</td>
<td>.6</td>
<td>.5</td>
<td>0</td>
</tr>
<tr>
<td>$C_2$</td>
<td>-2</td>
<td>-.3</td>
<td>.5</td>
<td>.6</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

To check on the significance level of the test, the parameter values shown under $\alpha_0$, $\beta_0$ and $I_0$ in Table 6.4 which were used in
generating the samples were tested by obtaining ML estimates of the $P_{ij}$ subject to the restraints given by (6.1.1), computing $X_1^2$ and noting the percent of the time $X_1^2$ exceeded the tabular values of chi square. The power of the tests was estimated by obtaining estimates of $P_{ij}$ subject to

$$H_{\alpha_1} : l_{11} - l_{12} + l_{21} - l_{22} = \lambda \alpha_1 ,$$

$$H_{\beta_1} : l_{11} + l_{12} - l_{21} - l_{22} = \lambda \beta_1 ,$$

$$H_{I_1} : l_{11} - l_{12} - l_{21} + l_{22} = \lambda I_1 .$$

These estimates were used in computing $X_1^2$ and the power was estimated by noting the percent of the time $X_1^2$ exceeded the tabular value of chi square.

Configuration $A_1$ was performed as a pilot trial to observe the random variable generator and the computations required to perform the test. If these appeared to work properly an idea could be obtained about the sample sizes and alternative parameters to use in a more extensive sampling program. It appeared from the results of $A_1$ that the sample size of 10 was much too small and the alternative parameters $\alpha_1$, $\beta_1$, and $I_1$, were too close to the parameters used in generating the sample. The sample size was increased to 20 and the alternatives were changed as shown in $A_2$. However, a check of $A_2$ after the fiftieth experiment revealed that the observed power was higher than anticipated against the alternative $I_1$. $I_1$ was, therefore, decreased from .9 to .8 for the remaining 50 experiments. Because the $P'$s were shifted more toward zero, the sample size was increased to
30 for the B configuration.

Before decreasing the cell probabilities still further to obtain the C₁ configurations it was decided to try to relate the agreement with chi square to some parameter which is a function of both the sample size and the cell probabilities. The parameter chosen was

\[ Z = \sum_{ij} \frac{1}{n_{ij} \hat{P}_{ij} \hat{Q}_{ij}} \]

This was chosen partly from intuition and partly because functions of \( \frac{1}{n_{ij} \hat{P}_{ij} \hat{Q}_{ij}} \) occur in the moments of the goodness of fit test, see Irwin (1950). For A₁, Z = 1.79; for A₂, Z = .89, and for B, Z = .78. As a rule of thumb for determining sample size it was decided to try \( Z \leq 1 \). For the C₁ and C₂ cases, 45 observations per cell is the number for which \( Z = 1 \). Applying this rule to A₂ and B would have given sample sizes of 18 and 23 in each cell.

The change of parameters from C₁ to C₂ was to observe the effect of switching the alternatives on the power of the test and to get a point on the long middle section of the power curve that had not previously been examined.

The observed probability of a Type I error for .05 and .01 tests, and the power of these tests against the alternatives shown were obtained by observing the percent of the time \( \chi^2 \) exceeded 3.84 and 6.64, the .05 and .01 tabular values of chi square respectively.

The non-centrality parameters were computed by letting

\[ \chi'_1 = (1, 1, -1, -1) \]

and
Table 6.5. Probability of a Type I Error and Power Observed for an .05 Test

<table>
<thead>
<tr>
<th></th>
<th>α Test</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Obs. Type I Error</td>
<td>Δ</td>
<td>Expected Power</td>
<td>Obs. Power</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A₁</td>
<td>4%</td>
<td>.37</td>
<td>9.5%</td>
<td>10%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A₂</td>
<td>1%</td>
<td>1.61</td>
<td>25.0%</td>
<td>15%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>9%</td>
<td>1.85</td>
<td>29.0%</td>
<td>31%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C₁</td>
<td>6%</td>
<td>1.43</td>
<td>23.0%</td>
<td>32%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C₂</td>
<td>4%</td>
<td>10.17</td>
<td>90.0%</td>
<td>89%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>β Test</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Obs. Type I Error</td>
<td>Δ</td>
<td>Expected Power</td>
<td>Obs. Power</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>.09</td>
<td>5.5%</td>
<td>2%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A₁</td>
<td>0</td>
<td>.80</td>
<td>15%</td>
<td>24%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A₂</td>
<td>2%</td>
<td>14.46</td>
<td>98%</td>
<td>91%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>4%</td>
<td>.21</td>
<td>7.5%</td>
<td>7%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C₁</td>
<td>5%</td>
<td>.16</td>
<td>7.0%</td>
<td>9%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C₂</td>
<td>8%</td>
<td>5.72</td>
<td>67.0%</td>
<td>69%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>I Test</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Obs. Type I Error</td>
<td>Δ</td>
<td>Expected Power</td>
<td>Obs. Power</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>.80</td>
<td>15%</td>
<td>24%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A₁</td>
<td>2%</td>
<td>14.46</td>
<td>98%</td>
<td>91%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A₂</td>
<td>4%</td>
<td>.21</td>
<td>7.5%</td>
<td>7%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>5%</td>
<td>.16</td>
<td>7.0%</td>
<td>9%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C₁</td>
<td>8%</td>
<td>5.72</td>
<td>67.0%</td>
<td>69%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C₂</td>
<td>2%</td>
<td>10.17</td>
<td>90.0%</td>
<td>89%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.6. Probability of a Type I Error and Power Observed for an .01 Test

<table>
<thead>
<tr>
<th></th>
<th>α Test</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Obs. Type I Error</td>
<td>Expected Power</td>
<td>Obs. Power</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A₁</td>
<td>0</td>
<td>2.5%</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A₂</td>
<td>0</td>
<td>9.5%</td>
<td>2%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>0</td>
<td>11.0%</td>
<td>16%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C₁</td>
<td>0</td>
<td>8.5%</td>
<td>15%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C₂</td>
<td>2%</td>
<td>73.0%</td>
<td>79%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>β Test</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Obs. Type I Error</td>
<td>Expected Power</td>
<td>Obs. Power</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1.2%</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A₁</td>
<td>0</td>
<td>4.7%</td>
<td>6%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A₂</td>
<td>0</td>
<td>89.0%</td>
<td>86%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>0</td>
<td>1.5%</td>
<td>2%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C₁</td>
<td>0</td>
<td>1.7%</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C₂</td>
<td>0</td>
<td>4.30%</td>
<td>55%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>I Test</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Obs. Type I Error</td>
<td>Expected Power</td>
<td>Obs. Power</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>4.7%</td>
<td>6%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A₁</td>
<td>0</td>
<td>89.0%</td>
<td>86%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A₂</td>
<td>0</td>
<td>1.5%</td>
<td>2%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>0</td>
<td>1.7%</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C₁</td>
<td>0</td>
<td>4.30%</td>
<td>55%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C₂</td>
<td>0</td>
<td>8.5%</td>
<td>4%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
for the test of β, for example, and applying (5.2.3). The expected power was obtained by referring the non-centrality parameters, Δ₁, to Fix's tables (1949).

6.2.b Results. The non-centrality parameters, observed probability of a Type I error and the power for an .05 test and an .01 chi square test are shown in Tables 6.5 and 6.6. (See page 65). The sample means and variances of $X_1^2$ are given in Table 6.7. The discussion of the results will be confined to the .05 test since the .01 test results seem to be similar to those for the .05 test.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Mean</th>
<th>Variance</th>
<th>Mean</th>
<th>Variance</th>
<th>Mean</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>.79</td>
<td>1.02</td>
<td>.66</td>
<td>.78</td>
<td>.93</td>
<td>.98</td>
</tr>
<tr>
<td>$A_2$</td>
<td>.57</td>
<td>.61</td>
<td>1.30</td>
<td>3.27</td>
<td>.95</td>
<td>1.27</td>
</tr>
<tr>
<td>$B$</td>
<td>1.18</td>
<td>2.10</td>
<td>.89</td>
<td>2.10</td>
<td>.85</td>
<td>1.18</td>
</tr>
<tr>
<td>$C_1$</td>
<td>1.40</td>
<td>1.84</td>
<td>1.26</td>
<td>1.56</td>
<td>1.15</td>
<td>1.39</td>
</tr>
<tr>
<td>$C_2$</td>
<td>1.29</td>
<td>1.99</td>
<td>.98</td>
<td>1.73</td>
<td>1.16</td>
<td>1.36</td>
</tr>
</tbody>
</table>

Even though the experiment was repeated only 50 times, it is clear from the results of $A_1$ that a sample size of 10 in each cell is not adequate for the large sample theory to hold for this configuration of P's. Instead of getting an .05 test, the test is probably about an .01 test.
This is understandable when we look at the first two moments. The mean is not so far from the expected value of 1 as to be outside the range of sampling variation, but the second moment is about the same size as the first, rather than twice as large, which would explain the very conservative test obtained. That is, the mass of the distribution of $X^2_1$ for this sample size and $P$ configuration is more closely concentrated about the mean than chi square. The observed power would seem to be at least as high as the expected power obtained from the computed non-centrality parameters.

There is considerable variation in the performances of the tests of the $A_2$ configuration when they are looked at individually. Instead of the expected 5% Type I errors for the three tests, they were 1%, 10% and 2% for the $\alpha$, $\beta$, and $I$ tests respectively. However, the average Type I error rate for the experiment is 4%. For the experiment as a whole, $X^2_1$ for a sample size of 20 follows chi square adequately, but when the tests are considered individually the number of Type I errors may deviate considerably from the expected 5%.

The performance of the test in the $B$ configuration was very satisfactory. The null hypothesis was rejected 4% of the time for the $\beta$ and $I$ test, and 9% of the time for the $\alpha$ test. This would make the Type I error for the experiment 5.7%, which is certainly adequate agreement.

The number of Type I errors for $C_1$ and $C_2$ fall in a range acceptable by most standards. From these results of $C_1$ and $C_2$ the rule of thumb for a one d.f. test, $\sum_{ij} \frac{l}{n_{ij} p_{ij} q_{ij}} \leq 1$, does not seem too
conservative. Further work needs to be done for larger experiments and tests having more than 1 d.f. In the meantime it appears that the rules given by Cochran (1954) would not lead one astray even though they were not formulated with these tests in mind.

When the sample size is large enough for distribution of the test statistic to be adequately approximated by the chi square distribution when the null hypothesis is true, the non-centrality parameters predict the power of the experiment with adequate accuracy. The agreement between predicted and observed power is shown graphically in Figure 6.0. It is generally good except that the test for interaction has lower power than predicted. However, even for this test the disagreement is not enough to negate the usefulness of the non-centrality parameters and, according to these data, they should predict the power to within 7% for a 5% test and to within 3% for a 1% test, on the average.

The number of Type I errors, power of the test and the moments are consistent in the sense that the tests with large variances tended to have more Type I errors and those with small variances had fewer. The number of Type I errors for both the .05 and the .01 test seems to be related to the absolute size of the parameter being tested. This is in accord with the results of the exact studies described in section 6.1 where it was observed that the size of the treatment effects seemed to influence the mean and variance of the tests.

The agreement between the distribution of $X^2_1$ observed in sampling and chi square is not as close as one would expect intuitively by looking at the .05 points and the first two moments of the exact
Figure 6.0. OBSERVED AND EXPECTED POWER
distributions for $n = 1$ and $2$. The reason for this lack of agreement, if it is other than sampling variation, is not apparent at this time.

6.3 Alternative Approach for Small Samples

As an alternative to a conventional test of significance for small samples the following proposal is offered which would be feasible for high speed computers. Let us assume the simplest case, viz., 2x2 factorial with no interaction in the model. We will find a joint confidence region for the two main effects. Assume hypothetical values for the $\alpha$ and $\beta$ effects; using Berkson's tables we can find the cell probabilities which correspond to the assumed $\alpha$ and $\beta$. The probability of observing this sample with the cell probabilities implied by the $\alpha$ and $\beta$ chosen can be computed. In this way we find a region inside which the probability of observing the sample obtained is greater than .05.

The process is sped up if we imagine $\alpha$ is assigned the horizontal axis and $\beta$ the vertical axis as illustrated in Figure 6.1. Then let $\beta = 0$ and vary $\alpha$ until the .05 point is found; then let $\alpha$ and $\beta$ both be positive and equal, and find the .05 point. Continue to select pairs of points until a region is inscribed in the $\alpha, \beta$ plane. If the inscribed region cuts the $\alpha$ axis we reject $H_0: \alpha = 0$, and if it cuts the $\beta$ axis we reject $H_0: \beta = 0$.

For an illustration, let us consider a simple example with a sample size of 2 and with 1 success in each cell. We then find the joint 95% confidence region for $\alpha$ and $\beta$. 
Figure 6.1. 95% CONFIDENCE REGION FOR $\alpha$ AND $\beta$
<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>Probability of Observing</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>0.45</td>
<td>0.05</td>
</tr>
<tr>
<td>0.18</td>
<td>0.41</td>
<td>0.05</td>
</tr>
<tr>
<td>0.32</td>
<td>0.32</td>
<td>0.05</td>
</tr>
<tr>
<td>0.41</td>
<td>0.18</td>
<td>0.05</td>
</tr>
<tr>
<td>0.45</td>
<td>0.00</td>
<td>0.05</td>
</tr>
<tr>
<td>-0.18</td>
<td>0.41</td>
<td>0.05</td>
</tr>
<tr>
<td>-0.32</td>
<td>0.32</td>
<td>0.05</td>
</tr>
<tr>
<td>-0.41</td>
<td>0.18</td>
<td>0.05</td>
</tr>
<tr>
<td>-0.45</td>
<td>0.00</td>
<td>0.05</td>
</tr>
</tbody>
</table>

The second half which is symmetric with the above computations inscribes a circular region in the $\alpha$, $\beta$ plane. In general the confidence region for two effects will be an ellipse. This one is circular because the treatment effects are equal. Extensions of this idea could be programmed for high speed computers.

It is obvious from the preceding discussion in this chapter that the small sample problem still remains troublesome. At the present time all that can be done is to make recommendations of a sample size at which the large sample theory holds. This we have done for the special case of a 2x2 factorial arrangement with equal numbers of observations in each cell. There still remains the problem of determining an adequate sample size for larger experiments. This has yet to be covered adequately for the more conventional chi square tests, not to mention the tests newly proposed here and elsewhere.

An enormous amount of computing time could be expended in investigating the effect of varying the parameters which affect the closeness of the chi square approximation. To do this thoroughly one would need to vary the $n_{ij}$ and $p_{ij}$ configurations, and the degrees of freedom. Also various combinations of $n_{ij}$ and $p_{ij}$ need to be examined.
If the problem is approached empirically, it seems that the best approach is to develop some critical parameter such that when this parameter is of the desired magnitude, the chi square approximation is adequate regardless of $n_{ij}$ or $p_{ij}$ configurations or of their inter-relations. This we have attempted to do for the case described.

Perhaps with the increasing utilization of high speed computing equipment, small sample techniques such as that proposed above or variations of it, will result in more acceptable tests for small samples. This remains to be seen.
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