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1. INTRODUCTION: Let px1 vectors X.. , X

i1? - XiN be a ran-

.i
dom sample from p-variate normal distribution with mean u; and covariance

1
o X (%

i2’

(X

N.
matrix L. for 1 =1,2. Put S, =12 l j

i j a=1 a_xi) and

X; =N 1__; X; . Then the statistic 15,571 or [S,(5,+5,)7"| may

be used to test the null hypothesis H:21=22 for unknown Hy against

one-sided alternatives Ki Yi=;] and Z?z] Yi> p, where Y; means the

1

i-th largest characteristic root of 212; . We can reject H, when the

observed value of |S.S 1] (or |52(51+52)~1|-1) is larger than a pre-

172
assigned constant. The monotonicity of the power functions of these

tests with respect to Y. among other tests, were proved by Anderson and

J

Das Gupta [2] from a more general point of view.
Putting n; = Ni—] and n +n, =n, we shall derive, in this paper,

asymptotic expansion of the non-null distribution of
Al = vn 1og|(n2/n1)51$;1|, as well as of the null distribution, according
to Box [3] and then asymptotic expansions of the distributions of

_ -1 )
A, = -/n ]ogl(n/n2)82(31+52) | both under the null hypothesis and local
alternatives, based on the hypergeometric function of matrix argument

due to Constantine [4], James [7] and used by Fujikoshi [5}, Sugiura and

Fujikoshi [13], Sugiura [12]. The limiting distribution of XQ under

*
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K 1is also derived. The asymptotic expansions are given in terms of the
normal distribution function and its derivatives, which are different
from the expansions of the distributions of the likelihood ratio criteria
for similar problems in Sugiura [11], [12]. In fact, the null distri-
butions of the likelihood ratio criteria were expanded in terms of the
x2 distributions with different degrees of freedom. Asymptotic formulas
for the upper percentage points of Al and A2 will also be given by
applying the general inverse expansion formula of Hill and Davis [6],
by which some numerical values of the power of these tests are computed
and compared with the exact value obtained by Pillai and Jayachandran
[9] for the test A, with p=2.

In the following discussion, we shall always assume without loss of
generality that, under K, 51 has the Wishart distribution wp(nl,r)

and 52 has wp(nQ’I)’ where T = d1ag(y1, Yoo cees yp). Then the null

hypothesis H can be expressed by TI=I. Put ny = oyn with p1+p2 =]

and let n tend to infinity for fixed P > 0.

2. AsypTOTIC DISTRIBUTIONS OF |5 5*

. It is easy to see that
. . -1

the characteristic function of Al = vn '|Og|(p2/p1)51$2 | under K,

is given by

(2.1)

/ﬁbit Irl/ﬁit

(e +/mit)r (- /nit)/[r (e )r(an,) 1

(0 /0,) b

where Fp(x) = "p(p-l)/4 H§=] T(x-(j=1)/2). Applying the asymptotic
formula of logl(x+h) for large |x| with fixed h, to the above ex-

pression as in Box [3], Anderson ([1], p.204), Sugiura [12] and etc.,



we can rewrite (2.1) as

(2.2)
/ni - - o . -
jpme em[—(ol1 +o Nt + T (2it)" p a2
- r=1
2it)2(re1)TH(re2) T L))" 0T+ 02
+ (PN 67" + 03 1/ (8r)
T r -1 N T &
- rZ] (-2/n)" By {r(r+1)} = {(o, + 2itn7)
e BT -r -r
+ (p2 - 2itn %) * - o, - pQ:J >
where BT+] = Z§=] Br+](-(j-1)/2) with the Bernoulli polynomial Br(h)
of degree r. Specifying the sequence of alternatives K as
K6: r=1+ n'ée (8§ 2 0) for a fixed diagonal matrix © having non-

negative diagonal elements and considering the first term of (2.2),

we easily get

A, - tro and

THEOREM 2.1, vUnder K, the statistics Ao M

Al - /ﬁ'loglr|, have asymptotically the same normal distribution with

1 + p;l), according as 6§ > %, § =%

. 2 -
mean zero and variance 1 = 2p(p1
and S < % respectively.

There is no singularity of the limiting distribution at the null

hypothesis as was the case with the likelihood ratio tests for covariance



matrix in Sugiura [11], [12].

as

(2.3)

where T

Inverting

THEOREM 2,2, Put \, =/ 1ogl(n2/n1)51$;1| and 1 = {2p(p11+p

Then under alternatives K,

(2.5)

= 2p(o;" *+ 05)

and

%D(p+1)(-011 + 0;1), a,

sal +ap(pt1) (0] + 0,°), b,

(207 + 3p - (=077 + 03,

plpt1) t(-07% + 03%) + (o712 + 03%)a 1+ 4o

gp(-p;L+

2 -3 -
¥aa, + %p(pl * p23)a3’ 9

+p;4) + %P(P+1)(012+p;2)33 +

the characteristic function (2.3) yields

we have

P(1r, - /n log|T|}/t < 2) =

1

C,s
'l 2J"]

I ~107

-
nvn j

T-2J+1®(2J'])(Z) + O(n—2)

- ta, %) (2)

3 . .
-1 (1) 1 -2§ (23)
+ a1 tetl (z)y + ﬁ.jzl szr Jpr24d (z)

E]
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We can write the first four terms of (2.2)

"1y,



where the coefficients aj, bj’ Cj, are given by (2.4) and
¢(j)(z) means the Jj-th derivative of the standard normal distribution
function ¢(z). If the null hypothesis H 1is true, the same formula
(2.5) holds by simply putting log|i| = 0.

Applying the general inverse expansion formula of Hill and Davis
[6] to (2.5) with 10g[F] = 0, we get the following asymptotic formula

for the upper o% point of Al/T, in terms of the upper 4% point U

of the standard normal distribution function.

(2.6)
1 113 |
u+-—d{aH, +alt-=|] b_.H .+ (aH +a)ulals-2)+ia)
/n 33 1 nj=-| 2] 2 33 1 3V L
L8, - < 2 b
+ — C.. H.. 4 F b, .H .u{a (H.-2) + a,}
n/n |51 23-123-1 31 2 23 "T3vV3 1
1, 2 ~ ~ 3 2 ~ e~ ~ |2
+ §(u - 1)(a3H3 + al) - (3u” - 1)a3(a3H3 + al)

~ ~ ~2 2
+ (a3H3 + al)(4a3u -

-~ ' -2
Z] ijsz) + 0(n “),

J
where a. = a.r'j, b. = b-T-j, C. = C-T—j and H. means the deriv-
it 7% it _
ative of Hermite polynomial Hj = Hj(u) defined by Q(J)(u) = Hj(u)¢(1)(u).
For J =1, 2y «evs 9
2.7)
- = = 2 _ =-3
H1 = 1, H2 = - U, H3 = y 1, HL+ u” + 3u,
He = u'- 6u + 3, Hy = - u’ + 10u® - 15u,
H, = w® - 150" + 450 - 15, Ho = - u” + 21u° - 105u° + 105u,
Hoo= u® - 28u% + 210u* - 42007 + 105.
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3. ASYMPTOTIC DISTRIBUTION OF [S,(S,+S,) "|. Unlike the previous
section, we cannot get a simple expression for the characteristic function
of k2 = -/n 1og](n/n2)52(51+52)'1| under K. However, by applying the
lemma in Sugiura [11], which is a direct extension of Siotani and
Hayakawa [10], to the case of several Wishart matrices, to
£(S,,S,) = log|S,| - 10g]S,+S,|, we get the limiting distribution of
A2 under K.

THEOREM 3.1, vuUnder alternatives K, the statistic
AQ - /n 10g|p1F + p21| has asymptotically normal distribution with mean
zero and variance 2(p;1 + p;1)tr(1 + p2p11F-1)-2 .

Now we shall consider the sequence of alternatives
K: T =1+ n’Ge(é ;=0), under which the characteristic function of

§

AQ can be expressed for large N such that all positive elements of

. . -8
diagonal matrix N © are less than one, as

pgﬁmt r

(3.1) p(%n2 - /ﬁit)rp(%n)/{rp(%nQ)Fp(%n - /nit)}

- F (=/nit, Fn s dn - /nity 1 -T).

The above formula (3.1) can be obtained by the similar argument as in
Sugiura ([12], Section 5), based on the hypergeometric function of matrix
argument due to Constantine [4] and James [7]. The first factor gives
the characteristic function under H, which can be expanded asymp-

totically in a similar way as in Section 2, having



(3.2)

exp[;p(p;l - N2+ f] (2it) pn™72 (2(1t)2(re1) M (re2) (o] - 1)
r:

oo

+ (pr1) (o, - 1/(4r)) - L
r=

(-2/n)"B,qr (re)) ™

+1

C {1 - (1-2itn )"+ (o -2itn™H) " - p;r{} ,

the first four terms of which is expressed by (2.3) after putting

Tog|r| = 0 and replacing T, 35 bj, c; with t1' = {2p(o;1 - 1)}%
asi, bj, cj respectively, given by
(3.3) &l = G, - D, al = 537 - 1),

by = %)% + xp(p+1) (o3 - 1),

b, = aja, +-:,-:p(p;3 - 1), b! = %aéQ ,

¢t = 70(20° + 3p - (o3 - 1),

e, = plet))&(e3% - 1)+ 5632 - Maly + g2l

el = 2o(o3"1) + Sp(o3%-Dal + #0(p+1) (o, 7102} + Haya)

cy = sajay” + Bolo3° - Mal s g - gy’

Inverting the characteristic function, we get

THEOREM 3.2, Under the null hypothesis H, the distribution of

A, = -t 1og|(n/n2)52(51+52)'1| is expanded asymptotically by the

- %
formula (2.5) after replacing T, aj, bj’ Cj with 1' = {2p(p21-1)}2
aj, b&, Cj respectively.



Asymptotic formula for the upper oZ% point of A2/T' is also given

by (2.6) after replacing Sj, Ej’ Ej with Ej = aj/r'J, Bj = bj/r'J,

~

cj = Cj/TIJ respectively.

When 6 =%, the second factor of (3.1) is written by

[s0]

(3.4) F, = ) )
K

JF, (-VRit)_(%n,) C (-n"%0)/{(&n - /hit) k! .
k=0 ( K K K K

)

By Fujikoshi [5] and Sugiura [12], we know already that

(3.5)

a (K)
(«/mit) = (i) s — 133 («)2-a (<) +k} + 0(n"¥?)]
2it/n  24(it)%n 1 2

(4n,) = (mo,)¥ [1 t el (o) + O(n'Q)} ,

1

(n - Vnit) = (%n)k[1 --2-";—; k+1 (2 ()4 2018) %(k-1)3 + O(n'3/2)} :

where al(K) = ZZ=]ka(ka-a) and a_(x) = ZE=]ka(4k§-6aka+3u2). Hence

2
the right-hand side of (3.4) is equal to

- ) -1 1 ) )
(3.6) kZO (Z) CK(pl'ltO)(k!) [1 + /—ﬁ (2itk - al(K)/zwt}
F e (026872 % (I -1+ k) - (k) (it) 7
n 871" °q a,(k) - g2, (<) (it)

+ k(4(it)? + 21—4(1'1:)'2) + 2(it)%k(k-1)} + O(n'a/Q)] .

It follows from the lemma by Sugiura and Fujikoshi [13] that

(3.7

. . 2,. 2
2F1 = {etr(p11t®)}[1 + ;—ﬁ {201(1t)2t\"® - %‘pl('lt)tt“@ }



+ %-{2pf(1t)“(tre)2 + (it)3(4p1tro - pftretrQQ)

+ (1t)2(ol[1-3p1]tre2 +-% p;[tr92]2) + %ﬁtoitre3} + 0(n’3/2;]

Multiplying (3.7) with the first factor of (3.1) given by (2.3) with

a., b, ci, 1' instead of a., b., c., T, we finally get the asymptotic

AR AR AR AR
formula of the characteristic function of X, under Ké(a = %) as
(3.8) exp[-31'%t? + p,ite] + [1+ QL-{aé(it)s + 2p1(1t)2tre
n
6 .
+ it(a} - %pftrez)} +-% jz} gj(it)J + 0”2,
where
(3.9) 9, = - %‘pitPOS s
g, = by + 0, (1-3, - %aipl)troz + %’pg(tPOQ)Q ,
g, = pltre(pftre2 - 2a, - 4) ,
9, * 2pf(tro)2 - %aépltrOQ +b!
g = Zaépltre R

[{a]
(o2}
il

]
b6
and aj, b3 are given by (3.3). Hence we can get

THEOREM 3.3, Under the sequence of alternatives

K6(6 =%): 7 =1+ n'%e, the following asymptotic expansion of the dis-

tribution of Ay = -/n 1og[(n/n2)52(51+s2)'1| holds, for large n such

-%
that all positive elements of the diagonal matrix n °0 are less than one.
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(3.10) P({n. - pltr@}/T' <z) = oz) +

2

1l 10
—
1
—
~
~
g
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—
.
~—
—_
N
o
+
o
——
>
]
w
~
N
~——
-

+ L
n

3= J

- %
where 1' = {2p(021 - 1))
From (3.7) and (3.5), it is easy to see that the limiting distri-

bution of X under K6(6 > %) is normal with mean zero and variance

2

1'2. Hence the limiting distributions of Al/T and AQ/T' under

k. (6 > %) are the same. Even when & = %, they are the same, because
their asymptotic means given Theorem 2.1 and Theorem 3.3 are equal. The

power of the test X, will be almost the same as that of ) when

1 2°
alternative K is near to the null hypothesis. This is verified numer-

ically in the following special cases.

4. NUMERICAL EXAMPLES., We shall consider two cases, namely,
Case 1: p=2 and n1=13, n2=63, Case 2: p=5 and n1=50, n2=150.

Asymptotic formula (2.6) for the upper percentage points gives

5% points of Al/r. 5% points of AQ/T'.

Case 1 Case 2 Case 1 Case 2
first term 1.6449 1.6449  1.6449  1.6449
term of O(n_%) -0.3576 -0.4020 0.2365 0.2450
term of 0(n"}) 0.0791  0.0409 0.0206 0.0272
term of 0(n"%/2?)  -0.0262 -0.0195 0.0044 0.0051
approx. value 1.340 1.264 1.906 1.922
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. All these examples show that the powers of the Al—test and the >\2-test

are almost the same when alternative is near to the null hypothesis.
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