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Abstract

Let $\eta = \sum_{j} \delta_{X_j}$ be a point process on some space $\mathcal{S}$ and let $\beta_1, \beta_2, \ldots$ be identically distributed non-negative random variables which are mutually independent and independent of $\eta$. We can then form the compound point process $\xi = \sum_{j} \beta_j \delta_{X_j}$ which is a random measure on $\mathcal{S}$. The purpose of this paper is to study the limiting behavior of $\xi$ as $\beta \downarrow 0$. In the particular case when $\beta$ takes the values 1 and 0 with probabilities $p$ and $1-p$ respectively, $\xi$ becomes a $p$-thinning of $\eta$ and our theorems contain some classical results by Rényi and others on the thinnings of a fixed process, as well as a characterization by Mecke of the class of subordinated Poisson processes.
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1. Introduction

Let $\mathcal{S}$ be a locally compact second countable Hausdorff space and let $\mathcal{B}$ be the ring of bounded Borel sets in $\mathcal{S}$. By a random measure $\xi$ on $\mathcal{S}$ we shall mean a mapping of some probability space $(\Omega, \mathcal{A}, P)$
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into the space \( M = M(S) \) of Radon measures on \((S, \mathcal{B})\) such that \( \xi B \) is a random variable for each \( B \in \mathcal{B} \). When \( \xi \) is a.s. confined to the subspace \( N \subset M \) of integer-valued measures, it will also be called a point process.

Let us write \( F \) for the class of measurable functions \( S \rightarrow \mathbb{R}_+ \) and \( F_c \) for its subclass of continuous functions with bounded support. Vague convergence, \( \mu_n \xrightarrow{\text{v}} \mu \), in \( M \) means that \( \mu_n f \rightarrow \mu f \) for each \( f \in F_c \), while weak convergence, \( \mu_n \xrightarrow{\text{w}} \mu \), defined for bounded measures on \( M \), means that \( \mu_n \xrightarrow{\text{w}} \mu \) and \( \mu_n S \rightarrow \mu S \). (Here \( \mu f = \int f(s) \mu(ds) \).) Convergence in distribution [2] of random elements in topological spaces is written \( \overset{d}{\rightarrow} \). For random measures, the underlying topology in \( M \) is taken to be the vague one. It is known [11] that a sequence \( \{\xi_n\} \) of random measures is tight, and hence the sequence \( \{F_{\xi_n}^{-1}\} \) of corresponding distributions relatively compact [2], iff \( \{\xi_n B\} \) is tight for each \( B \in \mathcal{B} \). Furthermore [4], \( \xi_n \overset{d}{\rightarrow} \xi \) iff

\[
(\xi_n B_1, \ldots, \xi_n B_k) \overset{d}{\rightarrow} (\xi B_1, \ldots, \xi B_k), \quad B_1, \ldots, B_k \in \mathcal{B}_\xi, \quad k \in \mathbb{N},
\]

where \( \mathcal{B}_\xi = \{B \in \mathcal{B} : \xi \mathbb{1}_B = 0 \text{ a.s.}\} \), and also iff \( \xi_n f \overset{d}{\rightarrow} \xi f, \ f \in F_c \).

In terms of \( L \)-transforms (\( L = \text{Laplace} \)), defined for arbitrary random measures \( \xi \) by \( L_\xi(f) = \mathbb{E} e^{-\xi f}, \ f \in F \), the latter criterion can be written (cf. [11])

\[
L_{\xi_n}(f) + L_{\xi}(f), \quad f \in F_c.
\]

It may be shown that any point process \( \eta \) on \( S \) has the representation

\[
\eta = \sum_{j=1}^{\nu} \delta_{T_j},
\]

where \( \nu \) and \( T_j \) are integers and \( T_j \) are points in \( S \).
where $v$ is a $\mathbb{Z}_+^*$-valued random variable while $\{T_j\}$ is a sequence of random elements in $S$ without any limit point. (Here $\delta_s \in N$ is defined for $s \in S$ by $\delta_s B = 1_B(s)$, $B \in \mathcal{B}$, where $1_B$ denotes the indicator of $B$.) Now suppose that $\beta_1, \beta_2, \ldots$ are identically distributed $\mathbb{R}_+$-valued random variables which are mutually independent and independent of $\eta$, and define

$$\xi = \sum_{j=1}^{\nu} \beta_j \delta_{T_j}.$$ 

Since $\xi B = \sum_{j} \beta_j 1_B(T_j) < \infty$, $B \in \mathcal{B}$, it is easily seen that $\xi$ is a random measure on $S$. We shall say that $\xi$ is a compound point process determined by $\eta$ and $\beta$, and we write $\xi \overset{d}{=} C(\eta, \beta)$ for brevity. In the particular case when $\beta$ only takes the values $1$ and $0$, with probabilities $p$ and $1-p$ respectively, $\xi$ will be called a $p$-thinning of $\eta$.

By the assumed independence of $\eta$ and $\{\beta_j\}$, the L-transform of $\xi$ may be calculated by means of Fubini's theorem, i.e. we may first consider $\eta$ as non-random, and then perform mixing with respect to its distribution. Writing $\phi = L_\beta$, we obtain for $f \in F$ and non-random $\eta = u = \sum_j \delta_{t_j}$

$$E e^{-\xi f} = E \exp\left[\sum_j \beta_j f(t_j)\right] = \Pi E \exp\left[-\beta_j f(t_j)\right] = \Pi \phi \circ f(t_j)$$

$$= \exp \sum_j \log \phi \circ f(t_j) = \exp(\log \phi \circ f),$$

and hence in general, by mixing,

$$L_{\xi}(f) = E e^{-\xi f} = E \exp(\eta \log \phi \circ f) = L_\eta(-\log \phi \circ f), \quad f \in F.$$ \hfill (1.4)

This shows in particular that $P_{\xi^{-1}}$ does not depend on the representation
(1.3) (which is not unique, even apart from the order of terms). The
above mixing procedure also provides an alternative way of defining a
$\xi \overset{d}{=} C(\eta, \beta)$, (cf. [7] page 359; use 1.6.2 in [6] to check measurability).
In the particular case when $\xi$ is a $p$-thinning of $\eta$, (1.4) takes the
form (cf. [8])

$$L_\xi(f) = L_\eta(- \log[1 - (1-p)e^{-f}]), \quad f \in F.$$  \hfill (1.5)

The main purpose of this paper is to study the limiting behavior
as $\beta \overset{d}{=} 0$ of compound point processes. We shall be able (in Section
3) to describe the class of possible limits, and under a mild regularity
condition (which is not needed in the thinning case), necessary and
sufficient conditions will be given for convergence in distribution
to a specified member of this class. The results take a particularly
simple form for thinnings. In this case, the class of limits consists
of all subordinated Poisson (SP-) processes (often called doubly stochastic
Poisson, or simply Cox processes). If, moreover, $\xi_\eta$ is a $p_\eta$-thinning of
$\eta_\eta$ for each $\eta \in \mathbb{N}$ and if $p_\eta \overset{d}{=} 0$, then $\xi_\eta \overset{d}{=} SP(\eta)$ (the SP-process
directed by $\eta$) iff $p_\eta \eta_\eta \overset{d}{=} \eta$. This proposition contains as particular
cases the classical thinning results by Rényi (1956), Nawrotzki (1962),
Belyaev (1963) and Goldman (1967) (cf. Theorem 6.10.1 in [6]), who all
consider $p$-thinnings of some fixed point process and change the "time"
scale by the factor $p^{-1}$. It also contains the following interesting
characterization by Mecke (1968) (cf. Theorem 5.6.12 in [6]) of the
class of SP-processes: A point process in SP iff it is a $p$-thinning
for each $p \in (0,1]$. 

A secondary result of some independent interest is Lemma 4 which indicates how the classical regularity conditions ensuring a point process to be simple (see e.g. Satz 1.3.5 in [6] and Theorem 2.5 in [4]) have analogues ensuring an arbitrary random measure to be diffuse. Even the converse proposition (Dobrushin's lemma) carries over to this context.

2. Preliminaries

In this section we shall introduce the class of limiting random measures and prove some auxiliary results. Throughout the paper we use \( g \) to denote the function \( 1-e^{-x} \) on \( \mathbb{R}_+ \) and write \( \mathbb{R}'_+ = \mathbb{R}_+ \setminus \{0\} \).

For any measure \( \lambda \) on \( \mathbb{R}_+ \) or \( \mathbb{R}'_+ \) we define a new measure \( g\lambda \) on \( \mathbb{R}_+ \) by \( (g\lambda)(dx) = g(x)\lambda(dx) \).

Our first lemma is essentially contained in Theorem 3.1 of [4] (which needs correction: condition (1) must also hold with liminf instead of limsup).

**Lemma 1.** Let \( a \in \mathbb{R}_+ \) and \( \lambda \in M(\mathbb{R}'_+) \) with \( a + \lambda g = 1 \), and define

\[
\psi(t) = at + \int_{\mathbb{R}_+}(1 - e^{-tx})\lambda(dx), \quad t \in \mathbb{R}_+. \tag{2.1}
\]

Further suppose that \( \beta_1, \beta_2, \ldots \) are \( \mathbb{R}_+ \)-valued random variables such that \( \beta_n \xrightarrow{d} 0 \), and put

\[
\phi_n = \mathbb{E} \beta_n, \quad c_n = \mathbb{E}g(\beta_n) = 1 - \phi_n(1), \quad n \in \mathbb{N}.
\]

Then \( -c_n^{-1}\log \phi_n + \psi \) uniformly on bounded intervals iff

\[
c_n^{-1}g(\beta_n^{-1}) \mathcal{W} a_0 + g\lambda.
\]
Let $\alpha$ and $\lambda$ be such as in the lemma and consider an arbitrary measure $\mu \in M$. Then the measures $\alpha \mu \in M$ and $\lambda \times \mu \in M(R^+ \times S)$ may serve as the canonical measures of an infinitely divisible random measure $\xi$ on $S$ with ($\mu$-homogeneous) independent increments (see e.g. [4]), the L-transform of which is given for $f \in F$ by

$$-\log E e^{-\xi f} = af + \int_{R^+ \times S} (1 - e^{-xf(t)}) (\lambda \times \mu) (dx) dt$$

$$= \int_S [af(t) + \int_{R^+} (1 - e^{-xf(t)}) \lambda(dx)] \mu(dt) = \mu(\psi \circ f).$$

Again we may consider $\mu = \eta$ as a random measure and mix with respect to its distribution (check the measurability by means of 1.6.2 in [6]), to obtain

$$L_\xi(f) = E e^{-\xi f} = E e^{-\eta(\psi \circ f)} = L_\eta(\psi \circ f), \quad f \in F.$$  \hfill (2.2)

The distribution of $\xi$ being determined by $P_{\eta^{-1}}$, $\alpha$ and $\lambda$, we shall write for brevity $\xi \overset{d}{=} S(\eta, \alpha, \lambda)$, ($S$ for subordination). Note that we obtain $\psi = g$ and $\xi \overset{d}{=} SP(\eta)$ in the particular case when $\alpha = 0$ and $\lambda = 1$. We shall need the following uniqueness result. For $C \in \mathcal{B}$, say that $\eta$ is non-zero in $C$ if $\eta C \overset{d}{=} 0$ and diffuse there is $\eta$ has a.s. no atoms in $C$.

**Lemma 2.** If $\xi \overset{d}{=} S(\eta, \alpha, \lambda)$, where $\alpha + \lambda g = 1$ while $\eta$ is known to be non-zero and diffuse in some region $C \in \mathcal{B}$, then $P_{\eta^{-1}}$, $\alpha$ and $\lambda$ are uniquely determined by $P_{\xi^{-1}}$.

The proof of Lemma 2 is based on the following result which is obtained in the same way as Satz 5.6.9 in [6] by using 1.3.7 in place of 1.3.10.
Lemma 3. Let \( \eta \) be a diffuse random measure on \( S \). Then \( P_{\eta}^{-1} \) is uniquely determined by the quantities \( E e^{-\eta B} \), \( B \in B \).

Proof of Lemma 2. By (2.2),
\[
E e^{-\xi B} = E e^{-\eta B \psi(1)} = E e^{-\eta B}, \quad B \in B.
\]

If we replace \( B \) here by \( B \cap C \), it follows by Lemma 3 that \( P_{\xi}^{-1} \) determines the distribution of the restriction of \( \eta \) to \( C \), and in particular \( P(\eta C)^{-1} \) is unique. From (2.2) we further obtain
\[
L_{\xi C}(t) = E e^{-t \xi C} = E e^{-\eta C \psi(t)} = L_{\eta C} \circ \psi(t), \quad t \in R_+.
\]

Since \( \eta C \not\subset 0 \), \( L_{\eta C} \) has a unique inverse \( L_{\eta C}^{-1} \) on \( (0,1] \) and we obtain
\[
\psi = L_{\eta C}^{-1} \circ L_{\xi C},
\]
proving the uniqueness of \( \psi \), and hence by Lemma 1 of \( \alpha \) and \( \lambda \).

Now it may be seen from (2.1) that \( \psi \) has a unique inverse \( \psi^{-1} \) on \( [0,||\psi||] \), where \( ||.|| \) denotes the supremum norm. If \( f \in F \) is such that \( ||f|| < ||\psi|| \), we thus obtain from (2.2) \( L_{\eta}(f) = L_{\xi}(\psi^{-1} \circ f) \), so
\[
L_{\eta f}(t) = E e^{-t \eta f} = L_{\xi}(\psi^{-1} \circ (tf)), \quad f \in F, \quad t \in [0,||\psi||/||f||].
\]

By the uniqueness of analytic continuations it follows that \( L_{\eta f} \) is unique, and hence so is \( P_{\eta}^{-1} \), since \( f \in F \) was arbitrary.

To ensure diffuseness, we introduce regularity conditions as follows.

Let us say that \( \eta \) is regular in \( C \in B \) if there exists some array \( \{ C_{m_j} \} \subset B \) of finite partitions of \( C \) (one for each \( m \)) such that
\[ \lim_{m \to \infty} \sum_{j} P(\eta_{C_{m_j}} > \varepsilon) = 0, \quad \varepsilon > 0. \]

More generally, if \( \eta, \eta_1, \eta_2, \ldots \) are random measures on \( S \), we shall say that \( \{\eta_n\} \) is n-regular in \( C \in B_{\eta} \) if there exists some array \( \{C_{m_j}\} \subset B_{\eta} \) of partitions of \( C \) such that

\[ \lim_{m \to \infty} \limsup_{n \to \infty} \sum_{j} P(\eta_n C_{m_j} > \varepsilon) = 0, \quad \varepsilon > 0. \]

Lemma 4. Let \( \eta, \eta_1, \eta_2, \ldots \) be random measures on \( S \) with \( \eta_n \not\approx \eta \), and suppose that \( \eta \) is regular in \( C \in B \) or that \( \{\eta_n\} \) is n-regular in \( C \in B_{\eta} \). Then \( \eta \) is diffuse in \( C \). The converses are also true if \( E\eta C < \infty \).

**Proof.** The diffuseness of a regular \( \eta \) follows from the relation

\[ P(\max_{s \in C} \eta(s) > \varepsilon) \leq P(\max_{j} \eta_{C_{m_j}} > \varepsilon) \leq \sum_{j} P(\eta_{C_{m_j}} > \varepsilon). \]

We further obtain for n-regular \( \{\eta_n\} \) with \( \eta_n \not\approx \eta \)

\[ \sum_{j} P(\eta_{C_{m_j}} > \varepsilon) \leq \liminf_{n \to \infty} \sum_{j} P(\eta_n C_{m_j} > \varepsilon) \leq \limsup_{n \to \infty} \sum_{j} P(\eta_{C_{m_j}} > \varepsilon), \quad \varepsilon > 0, \]

so \( \eta \) is regular and hence diffuse. Conversely, suppose that \( \eta \) is diffuse on \( C \) and \( E\eta C < \infty \), and let us choose \( \{C_{m_j}\} \subset B \) such that

\[ \max_{j} |C_{m_j}| \to 0, \quad (|.| \text{ denoting the diameter}). \]

Then clearly \( \max_{j} \eta_{C_{m_j}} \to 0 \) a.s., so

\[ \eta C \geq \varepsilon \sum_{j} 1_{\{\eta_{C_{m_j}} > \varepsilon\}} \to 0 \quad \text{a.s.,} \quad \varepsilon > 0, \]

and hence by dominated convergence

\[ \sum_{j} P(\eta_{C_{m_j}} > \varepsilon) = E\sum_{j} 1_{\{\eta_{C_{m_j}} > \varepsilon\}} \to 0, \quad \varepsilon > 0, \]
proving regularity of $\eta$. If we choose the $C_{m_j}$ in $B_\eta$ (which is always possible, cf. the Remark in [4] page 10), we further obtain

$$\limsup_{n \to \infty} \sum_j P(\eta_{n, m_j} > \varepsilon) \leq \limsup_{n \to \infty} \sum_j P(\eta_{n, m_j} \geq \varepsilon) \leq \sum_j P(\eta_{C_{m_j}} \geq \varepsilon),$$

and so $\{\eta_n\}$ is $\eta$-regular.

3. Main results

Recall the definitions of $C(\eta, \beta)$ and $S(\eta, \alpha, \lambda)$, given in Sections 1 and 2 respectively. We shall always assume that $\beta \geq 0$ and that $\alpha + \lambda \varepsilon = 1$.

Theorem 1. For each $n \in \mathbb{N}$, let $\xi_n \overset{d}{=} C(\eta_n, \beta_n)$ and put $c_n = \mathbb{E}g(\beta_n)$. Suppose that $\beta_n \overset{d}{=} 0$. Then $\xi_n \overset{d}{=} 0$ iff $c_n \eta_n \overset{d}{=} 0$. Furthermore, the conditions

(i) $c_n \eta_n \overset{d}{=} \eta$,

(ii) $c_n^{-1} g(\beta_n^{-1}) \overset{\varepsilon}{=} \alpha \varepsilon_0 + \varepsilon g$,

imply that $\xi_n \overset{d}{=} S(\eta, \alpha, \lambda)$. Conversely, $\xi_n \overset{d}{=} \xi$ implies that $\xi \overset{d}{=} S(\eta, \alpha, \lambda)$, and if $\{c_n \eta_n\}$ is $\xi$-regular in some $C \in B_\xi$ with $\xi_C \overset{d}{=} 0$, then (i) and (ii) are satisfied for some $\eta$, $\alpha$ and $\lambda$.

No regularity condition is needed in the thinning case:

Theorem 2. For each $n \in \mathbb{N}$, let $p_n \in (0,1]$ and let $\xi_n$ be a $p_n$-thinning of some point process $\eta_n$. Suppose that $p_n \to 0$. Then $\xi_n \overset{d}{=} \xi$ some $\xi$ iff $p_n \eta_n \overset{d}{=} \xi_n$ some $\eta$, and in this case $\xi \overset{d}{=} \text{SP}(\eta)$. 
Corollary (Mecke). Let \( \xi \) be a point process on \( S \). Then \( \xi \overset{d}{=} \text{SP}(\eta) \) iff \( \xi \) is distributed as a \( p \)-thinning for each \( p \in (0,1) \).

**Remark.** As was pointed out in [5], the last result is essentially contained in Theorems 5.1 and 5.2 of that paper. It may be of some interest to observe that even Theorem 2 above (in particular cases, such as when \( S = \mathbb{R}_+ \)) can be obtained from results in [5], (viz. Theorems 2.3 and 4.2 there). We leave details to the reader.

4. Proofs

**Proof of Theorem 1.** To prove that \( \xi_n \overset{d}{=} 0 \) iff \( c_n \eta_n \overset{d}{=} 0 \), note that by (1.4)

\[
E e^{-t \xi_n B} = E \exp(\eta_n B \log \phi_n(t)), \quad t \in \mathbb{R}_+, B \in \mathcal{B}, \quad n \in \mathbb{N},
\]

where \( \phi_n = \frac{L_n}{\beta_n} \). Using the elementary inequalities

\[
1 - x \leq - \log x \leq 2(1 - x), \quad x \in \left[ \frac{1}{2}, 1 \right],
\]

and the fact that \( \phi_n \to 1 \) since \( \beta_n \overset{d}{=} 0 \), we get for sufficiently large \( n \in \mathbb{N} \)

\[
c_n = 1 - \frac{1}{\phi_n(1)} \leq - \log \phi_n(1) \leq 2(1 - \frac{1}{\phi_n(1)}) = 2c_n,
\]

so by (4.1) with \( t = 1 \)

\[
E \exp(-2c_n \eta_n B) \leq E e^{-\xi_n B} \leq E \exp(-c_n \eta_n B), \quad B \in \mathcal{B}.
\]

Letting \( n \to \infty \), it is seen that \( \xi_n B \overset{d}{=} 0 \) iff \( c_n \eta_n B \overset{d}{=} 0 \), \( B \in \mathcal{B} \), and the assertion follows.

Let us next suppose that (i) and (ii) are satisfied. To show that in this case \( \xi_n \overset{d}{=} \xi = S(\eta, \alpha, \lambda) \), it suffices to verify (1.2),
i.e. by (1.4) and (2.2) to show that, for any fixed \( f \in F_c \),

\[
E \exp(n \log \phi_n \circ f) = E e^{-\eta(\psi \circ f)},
\]

where \( \psi \) is defined by (2.1). Since the function \( e^{-x} \) is bounded and continuous on \( \mathbb{R}_+ \), it is enough by Theorem 5.2 in [2] to show that

\[
-\eta_n \log \phi_n \circ f \overset{d}{\rightarrow} \eta(\psi \circ f),
\]

and by Theorem 5.5 in [2] it suffices to prove this for non-random \( \eta, \eta_1, \eta_2, \ldots \) satisfying (i), or more generally, to show that for any \( \mu, \mu_1, \mu_2, \ldots \in \mathcal{M} \) with \( \mu_n \overset{\mathcal{Y}}{\rightarrow} \mu \)

\[
-\frac{c^{-1}}{n} \mu_n \log \phi_n \circ f \rightarrow \mu(\psi \circ f). \quad (4.3)
\]

Since \( f \) has compact support and \( \psi(0) = 0, \phi_1(0) = \phi_2(0) = \ldots = 1 \), we may assume that even \( \mu_n \overset{\mathcal{Y}}{\rightarrow} \mu \), and after normalization (which is possible except in the trivial case \( \mu S = 0 \)), that \( \mu, \mu_1, \mu_2, \ldots \) are probability measures. In this case, (4.3) may be written in the form

\[
-\frac{c^{-1}}{n} E \log \phi_n \circ f(T_n) \rightarrow E \psi \circ f(T), \quad (4.4)
\]

where \( T, T_1, T_2, \ldots \) are random elements in \( \mathcal{S} \) with distributions \( \mu, \mu_1, \mu_2, \ldots \), hence satisfying \( T_n \overset{d}{\rightarrow} T \). By (ii) and Lemma 1, the sequence \( \{c^{-1} \log \phi_n\} \) is uniformly bounded on finite intervals, and \( f \) being bounded, it follows that \( \{c^{-1} \log \phi_n \circ f\} \) is uniformly bounded.

Hence, by Theorem 5.2 in [2], (4.4) is implied by

\[
-\frac{c^{-1}}{n} \log \phi_n \circ f(T_n) \overset{d}{\rightarrow} \psi \circ f(T). \quad (4.5)
\]
Applying Theorem 5.5 in [2] once more, it is seen that (4.5) needs veri-
cation only for non-random \( T, T_1, T_2, \ldots \) with \( T_n \to T \), and so, \( f \) being continuous, it remains to prove that

\[
- c_n^{-1} \log \phi_n(x_n) + \psi(x)
\]

whenever \( x, x_1, x_2, \ldots \in R_+ \) with \( x_n \to x \). But by Lemma 1 this follows from (ii), and so the convergence \( \xi_n \overset{d}{\to} \xi \) is established.

Suppose conversely that \( \xi_n \overset{d}{\to} \) some \( \xi \), and let \( B \in B_\xi \) be arbitrary. Then \( \xi_n \overset{d}{\to} \xi \) (cf. (1.1)), so by (4.1)

\[
E \exp[\eta_n B \log \phi_n(t)] = E e^{-t\xi B}, \quad t \in R_+,
\]

and since this limit tends to one as \( t \to 0 \), there exists for each \( \epsilon > 0 \) some \( t \in (0,1) \) satisfying

\[
E \exp[\eta_n B \log \phi_n(t)] \geq 1 - \epsilon/2, \quad n \in N.
\] \hspace{1cm} (4.6)

Now it follows by (4.2) and the elementary inequality

\[
1 - e^{-tx} \geq t(1 - e^{-x}), \quad t \in [0,1], \quad x \in R_+,
\]

that

\[
- \log \phi_n(t) \geq 1 - \phi_n(t) = E(1 - e^{-\xi_n}) \geq tE(1 - e^{-\xi}) = tc_n, \quad n \in N,
\]

and so by (4.6) and Čebyšev's inequality

\[
P(c_n \eta_n B > t^{-1} \log 2) = P(t c_n \eta_n B > \log 2) \leq P(-\eta_n B \log \phi_n(t) > \log 2)
\]

\[
= P(1 - \exp[\eta_n B \log \phi_n(t)] > \frac{1}{2}) \leq 2E(1 - \exp[\eta_n B \log \phi_n(t)]) \leq \epsilon,
\]
proving tightness of \( \{c_n \eta_n B\} \). Since \( B \in \mathcal{B}_\xi \) was arbitrary, if follows that \( \{c_n \eta_n\} \) is tight.

Let us now assume that \( \xi_n^{\frac{d}{2}} \xi^{\frac{d}{2}} \neq 0 \) and prove that then

\[
\lim_{t \to 0} \limsup_{n \to \infty} c_n^{-1}(1 - \phi_n(t)) = 0 . \tag{4.7}
\]

Suppose on the contrary that the limit in (4.7) is greater than some \( \varepsilon > 0 \). Then there exist arbitrarily small \( t > 0 \) such that, for some sequence \( N' \subset N \),

\[
c_n^{-1}(1 - \phi_n(t)) > \varepsilon, \quad n \in N' , \tag{4.8}
\]

and since \( \{c_n \eta_n\} \) is tight, we may choose some subsequence \( N'' \subset N' \) for which \( c_n \eta_n^{\frac{d}{2}} \neq 0 \). According to the first assertion, \( \xi^{\frac{d}{2}} \neq 0 \) implies \( n^{\frac{d}{2}} \neq 0 \), so we may further choose some \( B \in \mathcal{B}_\xi \cap \mathcal{B}_\eta \) with \( nB \neq 0 \). By (4.1), (4.2) and (4.8),

\[
E e^{-t \xi_n B} = E \exp[\eta_n B \log \phi_n(t)] \leq E \exp[-\eta_n B(1 - \phi_n(t))] \leq E \exp(-\varepsilon_n \eta_n B) ,
\]

and since \( \xi_n B \xi_n B \xi B \) and \( c_n \eta_n B \xi \eta B \) on \( N'' \), it follows that \( E e^{-t \xi B} \leq E e^{-\varepsilon_n B} \). But since \( t \) could be chosen arbitrarily small, this yields the contradiction \( 1 \leq E e^{-\varepsilon_n B} < 1 \), proving that (4.7) is indeed true.

By Čebyšev's inequality we further obtain for any \( r, t > 0 \)

\[
c_n^{-1} P(\beta_n > r) \leq \frac{c_n^{-1} E(1 - e^{-\beta_n t})}{1 - e^{-rt}} = \frac{c_n^{-1}(1 - \phi_n(t))}{1 - e^{-rt}} ,
\]

and letting in order \( n \to \infty, r \to \infty \) and \( t \to 0 \), we get by (4.7)
\[ \lim \limsup_{r \to \infty} c_n^{-1} P_\xi \{ \beta_n > r \} = 0, \]

which shows that the sequence \( \{c_n^{-1} g(P_{\beta_n}^{-1})\} \) of probability measures
on \( \mathbb{R}_+ \) is tight. In particular there exist some sequence \( N' \subset N \)
and some \( \eta, \alpha \) and \( \lambda \) such that (i) and (ii) hold on \( N' \), and
we may conclude from the sufficiency part of the theorem that \( \xi \) has
the asserted form. (In the case \( \xi \overset{d}{=} 0 \), we may take \( \eta = 0 \) and choose
arbitrary \( \alpha \) and \( \lambda \).)

Let us finally assume that \( \xi_n \overset{d}{=} \xi \), and that \( \{c_n \eta_n\} \) is \( \xi \)-regular
in some region \( C \in B_\xi \) with \( \xi C \overset{d}{=} 0 \). Since the sequences \( \{c_n \eta_n\} \) and
\( \{c_n^{-1} g(P_{\beta_n}^{-1})\} \) are both tight, any sequence \( N' \subset N \) must contain some
subsequence \( N'' \) such that (i) and (ii) hold on \( N'' \) for some \( \eta, \alpha \)
and \( \lambda \). By the direct part of the theorem we have \( \xi \overset{d}{=} S(\eta, \alpha, \lambda) \),
and in particular \( B_\xi = B_\eta \) by (2.2), proving that \( \eta C \overset{d}{=} 0 \) and that
\( \{c_n \eta_n\} \) is \( \eta \)-regular on \( C \). Using Lemma 4, it follows that \( \eta \) is
diffuse in \( C \), and therefore \( P\eta^{-1} \), \( \alpha \) and \( \lambda \) are unique by Lemma
2. This proves (i) and (ii) for the original sequence (cf. Theorem
2.3 in [2]), and the proof is complete.

**Proof of Theorem 2.** The preceding proof applies with \( c_n = p_n \),
\( \alpha = 0 \) and \( \lambda = \delta_1 \), (and it may even be simplified in the present case,
since (ii) is automatically satisfied). No regularity assumption is
needed, since if \( \xi \overset{d}{=} SP(\eta) \), then \( P\eta^{-1} \) is uniquely determined by
\( P\xi^{-1} \), (cf. [6] page 316 or the proof of Lemma 2 above).

**Proof of the Corollary.** Let \( \xi \overset{d}{=} \) some \( SP(\eta) \) and let \( p \in (0,1] \)
be arbitrary. If \( \eta_p \overset{d}{=} SP(p^{-1} \eta) \) and if \( \xi_p \) is a \( p \)-thinning of \( \eta_p \),
we get by (1.5) and (2.2) for any \( f \in F \)

\[
L_{\xi_p}(f) = L_{\eta_p}(- \log[1 - p(1-e^{-f})]) = L_{\eta_p}(1 - [1 - p(1 - e^{-f})])
\]

\[
= L_{\eta_p}(p(1-e^{-f})) = L_{\eta_p}(1-e^{-f}) = L_{\xi}(f),
\]

and so \( \xi \overset{d}{=} \xi_p \). This proves that \( \xi \) is a \( p \)-thinning for each \( p \in (0,1) \).

Conversely, suppose that \( \xi \) has this property. Applying Theorem 2 with

\( p_n = n^{-1} \) and \( \xi_n = \xi \), \( n \in \mathbb{N} \), it is seen that \( \xi \) must be an SP-process.
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