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1. INTRODUCTION

Gaussian stochastic processes are used in connection with problems such as estimation, detection, mutual information, etc. These problems are often effectively formulated in terms of Gaussian measures on appropriate Banach or Hilbert spaces of functions. Even though both concepts, the Gaussian stochastic process and the Gaussian measure, have been extensively studied, it seems that the connection between them has not been adequately explained. Two important questions arising in this context are the following:

(Q₁) Given a Gaussian stochastic process with sample paths in a Banach function space, is there a Gaussian measure on the Banach space which is induced by the given stochastic process?

(Q₂) Given a Gaussian measure on a Banach function space, is there a Gaussian stochastic process with sample paths in the Banach space which induces the given measure?

The purpose of this paper is to explore questions \( Q_1 \) and \( Q_2 \) in the commonly encountered spaces \( C[0,1] \) and \( L_2[0,1] \). Section 2 provides affirmative answers to both questions \( Q_1 \) and \( Q_2 \) for the space \( C[0,1] \), with no restrictive assumptions. The space \( L_2[0,1] \) is considered in Section 3. Under some mild conditions, a stochastic process induces in a natural way a probability measure on \( L_2[0,1] \). If in addition the process is Gaussian, a necessary and sufficient condition for the induced measure to be Gaussian is derived in Theorem 3.1 and Corollary 3.1. The question \( Q_2 \) is answered in the affirmative in Theorem 3.3. Section 4 includes some generalizations and extensions of the results of Sections 2 and 3. The most important result is Theorem 4.1 which provides an affirmative answer to question \( Q_1 \) for \( L_2(T) \), \( T \) any Borel measurable subset of the real line, under conditions considerably weaker than those of Theorem 3.1.
It should be mentioned that, throughout the literature, whenever the need arises to have a Gaussian measure induced on an appropriate function space by a Gaussian process, then, either (i) it is assumed that the Gaussian process is mean square continuous and that the index set is a compact interval \([5, 7, 9]\), and thus unnecessary assumptions are made on the process, or (ii) the term "Gaussian process" is used to mean a generalized Gaussian process, i.e., a Gaussian measure, or a measurable map which induces a Gaussian measure \([1, 2]\) and thus the problem of inducing the Gaussian measure from a Gaussian process is not considered.

Throughout this paper real Banach spaces, and real stochastic processes are considered. The basic notation, definitions and properties that are consistently used in subsequent sections are given in the following.

Let \(X\) be a real, separable Banach space of functions on \([0,1]\) and denote by \(B(X)\) the smallest \(\sigma\)-algebra of subsets of \(X\) which contains all the open subsets of \(X\). Let \(X(t,\omega), t \in [0,1]\), be a real stochastic process defined on the probability space \((\Omega, F, P)\) and such that \(X(\cdot, \omega) \in X\) almost surely (a.s.). If the map \(T : (\Omega, F) \to (X, B(X))\), defined by

\[
T \omega = X(\cdot, \omega)
\]

is measurable, then the probability measure \(\mu_X\) induced by \(X(t,\omega), t \in [0,1]\), on \((X, B(X))\) is defined by

\[
\mu_X(B) = P(T^{-1}(B)) = P(\omega \in \Omega : X(\cdot, \omega) \in B)
\]

for all \(B \in B(X)\).

A stochastic process \((\Omega, F, P; X(t, \omega), t \in [0,1])\) is said to be Gaussian if for every finite \(n\) and \(t_1, \ldots, t_n \in [0,1]\), the random variables \(X(t_1, \omega), \ldots, X(t_n, \omega)\) are jointly Gaussian.

Some definitions and properties related to Gaussian measures are summarized here. Let \(X\) be any separable Banach space and \(B(X)\) the
σ-algebra generated by the open subsets of \( X \). It is well known that 
\( \mathcal{B}(X) \) is also the smallest \( \sigma \)-algebra of subsets of \( X \) with respect to
which all continuous functionals on \( X \) are measurable. A probability
measure \( \mu \) on \( (X, \mathcal{B}(X)) \) is said to be Gaussian if every continuous linear
functional \( F \) on \( X \) is a Gaussian random variable. It is easily seen
that \( \mu \) is Gaussian if and only if any finite number of continuous linear
functionals \( \{F_1, \ldots, F_n\} \) on \( X \) are jointly Gaussian random variables.
Let now \( X = H \), a separable Hilbert space with inner product and norm
denoted respectively by \( \langle \cdot, \cdot \rangle \) and \( ||\cdot|| \). If \( \mu \) is a Gaussian measure
on \( (H, \mathcal{B}(H)) \), its mean and its covariance operator are defined [8] as the
element \( u_0 \in H \) and the bounded, linear, nonnegative, self-adjoint and
trace class operator \( S \) on \( H \) which satisfy
\[
E[\langle u, v \rangle] = \langle u_0, v \rangle, \text{ for all } v \in H \tag{1.3}
\]
\[
E[\langle u - u_0, v \rangle | u - u_0, w \rangle] = \langle Sv, w \rangle, \text{ for all } v, w \in H \tag{1.4}
\]
The support of a Gaussian measure \( \mu \) on \( (H, \mathcal{B}(H)) \) is the set \( u_0 + \overline{sp(\phi_n)} \),
where \( \overline{sp(\phi_n)} \) is the closure in \( H \) of the linear manifold \( sp(\phi_n) \)
generated by the eigenfunctions \( \{\phi_n\} \) of the covariance operator \( S \) which
 correspond to its nonzero eigenvalues \( \{\lambda_n\} \) [4]. Also, if \( \mu \) is a
Gaussian measure on \( (H, \mathcal{B}(H)) \) then [8]
\[
E[||u||^2] = \int_H ||u||^2 d\mu(u) = \sum \lambda_n < +\infty \tag{1.5}
\]
Note that if a (not necessarily Gaussian) probability measure \( \mu \) on
\( (H, \mathcal{B}(H)) \) satisfies (1.5) then its mean \( u_0 \) and its covariance operator \( S \)
are well defined by (1.3) and (1.4) respectively.

2. GAUSSIAN STOCHASTIC PROCESSES AND GAUSSIAN MEASURES ON \( C[0,1] \)

In this section it is shown that both questions raised in the intro-
duction have an affirmative answer for the space \( X = C[0,1] \) of all real
valued continuous functions on \( [0,1] \) with the supremum norm.
First, question $Q_1$ is considered. Let $(\xi, F, P; X(t, \omega), t \in [0,1])$ be a Gaussian stochastic process with a.s. continuous sample paths. It is shown in Proposition 2.1(i) that the map $T$ defined by (1.1) is measurable, and in Theorem 2.1 that the measure $\nu_X$ induced by $X(t, \omega), t \in [0,1]$, on $(X = C[0,1], B(X))$ is Gaussian.

**Proposition 2.1.** Let $(\Omega, F, P)$ be a probability space.

(i) If $(\Omega, F, P; X(t, \omega), t \in [0,1])$ is a stochastic process with a.s. continuous sample paths, then the map $T$ defined by (1.1) is measurable.

(ii) Conversely, if a map $K: (\Omega, F) \to (X = C[0,1], B(X))$ is measurable, then $X(t, \omega) = (K\omega)(t), t \in [0,1]$, is a stochastic process defined on the probability space $(\Omega, F, P)$.

**Proof.** (i) It suffices to show that the inverse image under $T$ of a closed sphere in $X$ with center $v \in X$ and radius $\epsilon > 0$ belongs to $F$. Let $B = \{u \in X: ||u - v|| \leq \epsilon\}$. Then

$$T^{-1}(B) = \{\omega \in \Omega: \sup_{t \in [0,1]} |X(t, \omega) - v(t)| \leq \epsilon\}$$

$$= \bigcap_{r} \{\omega \in \Omega: v(r) - \epsilon \leq X(t, \omega) \leq v(r) + \epsilon\}$$

where the intersection is taken over all rationals in $[0,1]$. Since $X(t, \omega)$ is a stochastic process, $\{\omega \in \Omega: a \leq X(t, \omega) \leq b\} \in F$ for every $t \in [0,1]$ and $a \leq b$. Hence $T^{-1}(B) \in F$.

(ii) For every fixed $t \in [0,1]$ we have $\{\omega \in \Omega: X(t, \omega) \leq a\} = K^{-1}(u \in X: u(t) \leq a)$. Since $F_t(u) = u(t), u \in X$, is a continuous linear functional on $X$, $\{u \in X: u(t) \leq a\} \in B(X)$ (see Section 1), and by the measurability of $K, \{\omega \in \Omega: X(t, \omega) \leq a\} \in F$.

**Theorem 2.1.** Let $(\Omega, F, P; X(t, \omega), t \in [0,1])$ be a Gaussian stochastic process with a.s. continuous sample paths. Then the probability measure
\[ \mu_X \text{ induced by } X(t, \omega) \text{ on } (X = C[0,1], \mathcal{B}(X)) \text{ is Gaussian.} \]

Proof. In order to show that \( \mu_X \) is Gaussian it suffices to show that every continuous linear functional on \( X \) is a Gaussian random variable on the probability space \((X, \mathcal{B}(X), \mu_X)\). Let \( F \) be a continuous linear functional on \( X \). Then there exists a real valued function \( \phi \) of bounded variation on \([0,1]\) such that for all \( u \in X \),

\[ F(u) = \int_0^1 u(t) d\phi(t) \]

where the integral is Riemann-Stieltjes. Then by (1.2)

\[ \mu_X(u \in X: F(u) \leq a) = P(\omega \in \Omega; \int_0^1 X(t, \omega) d\phi(t) \leq a). \]

Hence, in order to show that \( F(u) \) is a Gaussian random variable on the probability space \((X, \mathcal{B}(X), \mu_X)\), it suffices to show that

\[ \xi(\omega) = \int_0^1 X(t, \omega) d\phi(t) \quad \text{a.s.} \]

is a Gaussian random variable on \((\Omega, F, P)\). It is known that for continuous functions the Riemann-Stieltjes integral can be approximated as follows:

Consider the partitions \( \Delta_n, n = 1, 2, \ldots \) of \([0,1]\) defined by the points \( t_{k,n} = \frac{k}{n}, k = 0, 1, \ldots, n - 1, n \), and define

\[ \xi_n(\omega) = \sum_{k=1}^{n} X(t_{k,n}, \omega) [\phi(t_k) - \phi(t_{k-1})] \]

Then \( \lim_{n \to \infty} \xi_n(\omega) = \xi(\omega) \) a.s. and the sequence of random variables \( \{\xi_n\} \) is a Gaussian family. Since \( \xi(\omega) \) is finite a.s., it follows by Lemma 5.1 that it is Gaussian.

We now turn to question \( Q_2 \) raised in the introduction and give an affirmative answer in the following theorem:

**Theorem 2.2.** Given any Gaussian measure \( \mu \) on \((X = C[0,1], \mathcal{B}(X))\), there exists a Gaussian stochastic process \((\Omega, F, P; X(t, \omega), t \in [0,1])\) with a.s. continuous sample paths which induces \( \mu \) on \((X, \mathcal{B}(X))\).
Proof. Define the probability space \((\Omega, F, P)\) by \(\Omega = X\), \(F = B(X)\), \(P = \mu\) and denote the identity map between \(\Omega\) and \(X\) by \(I: \Omega \to u\), where \(u = \omega\). Clearly \(I: (\Omega, F) \to (X, B(X))\) is a measurable map. Define \(X(t, \omega)\) by

\[ X(t, \omega) = (I\omega)(t) = u(t), \quad t \in [0,1], \quad \omega \in \Omega. \]

Then, by Proposition 2.1(ii), \(X(t, \omega), t \in [0,1]\), is a stochastic process on \((\Omega, F, P)\). It is clear by (1.1), (1.2) and the definition of \(X(t, \omega), t \in [0,1]\), that \(\mu_X = \mu\), i.e., \(X(t, \omega)\) induces \(\mu\) on \((X, B(X))\). In order to show that \(X(t, \omega), t \in [0,1]\), is a Gaussian process it suffices to show that for every \(n\) and \(t_1, \ldots, t_n \in [0,1]\), the random variables \(X(t_k, \omega), k = 1, \ldots, n\), defined on \((\Omega, F, P)\) are jointly Gaussian; or equivalently that the random variables \(F_{t_k}(\omega) = (I\omega)(t_k) = u(t_k), k = 1, \ldots, n\), defined on \((X, B(X), \mu)\) are jointly Gaussian. But this follows from the fact that each \(F_{t_k}\) is a continuous linear functional on \(X\) and \(\mu\) is a Gaussian measure on \((X, B(X))\). \|

3. GAUSSIAN STOCHASTIC PROCESSES AND GAUSSIAN MEASURES ON \(L_2[0,1]\)

In this section we consider questions \(Q_1\) and \(Q_2\) for the Hilbert space \(L_2[0,1]\) of real valued, square integrable functions with respect to the Lebesgue measure.

First, question \(Q_1\) is considered. Let \((\Omega, F, P; X(t, \omega), t \in [0,1])\) be a Gaussian stochastic process. The problem is under what conditions does \(X(t, \omega), t \in [0,1]\), induce a Gaussian measure on \((X = L_2[0,1], B(X))\). Obvious minimal conditions are that \(X(t, \omega)\) be product \((B[0,1] \times F)\) measurable, where \(B[0,1]\) is the \(\sigma\)-algebra of Borel measurable subsets of \([0,1]\), and that almost all sample paths of \(X(t, \omega)\) belong to \(L_2[0,1]\). Denote by \((I_1)\) and \((I_2)\) the following sets of conditions:
\[(I_1)\]

(i) \(X(t, \omega): ([0,1] \times F, R[0,1] \times F) \rightarrow (\mathbb{R}, B(\mathbb{R}))\) is measurable, where 
\(\mathbb{R}\) is the real line and \(B(\mathbb{R})\) is the class of Borel subsets of \(\mathbb{R}\).

(ii) \(X(t, \omega)\) is Gaussian with mean \(m(t)\), autocorrelation \(r(t, s)\) and covariance \(R(t, s)\).

\[(I_2)\]

(i) and (ii) of \((I_1)\) and

(iii) \(\int_0^1 X^2(t, \omega)dt < \infty \quad \text{a.s.}\)

An application of Fubini's theorem proves the following proposition:

**Proposition 3.1.** If the stochastic process \((\Omega, F, P; X(t, \omega), t \in [0,1])\) satisfies (i) and (iii) of \((I_2)\), then the map \(T\) defined by (1.1) is measurable.

Hence, if (i) and (iii) of \((I_2)\) are satisfied \(X(t, \omega), t \in [0,1]\), induces by (1.2) a probability measure \(\mu_X\) on \((X = L_2[0,1], B(X))\). Now the question under consideration is: If, in addition, \(X(t, \omega), t \in [0,1]\), is Gaussian, under what conditions is \(\mu_X\) Gaussian. A sufficient condition is given in Theorem 3.1 and is shown to be also necessary in Corollary 3.1.

For the proof of Theorem 3.1 the following lemma is needed.

**Lemma 3.1.** Let \((\Omega, F, P; X(t, \omega), t \in [0,1])\) be a stochastic process satisfying \((I_1)\) and let \(f(t)\) be a real valued, Borel measurable function on \([0,1]\). If

\[
\mathbb{E}\left(\int_0^1 |X(t, \omega)f(t)|dt\right)^2 < \infty
\]

then the random variable \(\xi(\omega)\) defined by

\[
\xi(\omega) = \int_0^1 X(t, \omega)f(t)dt \quad \text{a.s.}
\]

is Gaussian with mean \(\int_0^1 m(t)f(t)dt\) and covariance \(\int_0^1 \int_0^1 R(t, s)f(t)f(s)ds\, dt\).
Remark 3.1. If in Lemma 3.1 the condition (3.1) is replaced by

\[(\text{II}) \quad \frac{1}{E} \int_0^1 X^2(t,\omega)dt = \frac{1}{f} \int_0^1 f(t,t)dt < +\infty\]

or by

\[(\text{III}) \quad \frac{1}{F} \int_0^1 |X(t,\omega)|dt^2 < +\infty,\]

then the conclusions of the lemma are true for every \( f \in L^2(0,1) \) and for every real, Borel measurable, a.e. uniformly bounded function \( f \) on \([0,1]\) respectively. Note that, as follows by Schwartz's inequality, (II) implies (III).

Proof. In view of (I) and (3.1) the random variable \( \xi(\omega) \) is well defined by (3.2) as an a.s. sample path integral.

Let \( H(X) \) be the closure in \( L^2(\Omega,F,P) \) of the linear manifold generated by the random variables \( X(t,\omega) \), \( t \in [0,1] \). Then \( H(X) \subseteq L^2(\Omega,F,P) \).

Clearly every family of random variables in \( H(X) \) is jointly Gaussian. The integral

\[ n(\omega) = \frac{1}{f} \int_0^1 X(t,\omega)f(t)dt \quad (3.3) \]

exists in the quadratic mean sense in \( H(X) \) if and only if

\[ \sigma^2 = \frac{1}{f} \int_0^1 \int_0^1 r(t,s)f(t)f(s)dtds < +\infty \quad (3.4) \]

[6, p. 33]. If the integral exists, \( n(\omega) \) is Gaussian with \( E(n^2) = \sigma^2 \).

It will be shown that the hypotheses of the lemma imply (3.4). Note that \( r(t,s) = R(t,s) + m(t)m(s) \) implies

\[ \sigma^2 \leq \frac{1}{f} \int_0^1 \int_0^1 |R(t,s)f(t)f(s)|dtds + \frac{1}{f} \int_0^1 \int_0^1 |m(t)f(t)|dt^2 \quad (3.5) \]

It follows by Tonelli's theorem and by (3.1) that

\[ \frac{1}{f} \int_0^1 \int_0^1 |R(t,s)f(t)f(s)|dtds \leq \frac{1}{f} \int_0^1 \int_0^1 |E[X(t,\omega)X(s,\omega)]f(t)f(s)|dtds \]

\[ = \frac{1}{f} \int_0^1 |E[X(t,\omega)f(t)|dt^2 \leq +\infty \quad (3.6) \]
Also, by Tonelli's theorem and (3.1), we obtain
\[
\frac{1}{\Omega} \int m(t) f(t) dt \leq E(\frac{1}{\Omega} \int X(t, \omega) f(t) dt) < +\infty \tag{3.7}
\]

Equations (3.5), (3.6) and (3.7) imply (3.4).

It is next shown that \( \xi(\omega) = \eta(\omega) \) a.s. Tonelli's theorem and (3.1) imply that
\[
\frac{1}{\Omega} \int \int_0^1 |X(t, \omega)X(s, \omega)f(t)f(s)| ds dt dP(\omega) < +\infty \tag{3.8}
\]

Hence, by Fubini's theorem and (3.4), it follows that
\[
E(\xi^2) = \sigma^2 \tag{3.9}
\]

By applying a property of the quadratic mean integral (3.3) [6, p. 30] and (3.8) we obtain
\[
E(\xi_n) = \frac{1}{\Omega} E[\xi(\omega)X(t, \omega)f(t)] dt
= \frac{1}{\Omega} \int \int_0^1 (X(s, \omega)f(s)X(t, \omega)f(t)ds) dP(\omega) dt = \sigma^2 \tag{3.10}
\]

By (3.9), (3.10) and the fact that \( E(\eta^2) = \sigma^2 \), it follows that
\[
E[|\xi - \eta|^2] = E(\xi^2) - 2E(\xi\eta) + E(\eta^2) = 0
\]

Hence \( \xi = \eta \) in \( L_2(\Omega, F, P) \); i.e., \( \xi(\omega) = \eta(\omega) \) a.s. and since \( \eta \) is Gaussian, so is \( \xi \).

Since by (3.1), \( \frac{1}{\Omega} \int_0^1 X(t, \omega)f(t) dt \in L_1(\Omega, F, P) \), we have \( X(t, \omega)f(t) \in L_1([0,1] \times \Omega, E[0,1] \times F, dt \times P) \) and therefore
\[
E(\xi) = \frac{1}{\Omega} \int_0^1 m(t)f(t) dt
\]

Since \( E(\xi^2) = E(\eta^2) = \sigma^2 \), it follows by (3.1) that
\[
\text{Var}(\xi) = E(\xi^2) - E^2(\xi) = \frac{1}{\Omega} \int_0^1 \int_0^1 R(t, s)f(t)f(s)dt ds
\]

**Theorem 3.1.** If the stochastic process \( (\Omega, F, P; X(t, \omega), t \in [0,1]) \) satisfies (I, I) and (II), then the probability measure \( \mu_X \) induced on
$(X = L^2([0,1],\mathcal{B}(X))$ by $X(t,u)$ is Gaussian with mean $m \in X$ and covariance operator generated by the kernel $R(t,s)$.

**Proof.** Note that (II) implies (iii) of $I_2$ and by Proposition 3.1 $\mu_X$ is well defined by (1.2). In order to show that $\mu_X$ is Gaussian it suffices to show that every continuous linear functional on $X$ is a Gaussian random variable on the probability space $(X,\mathcal{B}(X),\mu_X)$. Let $F$ be a continuous linear functional on $X$. Then there exists a $f \in X$ such that

$$F(u) = \langle u, f \rangle = \int_0^1 u(t)f(t)dt$$

for all $u \in X$. It follows by (1.2) that

$$\mu_X\{u \in X: F(u) \leq a\} = \mathbb{P}(\omega \in \Omega: \frac{1}{0} X(t,\omega)f(t)dt \leq a).$$

Hence the random variables $F(u)$ on $(X,\mathcal{B}(X),\mu_X)$ and $\xi_{f}(\omega) = \frac{1}{0} X(t,\omega)f(t)dt$ on $(\Omega,F,\mathbb{P})$ are identically distributed. Since $\xi(\omega)$ is Gaussian by Remark 3.1, so is $F(u)$.

If $u_o \in X$ is the mean of $\mu_X$, it follows from (1.3) and Remark 3.1 that

$$\frac{1}{0} u_o(t)f(t)dt = E[\langle u, f \rangle] = E[\xi_{f}(\omega)] = \frac{1}{0} m(t)f(t)dt$$

for all $f \in X$. Hence $u_o(t) = m(t)$ a.e. (Leb.) on $[0,1]$; i.e., $m = u_o$ in $X$.

If $S$ is the covariance operator of $\mu_X$ and $\xi_g(\omega) = \frac{1}{0} X(t,\omega)g(t)dt$, $g \in X$, it follows by (1.4) and the fact that the random variables $\langle u, f \rangle$, $\langle u, g \rangle$ and $\xi_{f}(\omega)$, $\xi_{g}(\omega)$ are identically distributed that

$$\langle Sf, g \rangle = E[\langle u - u_o, f \rangle \langle u - u_o, g \rangle]$$

$$= E[\xi_{f}(\omega)\xi_{g}(\omega)] - \langle u_o, f \rangle \langle u_o, g \rangle$$

for all $f, g \in X$. As in (3.8) we obtain
\[ \int_{0}^{1} \int_{0}^{1} |X(t,\omega)X(s,\omega)f(t)\eta(s)| \, ds \, dt \, dP(\omega) < +\infty \quad \text{and by Fubini's Theorem} \]

we have

\[ <Sf, g> = \int_{0}^{1} \int_{0}^{1} R(t,s)f(t)\eta(s) \, ds \, dt - <m,f> <m,g> \]

\[ = \int_{0}^{1} \int_{0}^{1} R(t,s)f(t)\eta(s) \, ds \, dt = <Rf, g> \]

for all \( f, g \in X \), where \( R \) is the trace class (because of (II)) operator on \( X \) with kernel \( R(t,s) \). Hence \( S = R \).

It should be noted that condition (II) is satisfied if the stochastic process \( X(t,\omega), t \in [0,1] \), has either one of the following properties: mean square continuity, wide sense stationarity, uniformly bounded auto-correlation function.

Theorem 3.1 shows that condition (II) is sufficient for the induced measure \( \mu_X \) to be Gaussian. It is shown in the following corollary that it is also necessary.

**Corollary 3.1.** If the stochastic process \( (\Omega,F,P; X(t,\omega), t \in [0,1]) \) satisfies (I2), then the probability measure \( \mu_X \) induced on \( (X = L^2_{\text{loc}}[0,1], R(X)) \) by \( X(t,\omega) \) is Gaussian if and only if (II) is satisfied.

**Proof.** The "if" part is shown in Theorem 3.1. The "only if" part follows from (1.5) and the fact that the random variables \( ||u||^2 \) on \( (X,B(X),\mu_X) \) and \( ||X(\cdot,\omega)||^2 \) on \( (\Omega,F,P) \) are identically distributed.

One may wonder whether \( \mu_X \) can be shown to be a Gaussian measure if the stochastic process \( X(t,\omega), t \in [0,1] \), satisfies conditions (I2) and (III), which are in general weaker than (I1) and (II). The answer, in the affirmative, is provided by the following theorem.

**Theorem 3.2.** If the stochastic process \( (\Omega,F,P; X(t,\omega), t \in [0,1]) \) satisfies (I2) and (III), then the probability measure \( \mu_X \) induced on
\( X = L_2[0,1], B(X) \) by \( X(t,\omega) \) is Gaussian with mean \( m(t) \) and covariance operator \( S \) with kernel \( R(t,s) \) and (II) is satisfied.

**Proof.** Let \( \{\phi_n(t)\} \) be a complete orthonormal set in \( L_2[0,1] \) such that each \( \phi_n(t) \) is continuous on \( [0,1] \) for all \( n \). Then \( X(t,\omega) \in L_2[0,1] \) implies

\[
X(t,\omega) = \sum_{n=1}^{\infty} \xi_n(\omega) \phi_n(t)
\]  

in \( L_2[0,1] \) a.s., where

\[
\xi_n(\omega) = \int_0^1 X(t,\omega) \phi_n(t) dt \quad \text{a.s.}
\]

It follows by Remark 3.1 and the proof of Theorem 3.1 that the random variables \( \{\xi_n(\omega)\} \) are jointly Gaussian.

In order to show that \( \mu_X \) is Gaussian it suffices to show that every continuous linear functional on \( X \) is Gaussian; i.e., that the random variable \( F(u) = \langle u, f \rangle \) on \( (X, B(X), \mu_X) \) is Gaussian for every \( f \in X \). It is seen in the proof of Theorem 3.1 that the random variable \( F(u) \) is identically distributed with the random variable \( \xi(\omega) \) on \( (\Omega, F, P) \), given by

\[
\xi(\omega) = \int_0^1 X(t,\omega) f(t) dt \quad \text{a.s.}
\]

It follows from (3.11) that

\[
\xi(\omega) = \sum_{n=1}^{\infty} \xi_n(\omega) \quad \text{a.s.}
\]

By Lemma 5.1 it follows that \( \xi(\omega) \) is Gaussian.

The validity of (II) follows from Corollary 3.1 and the claims about the mean and covariance of \( \mu_X \) from Theorem 3.1.

**Remark 3.2.** It follows from Theorem 3.2 that if condition (I) is satisfied, then (II) and (III) are equivalent.

The affirmative answer to question \( Q_2 \) is given in the following theorem.

**Theorem 3.3.** Given any Gaussian measure \( \mu \) on \( X = L_2[0,1], B(X) \) there exists a Gaussian stochastic process \( (\Omega, F, P; X(t,\omega), t \in [0,1]) \)
which satisfies (I) and (II) and induces \( \mu \) on \((X, \mathcal{B}(X))\).

In order to prove Theorem 3.3, the following lemma is needed.

**Lemma 3.2.** Let \( \mu \) be a Gaussian measure on \((X = L^2([0,1], \mathcal{B}(X)))\), let \( u_o \) and \( S \) be the mean and the covariance operator of \( \mu \) respectively, and let \( \{\phi_n\}_{n=1}^{\infty} \) be the eigenfunctions of \( S \) corresponding to its nonzero eigenvalues \( \{\lambda_n\}_{n=1}^{\infty} \).

1. There exists a set \( A_1 \in \mathcal{B}[0,1] \) with \( \text{Leb}(A_1) = 0 \) such that
   
   (i) The series \( \sum_{n=1}^{\infty} \langle \phi_n, u - u_o \rangle \phi_n(t) \) converges in \( L^2(X, \mathcal{B}(X), \mu) \) for all \( t \in A_1^c \) (\( A_1^c \) denotes the complement of \( A_1 \)); and
   
   (ii) for all \( t \in A_1 \) there exists a set \( N_t \in \mathcal{B}(X) \) such that \( \mu(N_t) = 0 \) and the series \( \sum_{n=1}^{\infty} \langle \phi_n, u - u_o \rangle \phi_n(t) \) converges for all \( u \in N_t^c \).

Define \( Y(t,u) \) equal to the limit of the series on \( A_1^c \times X \) and equal to zero on \( A_1 \times X \).

2. The series \( \sum_{n=1}^{\infty} \langle \phi_n, u - u_o \rangle \phi_n(t) \) converges in
   
   \( L^2([0,1] \times X, \mathcal{B}[0,1] \times \mathcal{B}(X), \text{Leb} \times \mu) \). Denote the limit by \( Y'(t,u) \).

3. There exists a set \( A \in \mathcal{B}[0,1] \) such that \( \text{Leb}(A) = 0 \) and \( Y(t,u) = Y'(t,u) \) a.e. \( [\text{Leb} \times \mu] \) on \( A^c \times X \).

**Proof of Lemma 3.2.** Proof of (1). Let \( f(t) = \sum_{n=1}^{\infty} \lambda_n \phi_n^2(t) \). Since all the functions in this series are nonnegative, real valued and measurable, it follows that \( f(t) \) is an extended, real valued, measurable function.

Since, by (1.5),

\[
\frac{1}{0} \int f(t) dt = \sum_{n=1}^{\infty} \lambda_n \int_0^1 \phi_n^2(t) dt = \sum_{n=1}^{\infty} \lambda_n < +\infty,
\]

we conclude that there exists a set \( A_1 \in \mathcal{B}[0,1] \) such that \( \text{Leb}(A_1) = 0 \) and \( f(t) < +\infty \) on \( A_1^c \). Let \( t \in A_1^c \) be fixed. Then the random variables \( \{\phi_n^2(t,u) = \langle \phi_n, u - u_o \rangle \phi_n(t)\}_{n=1}^{\infty} \) on \((X, \mathcal{B}(X), \mu)\) are jointly Gaussian with mean zero and
\[ E[\psi_n^2(t,u)] = \langle S_{n,n} \phi_n, \phi_n \rangle = \lambda_n \phi_n^2(t) \]

\[ E[\psi_n(t,u)\psi_k(t,u)] = \langle S_{n,k} \phi_n, \phi_k \rangle = \delta_{nk} \lambda_n \phi_n(t), \]

where \( \delta_{nk} \) is Kronecker's \( \delta \). Hence \( \{\psi_n(t,u)\}_{n=1}^{\infty} \) is a sequence of independent, zero mean, Gaussian random variables and

\[ \sum_{n=1}^{\infty} \lambda_n \phi_n^2(t) < +\infty. \]

This implies (i) and also by [3, p. 197] for all \( t \in A_1^c \) the series \( \sum_{n=1}^{\infty} \psi_n(t,u) \) converges a.e. \( [\mu] \), which proves (ii).

Clearly the two limits, in (i) and (ii), are equal a.e. \( [\mu] \).

**Proof of (2).** Let \( B[0,1] \times B(X) \) be the product \( \sigma \)-algebra of \([0,1] \times X\). Then \( \psi_n(t,u) \) is a measurable function. By Tonelli's theorem we have

\[ \int_0^1 \int_X \psi_n^2(t,u) \, du \, dt = \langle S_{n,n} \phi_n, \phi_n \rangle = \lambda_n. \]

Hence \( \psi_n \in L_2([0,1] \times X, B[0,1] \times B(X), \text{Leb} \times \mu) \equiv L_2([0,1] \times X) \) and \( \psi_n \psi_k \in L_1([0,1] \times X) \) for all \( n \) and \( k \). It follows by Fubini's Theorem that

\[ \int_0^1 \int_X \psi_n(t,u) \psi_k(t,u) \, du \, dt = \langle S_{n,k} \phi_n, \phi_k \rangle = \delta_{nk} \lambda_k. \]

Hence \( \{\psi_n(t,u)\}_{n=1}^{\infty} \) are orthogonal in \( L_2([0,1] \times X) \) and by (1.5),

\[ \sum_{n=1}^{\infty} \int_0^1 \int_X \psi_n^2(t,u) \, du \, dt = \sum_{n=1}^{\infty} \lambda_n < +\infty. \]

It follows that the series \( \sum_{n=1}^{\infty} \psi_n(t,u) \) converges in \( L_2([0,1] \times X) \).

**Proof of (3).** Since by (2), \( \sum_{n=1}^{N_k} \psi_n(t,u) = Y'(t,u) \) in \( L_2([0,1] \times X) \), it follows that there exists a subsequence such that \( \lim_{k \to +\infty} \sum_{n=1}^{N_k} \psi_n(t,u) = Y'(t,u) \) \( \in [\text{Leb} \times \mu] \) on \([0,1] \times X\). Let \( B = \{(t,u) \in [0,1] \times X: \sum_{n=1}^{N_k} \psi_n(t,u) \} \) does not converge to \( Y'(t,u) \). Then \( (\text{Leb} \times \mu)(B) = 0 \) and by Fubini's theorem,

\[ 0 = (\text{Leb} \times \mu)(B) = \frac{1}{2} \int_0^1 \int_X x_B(t,u) \, du \, dt \]

\[ = \frac{1}{2} \int_0^1 \int_{B_t} u(B_t) \, dt \]

\[ = \frac{1}{2} \int_0^1 \int_0^1 \int_0^1 u(B_t) \, dt \]
where \( B_t = \{ u \in X : (t,u) \in B \} \subseteq B(X) \). Hence \( \mu(B_t) = 0 \) a.e. [Leb.] on \([0,1] \) and thus there exists a set \( A_2 \subseteq [0,1] \) such that \( \text{Leb}(A_2) = 0 \) and \( \mu(B_t) = 0 \) for all \( t \in A_2^c \). It follows that for every \( t \in A_2^c \) we have \( \mu(B_t) = 0 \) and \( \lim_{k \rightarrow \infty} \sum_{n=1}^{N_k} \psi_n(t,u) = Y'(t,u) \) a.e. [\( \mu \)].

Let \( A = A_1 \cup A_2 \). Then for every \( t \in A^c \) there exists \( B_t \in B(X) \) such that \( \mu(B_t) = 0 \) and

\[
\lim_{k \rightarrow \infty} \sum_{n=1}^{N_k} \psi_n(t,u) = Y'(t,u) \quad \text{for all } u \in B_t^c.
\]

By part (1.ii) it follows that for every \( t \in A^c \) there exists \( N_t \in B(X) \) such that \( \mu(N_t) = 0 \) and

\[
\lim_{N \rightarrow \infty} \sum_{n=1}^{N} \psi_n(t,u) = Y(t,u) \quad \text{for all } u \in N_t^c.
\]

Since \( \{ \sum_{n=1}^{N_k} \psi_n(t,u) \}_{k=1}^{\infty} \) is a subsequence of \( \{ \sum_{n=1}^{N} \psi_n(t,u) \}_{N=1}^{\infty} \), it follows that for every \( t \in A^c, N_t \subseteq B_t \). Hence for all \( t \in A^c \) and \( u \in B_t^c \):

\[
Y(t,u) = Y'(t,u) = \sum_{n=1}^{\infty} \psi_n(t,u).
\]

It now follows from \([0,1] \times X = (A \times X) \cup (A^c \times X) \cup ((A^c \times X) \cap B^c) \), \( \text{Leb}(A) = 0 \) and \((\text{Leb} \times \mu)(B) = 0\), that \( (\text{Leb} \times \mu)((A^c \times X) \cap B^c) = (\text{Leb} \times \mu)\{[0,1] \times X\} \). For all \( (t,u) \in ((A^c \times X) \cap B^c) \) we have \( t \in A^c \) and \( u \in B_t^c \) and thus \( Y(t,u) = Y'(t,u) \). It follows that \( Y(t,u) = Y'(t,u) \) a.e. [\( \text{Leb} \times \mu \)] on \([0,1] \times X\).

**Proof of Theorem 3.3.** Define the probability space \((\Omega, F, P)\) by \( \Omega = X, \ F = B(X), \ P = \mu \) and denote the identity map between \( \Omega \) and \( X \) by \( I : Iw = u \), where \( u = w \). Define \( X(t,\omega) \) by

\[
X(t,\omega) = \begin{cases} 
0 & \text{on } A \times \Omega \\
u_o(t) + Y(t,I^{-1}(\omega)) & \text{on } A^c \times \Omega,
\end{cases}
\]

\[(3.12)\]
where $A$ and $Y$ are the same as in Lemma 3.2. Since $u_0(t)$ and $Y(t,u)$ are $B[0,1] \times B(X)$ measurable, it follows that $X(t,\omega)$ is $B[0,1] \times F$ measurable and hence $(\Omega,F,P; X(t,\omega), t \in [0,1])$ is a product measurable stochastic process. It also follows by parts (1) and (3) of Lemma 3.2 that for all $t \in A^c$,

$$X(t,\omega) = u_0(t) + \sum_{n=1}^{\infty} \phi_n, I^{-1}(\omega) - u_0 > \phi_n (t)$$  \hspace{1cm} (3.13)

a.e. $[P]$ and also in $L_2(\Omega,F,P)$. Since the random variables $\{<\phi_n,u-u_0> : n=1\}$ on $(X,B(X),\mu)$ are jointly Gaussian, so are the random variables $\{<\phi_n,I^{-1}(\omega) - u_0> : n=1\}$ on $(\Omega,F,P)$. Hence the convergence in $L_2(\Omega,F,P)$ of the series (3.13), along with (3.12), imply that $X(t,\omega), t \in [0,1]$ is a Gaussian stochastic process.

Now $u_0(t) \in L_2([0,1])$ implies $u_0(t) \in L_2([0,1] \times \Omega)$. Also $Y(t,u) \in L_2([0,1] \times X)$ implies $Y(t,I^{-1}(\omega)) \in L_2([0,1] \times \Omega)$. It follows that $X(t,\omega) \in L_2([0,1] \times \Omega)$ and by Fubini's theorem we obtain

$$\int_0^1 \int_0^1 X^2(t,\omega) dt dP(\omega) = \int_0^1 \int_0^1 X^2(t,\omega) dt$$

i.e., $X(t,\omega)$ satisfies (II). Thus $X(t,\omega), t \in [0,1]$, satisfies both (I) and (II) and by Theorem 3.1 it induces a Gaussian measure $\mu_X$ on $(X,B(X))$. It will be shown that $\mu_X = \mu$. For this it suffices to show $\mu_X(B) = \mu(B)$ for any open sphere with radius $\epsilon > 0$ and center any $w \in X$. Let $B = \{u \in X: ||u - w|| < \epsilon\}$. Then we have by (1.2), (3.12) and (3.13)

$$\mu_X(B) = P(\omega \in \Omega: ||X(\cdot,\omega) - w(\cdot)|| < \epsilon)$$

$$= \mu(u \in X: ||u - \sum_{n=1}^{\infty} \phi_n u - u_0 > \phi_n - w|| < \epsilon)$$

Since the support of $\mu$ is $\sup(\mu) = \bar{u}_0 + V(\phi_n)$, we have
\[ \mu_X(B) = \mu(\{v \in \overline{\operatorname{sp}(\phi_n)} : \| u_o + \sum_{n=1}^{\infty} \phi_n \cdot v \phi_n - w \| < \epsilon \}) \\
= \mu(\{v \in \overline{\operatorname{sp}(\phi_n)} : \| u_o + v - w \| < \epsilon \}) \\
= \mu(\{u \in \operatorname{sup}(\mu) : \| u - w \| < \epsilon \}) \\
= \mu(\{u \in X : \| u - v \| < \epsilon \}) = \mu(B) \\
\]

which completes the proof.

4. SOME GENERALIZATIONS AND EXTENSIONS

In this section the following generalizations and extensions of the results presented in Sections 2 and 3 are considered.

4.1 From \([0,1]\) to any Borel measurable subset \(T\) of the real line.

All the results presented in Sections 2 and 3 for the case where the parameter \(t\) takes values on \(T = [0,1]\) clearly hold for any compact subset \(T\) of the real line. Moreover it is easily seen that all the results of Section 3 also hold for every Borel measurable subset \(T\) of the real line. The only use of the compactness of the interval \([0,1]\) is made in the proof of Theorem 3.2, in concluding that the continuous, orthonormal and complete functions \(\phi_n(t)\) in \(L^2[0,1]\) are uniformly bounded. However, what is essential in the proof is clearly the uniform boundedness on \(T\) of each function in a complete orthonormal set in \(L^2(T, \mathcal{B}(T), \text{Leb})\), and this can be always satisfied by an appropriate choice of a complete orthonormal set even if \(T\) is a set of infinite Lebesgue measure.

4.2 On the induction of a Gaussian measure on an appropriate \(L^2\) space by a Gaussian stochastic process.

The two questions raised in the introduction have been answered in the affirmative for the function spaces \(C[0,1]\) and \(L^2[0,1]\) in Sections 2 and 3 respectively. It should be remarked that the only case where an affirmative answer is obtained under restrictive assumptions, and by no
means in general, is the important case of inducing a Gaussian measure on \( L_2([0,1]) \) from a Gaussian process \( X(t,\omega), t \in [0,1] \): the restrictive assumption being condition (II). We now turn our attention to this case and ask whether assumption (II) is essential to inducing a Gaussian measure or not. It turns out that the need for assumption (II) is solely due to the specific way in which we attempted to provide an answer, and that an affirmative answer can indeed be given in the general case with no restrictive assumptions whatever. Specifically, it is presently shown that every product measurable, Gaussian stochastic process \( X(t,\omega), t \in T \), where \( T \) is any Borel measurable set on the real line, induces a Gaussian measure on an appropriate Hilbert space of square integrable functions on \( T \).

Let \((\Omega, F, P)\) be a probability space. In this section by (I), (II) and (II) we mean conditions (I), (II) and (II) with the interval \([0,1]\) replaced by a Borel measurable set \( T \) of the real line. It follows by Theorem 3.1 and Section 4.1 that a stochastic process \( X(t,\omega), t \in T \), satisfying (I) induces a Gaussian measure on \( L_2(T,\mathcal{B}(T),\text{Leb.}) \) if (II) is satisfied, i.e., if \( \int_T r(t,\omega)dt < +\infty \).

Consider a measure \( \nu \) on \((T,\mathcal{B}(T))\) such that

\[
(IV) \quad \int_T r(t,\omega) d\nu(t) < +\infty.
\]

That such measures \( \nu \) exist follows from the following particular choice: Define \( \nu_0 \) on \((T,\mathcal{B}(T))\) by \( d\nu_0 = \frac{\nu_0}{d\text{Leb}} \) \( t \) = \( f(t)g(t) \), where \( g(t) > 0 \), \( g \in L_1(T,\mathcal{B}(T),\text{Leb.}) \) and

\[
f(t) = \begin{cases} 
    r(t,\omega) & \text{for } 0 \leq r(t,\omega) < 1 \\
    \frac{1}{r(t,\omega)} & \text{for } 1 \leq r(t,\omega)
\end{cases}
\]

It is clear that \( \nu_0 \) satisfies (IV) and is a finite measure. The following theorem can be proved in the same way as Theorem 3.1.
Theorem 4.1. If the stochastic process \((\Omega, F, P; X(t, \omega), t \in T)\)
satisfies \((I_1)\), then for every measure \(\nu\) on \((T, \mathcal{B}(T))\) satisfying \((IV)\),
\(X(t, \omega), t \in T\), induces a Gaussian measure \(\mu_X\) on \((X = L_2(T, \mathcal{B}(T), \nu), \mathcal{E}(X))\) with mean \(m \in X\) and covariance operator \(S\) generated by the
kernel \(R(t, s)\).

Hence, even though a product measurable Gaussian process does not
necessarily induce a Gaussian measure on \((H_{\text{Leb}} = L_2(T, \mathcal{B}(T), \text{Leb.}), \mathcal{E}(H_{\text{Leb}}))\),
the necessary and sufficient condition for the latter being \((II)\), it always
induces a Gaussian measure on every \((H_\nu = L_2(T, \mathcal{B}(T), \nu), \mathcal{E}(H_\nu))\) with \(\nu\)
satisfying \((IV)\). For instance, a wide sense stationary process \(X(t, \omega), t \in \mathbb{R}\), satisfying \((I_1)\) does not induce a measure on \(L_2(\mathbb{R}, \mathcal{B}(\mathbb{R}), \text{Leb.})\),
but it induces a Gaussian measure on \(L_2(\mathbb{R}, \mathcal{B}(\mathbb{R}), \nu)\) for every finite measure
\(\nu\). Also a harmonizable Gaussian process \(X(t, \omega), t \in \mathbb{R}\), does not necessarily
induce a Gaussian measure on \(L_2(\mathbb{R}, \mathcal{B}(\mathbb{R}), \text{Leb.})\), but it induces a Gaussian
measure on every \(L_2(\mathbb{R}, \mathcal{B}(\mathbb{R}), \nu)\) for \(\nu\) a finite measure. For a more concrete
example consider the Wiener process \(W(t, \omega), t \in [0, +\infty) \subset \mathbb{R}^+\); then
\(r(t, s) = \min(t, s)\) and even though \(W(t, \omega)\) does not induce a measure on
\(L_2(\mathbb{R}^+, \mathcal{B}(\mathbb{R}^+), \text{Leb.})\) it induces a Gaussian measure for example on
\(L_2(\mathbb{R}^+, \mathcal{B}(\mathbb{R}^+), \nu)\), where \(\nu\) is defined by \[\frac{d\nu}{d\text{Leb}}(t) = e^{-t}\).

Remark 4.1. Denote by \(N\) the set of measures \(\nu\) on \((T, \mathcal{B}(T))\) which
satisfy \((IV)\). A meaningful choice of \(\nu\) in \(N\) assigns positive measure
to all Lebesgue measurable subsets, with positive Lebesgue measure, of the
set \(T_0 = \{t \in T; r(t, t) \neq 0\}\). That such measures \(\nu\) exist is demonstrated
by the measure \(\nu_0\). The construction of \(\nu_0\) makes also clear that there
exist \(\nu \in N\) which are absolutely continuous with respect to the Lebesgue
measure with, moreover, \[\frac{d\nu}{d\text{Leb}}(t) \neq 0\text{ a.e. [Leb.]}\] on \(T_0\); i.e., there
exist \(\nu \in N\) which are equivalent to the Lebesgue measure on \((T_0, \mathcal{B}(T_0))\).
 Remark 4.2. Theorem 4.1 states that for every \( \nu \in N \), a product measurable, Gaussian stochastic process \( X(t, \omega), t \in T \), induces a Gaussian measure \( \mu_\nu \) on \( H_\nu = L_2(T, \mathbb{R}(T), \nu) \). Let \( S_\nu \) be the covariance operator of \( \mu_\nu \) and \( \{\phi_\nu,n\}_n \) its eigenfunctions corresponding to its nonzero eigenvalues. The support of \( \mu_\nu \) is \( \text{sup}(\mu_\nu) = m + \text{sp}(\phi_\nu, n)_n = m + \overline{R}(S_\nu) \), where \( \overline{R}(S_\nu) \) is the closure in \( H_\nu \) of the range \( R(S_\nu) \) of the operator \( S_\nu \). Hence the Hilbert spaces \( (H_\nu) \) and the induced Gaussian measures \( (\mu_\nu) \), as well as the supports \( (m + \overline{R}(S_\nu)) \), depend on the choice of \( \nu \) in \( N \). Some interesting questions arise in this connection. First, whether the equivalence or singularity of the Gaussian measures induced by two product measurable, Gaussian stochastic processes depend on \( \nu \) in \( N \). This problem will not be considered here. Secondly, how does \( \text{sup}(\mu_\nu) \), or \( \overline{R}(S_\nu) \), depend on \( \nu \in N \)? Note that \( X(\cdot, \omega) - m(\cdot) \in \overline{R}(S_\nu) \) a.s. for all \( \nu \in N \), and therefore it would be interesting to know whether there exists a minimal \( \overline{R}(S_\nu) \) for some \( \nu \in N \). Even though an affirmative answer to the latter question does not seem in general plausible, the following remarks can be made.

(i) Let \( \nu_1, \nu_2 \in N \), \( i = 1, 2 \), be such that \( \nu_1 \ll \text{Leb} \) and let

\[
\frac{d\nu_i}{d\text{Leb}}(t) = \phi_i(t). \quad \text{If} \quad \frac{\phi_2(t)}{\phi_1(t)} \leq C_{12} < \infty \quad \text{on} \quad T_0,
\]

then it is easily seen that \( H_{\nu_1} \subset H_{\nu_2} \) and \( R(S_{\nu_2}) \subset R(S_{\nu_1}) \). However, an inclusion relationship between \( \overline{R}(S_{\nu_1}) \) and \( \overline{R}(S_{\nu_2}) \) does not seem to hold in general, except if \( S_{\nu_2} \) and \( S_{\nu_1} \) are strictly positive definite operators, in which case \( \overline{R}(S_{\nu_1}) \subset \overline{R}(S_{\nu_2}) \).

(ii) If \( \text{Leb} \in N \), then for every \( \nu \in N \) such that \( \nu \ll \text{Leb} \) and \( \phi(t) \leq C < \infty \) on \( T_0 \) we have \( H_{\text{Leb}} \subset H \) and \( R(S) \subset R(S_{\text{Leb}}) \).
However, there may exist \( \nu \in N \) such that \( \overline{R}(S_{\nu}) \subset \overline{R}(S_{\text{Leb}}) \). For instance consider the Wiener process \( W(t, \omega), t \in [0,1] \); then \( r(t, t) = t \), \( \text{Leb.} \in N \), and if \( \nu \) is defined by \( \frac{d\nu}{d\text{Leb}}(t) = \frac{1}{t^p}, 1 \leq p < 2 \), then \( \nu \in N \) and by (i), \( \overline{R}(S_{\nu}) = H_{\nu} \not\subset H_{\text{Leb}} = \overline{R}(S_{\text{Leb}}) \).

(iii) If \( \text{Leb} \not\in N \) then (i) is still applicable. However a measure \( \nu \in N \) corresponding to a minimal \( \overline{R}(S_{\nu}) \) does not seem in general to exist. For instance consider the Wiener process \( W(t, \omega), t \in [0, +\infty) \equiv \mathbb{R}^+ \) and the measures \( \nu_k, k = 1, 2, \ldots \), defined on \( (\mathbb{R}^+, \mathcal{B}(\mathbb{R}^+)) \) by \( \frac{d\nu_k}{d\text{Leb}}(t) = \phi_k(t) = \frac{1}{2}, \frac{1}{2} \) on \([0, k)\) and to \( e^{-2kt^2} \) on \([k, +\infty)\). Then \( \text{Leb} \not\in N \),

\( \nu_k \in N, \overline{R}(S_{\nu_k}) = H_{\nu_k}, \) and by (i), \( \overline{R}(S_{\nu_{k+1}}) \not\subset \overline{R}(S_{\nu_k}) \) for all \( k \). Note that \( \phi_k(t) \to 1 \) for all \( t \in [0, +\infty) \) and hence there is no \( \nu \in N \) such that \( H_{\nu} \subset H_{\nu_k} \) for all \( k \).

4.3. Gaussian stochastic processes and Gaussian measures on \( L_p[0,1] \).

It is shown in Theorem 3.2 that if the stochastic process \( X(t, \omega), t \in [0,1], \) satisfies (I\(_2\)) and (III) then it induces a Gaussian measure on \( (H_2 = L_2[0,1], \mathcal{B}(H_2)) \). Note that (III) implies only integrability and not square integrability of almost all sample paths of \( X(t, \omega) \). Hence the question arises as to whether a Gaussian measure is induced on \( (H_1 = L_1[0,1], \mathcal{B}(H_1)) \) by \( X(t, \omega) \) if (I\(_1\)) and (III) are satisfied. The answer to this question is shown to be affirmative in Theorem 4.2.

This naturally raises the question of inducing a Gaussian measure on \( L_p[0,1], 1 \leq p < +\infty \). If the stochastic process \( (\Omega, F, \mathbb{P}; X(t, \omega), t \in [0,1]) \) is product \( (\mathbb{B}[0,1] \times F) \) measurable and if \( \int_0^1 |X(t, \omega)|^p dt < +\infty \) a.s. for \( 1 \leq p < +\infty \), then the map \( T \) defined by (1.1) with \( X = L_p[0,1] \) is measurable and \( X(t, \omega), t \in [0,1], \) induces on \( (X, \mathcal{B}(X)) \) a probability measure \( \mu_X \).
defined by (1.2). The following theorem can be proved as Theorem 3.1.

**Theorem 4.2.** If the stochastic process \((\Omega, \mathcal{F}, P; X(t, \omega), t \in [0, 1])\) satisfies (I), and (III) for \(p = 1\) or

\[
\mathbb{E} \left( \int_0^1 |X(t, \omega)|^p \, dt \right)^{2/p} < +\infty
\]

for \(1 < p < +\infty\), then the probability measure \(\mu_X\) induced on \((\mathcal{H}_p = L_p[0, 1], \mathcal{B}(\mathcal{H}_p))\) by \(X(t, \omega)\) is Gaussian.

Theorem 4.2 answers question \(Q_1\) for the spaces \(L_p[0, 1], 1 \leq p < +\infty\). Theorem 3.1 is thus obtained from Theorem 4.2 for \(p = 2\). Theorem 4.2 continuous to hold if the set \([0, 1]\) is replaced by a Borel measurable set \(T\) on the real line.

The study of question \(Q_2\) in the general \(L_p[0, 1]\) space, \(1 \leq p < +\infty\), appears to be considerably more complicated than in the case \(p = 2\). The results reported recently in [7] and [10] seem to provide the appropriate structure to approach this question.

5. **APPENDIX**

We prove the following lemma which is used in the proofs of Theorems 2.1 and 3.2.

**Lemma 5.1.** If the real random variables \(\{\xi_n, n = 1, 2, \ldots\}\) are jointly Gaussian and \(\lim_{n \to +\infty} \xi_n = \xi\) a.s., where \(\xi\) is an a.s. finite random variable, then \(\xi\) is Gaussian.

**Proof.** Since the sequence of random variables \(\xi_n\) converges a.s. to the a.s. finite random variable \(\xi\), it follows that the sequence of distribution functions of the \(\xi_n\)’s converges completely to the distribution function of \(\xi\). Hence if we denote by \(f_n(t) = e^{iu t - \frac{1}{2} \xi_n^2 t^2}\) the characteristic function of \(\xi_n\), \(n = 1, 2, \ldots\), and by \(f(t)\) the characteristic function of \(\xi\), we have
\[
\lim_{n \to \infty} f_n(t) = f(t) \text{ for all } t \in (-\infty, +\infty)
\] (5.1)

Eq. (5.1) implies that
\[
\arg f_n(1) = u_n \xrightarrow{n \to \infty} u_\infty = \arg f(1)
\] (5.2)

and that
\[
|f_n(\sqrt{2})| = e^{-\sigma_n^2} \xrightarrow{n \to \infty} |f(\sqrt{2})| < +\infty.
\]

Note that the limit \(|f(\sqrt{2})|\) is strictly positive; since if \(|f(\sqrt{2})| = 0\) then
\[
\sigma_n^2 \xrightarrow{n \to \infty} +\infty\]
and
\[
|f(t)| = \lim_{n \to \infty} |f_n(t)| = \begin{cases} 1 & \text{for } t = 0 \\ 0 & \text{for } t \neq 0 \end{cases},
\]
which contradicts the fact that \(f(t)\) is continuous in \(t\). Hence
\[
\sigma_n^2 \xrightarrow{n \to \infty} c_\infty < +\infty.
\] (5.3)

It follows from (5.1), (5.2) and (5.3) that
\[
f(t) = e^{iu_\infty t - \frac{i\sigma_\infty^2}{2} t^2} \text{ for all } t \in (-\infty, +\infty)
\]
and thus \(\xi\) is Gaussian.
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