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1. INTRODUCTION

The purpose of our research is to investigate the asymptotic fluctuation behavior of sums of weakly dependent random variables, such as lacunary trigonometric, mixing, and Gaussian. We present here a brief exposition of the results obtained and a detailed sketch of the method leading to these results. A complete presentation is given in Philipp and Stout (1974).

In essence, \( \{x_n\} \) are weakly dependent if

\[
E \left| E(x_{n+k} \mid x_1, \ldots, x_n) \right| \to 0
\]

as \( k \to \infty \) for each \( n \geq 1 \). By asymptotic fluctuation behavior, we mean results such as the law of the iterated logarithm, Strassen's functional law of the iterated logarithm, the upper and lower class refinement of the law of the iterated logarithm, and Chung's upper and lower class result for the maxima of partial sums.
We obtain these results by first establishing almost sure invariance principles. The idea of an almost sure invariance principle is due to Strassen (1964, 1965). Strassen proves, among other things, that a martingale with finite variances is with probability one close to Brownian motion on \([0, \infty)\) in a sense made precise in Section 3. The asymptotic fluctuation behavior of Brownian motion has, of course, been thoroughly investigated. In particular, the upper and lower class refinement of the law of the iterated logarithm is known, as well as the functional form of the law of the iterated logarithm [Strassen, (1964)] and the upper and lower class refinement for the maximum of Brownian motion up to time \(t\) [Jain and Taylor, (1973)]. Thus, if the approximation of the martingale to Brownian motion given by the almost sure invariance principle is sufficiently close, then all the above fluctuation results for Brownian motion also hold for the martingale.

If we are able to approximate sufficiently closely sums of weakly dependent random variables by a martingale, we can then conclude, in view of the above remarks, that these sums are close to Brownian motion with probability 1. Consequently, the fluctuation results for Brownian motion will continue to hold for the weakly dependent random variables under consideration.

Let us be more specific about this last point. Let \(\{x_n\}\) be a sequence of random variables, centered at expectations with finite \((2 + \delta)\) moments. Put

\[
(1.1) \quad S_t = S(t) = \sum_{n \leq t} x_n.
\]

Suppose
exists and is positive so that without loss of generality we can and do assume \( \sigma^2 = 1 \). Our goal is to prove for a large class of weakly dependent random variables the basic almost sure invariance principle

\[
(1.2) \quad S(t) - X(t) \leq \frac{1}{2^n} \quad \text{a.s.}
\]

for some \( n > 0 \). (We use the Vinogradov symbol \( \ll \) instead of big \( \circ \).)

Here \( X(t) \) is standard Brownian motion on \( [0, \infty) \) and \( n > 0 \) depends on the sequence \( \{ \xi_n \} \) considered. Such a result immediately translates almost sure fluctuation results from \( \{X(t)\} \) to \( \{S(t)\} \) and hence to \( \{\xi_n\} \). Indeed, suppose we have an arbitrary sequence \( \{\xi_n\} \) such that its "bookkeeping function" \( \{S(t)\} \) satisfies (1.2). Then the following four theorems are straightforward consequences of known results for Brownian motion.

**Theorem A:** Let \( \{\xi_n\}_{n=1}^{\infty} \) be any sequence of random variables satisfying (1.2).

Let \( \phi(t) \) be a positive, nondecreasing real-valued function. Then

\[
P\{S_n > n^{1/2} \phi(n) \text{ i.o.} \} = 0 \text{ or } 1
\]

according as

\[
\int_1^\infty \frac{\phi(t)}{t} \exp\left( - \frac{1}{2} \phi^2(t) \right) dt
\]

converges or diverges.

This result follows from Kolmogorov's test for Brownian motion. For the details of the proof see for example Jain, Jogdeo, and Stout (1974).
Using a recent result on the maximum of Brownian motion due to Jain and Taylor (1973) we get (again, for the details see Jain, Jogdeo, and Stout (1974)).

**THEOREM B:** Let \( \{x_n\} \) and \( \phi(t) \) be as in Theorem A. Put

\[
M_n = \max_{1 \leq i \leq n} |S_i| .
\]

Then

\[
P\{M_n < \frac{1}{n^{2\phi^{-1}(n)}} \text{ i.o.} \} = 0 \text{ or } 1
\]

according as

\[
\int_1^\infty \frac{2\phi^2(u)}{u} \exp(-u^{-2} \phi^2(u))du
\]

converges or diverges.

Next, let \( C[0,1] \) be the space of all real-valued continuous functions \( h(t), \ t \in [0,1], \) with the supremum norm \( ||h|| = \sup_{0 \leq t \leq 1} |h(t)| \). Let \( K \subset C[0,1] \) be the set of absolutely continuous functions with \( h(0) = 0 \), \( \int_0^1 (h'(t))^2dt \leq 1 \). Let

\[ (1.3) \quad S_n(t) = S(nt) = \sum_{k \leq nt} x_k . \]

Define another type of bookkeeping functions \( f_n(t) = f_n(t,\omega) \) by

\[ (1.4) \quad f_n(t) = (2n \log \log n)^{-\frac{1}{2}} S(nt) . \]

**THEOREM C:** Let \( \{x_n\}_{n=1}^\infty \) be a sequence of random variables satisfying (1.2).

Then with probability 1 the sequence of functions \( \{f_n(t)\} \) defined by (1.4) is
relatively compact in the topology of uniform convergence and has \( X \) as its derived set.

Indeed, by (1.2) and (1.3),
\[
S_n(t) - X(nt) \ll (nt)^{-\frac{1}{2} - \eta} \ll n^{-\frac{1}{2} - \eta} \text{ a.s.}
\]
uniformly in \( 0 \leq t \leq 1 \). Write \( \xi_n(t) = X(nt) \). Then, of course,
\[
(1.5) \quad \frac{1}{n^{2-\eta}} ||S_n - \xi_n|| \ll n^{-\eta} \text{ a.s., } \eta > 0.
\]
Consequently,
\[
\frac{1}{(n \log \log n)^{\frac{1}{2}}} ||S_n - \xi_n|| \ll n^{-\eta}.
\]

Theorem C follows now from Strassen's (1964) Theorem 1 which states that the conclusion of Theorem C holds for the sequence
\[
\left\{ \frac{1}{(2n \log \log n)^{\frac{1}{2}}} \xi_n(t), n \geq 3 \right\}.
\]

Similarly, (1.2) implies distribution type invariance principles.

**Theorem D**: Let \( \{x_n\}_{n=1}^{\infty} \) be a sequence of random variables satisfying (1.2). Then
\[
\frac{1}{n^{\frac{1}{2}}} S_n(t) \rightarrow W(t)
\]
in distribution where \( W(t) \) is standard Brownian motion on \([0,1]\) and \( S_n(t) \) is defined by (1.4).

Indeed, (1.5) implies that
\[
\frac{1}{n^{\frac{1}{2}}} (S_n - \xi_n) \rightarrow 0
\]
in probability. But \( n^{-\frac{1}{2}} \xi_n \) has the same distribution as \( \{ W(t), 0 \leq t \leq 1 \} \) for \( n \geq 1 \) and the result follows (see e.g. Billingsley (1968) p. 25).

Both Theorems C and D have a large number of corollaries spelled out in detail in Strassen's paper (1964) and Billingsley's book (1968).

In addition to the stationary case, several applications are made to the nonstationary case where

\[
\lim n^{-1} \sum_{t=1}^{n} S_{n}^{2} = c \neq 0
\]

fails. Then our goal is still to prove the basic relation (1.2), where the definition of \( \{ S(t) \} \) is modified appropriately:

\[
S(t) = \sum_{k=1}^{n} x_{k} \quad \text{for} \quad s_{n}^{2} = E \sum_{k=1}^{n} x_{k} = t < s_{n+1}^{2}.
\]

Theorems A-D continue to hold, provided the statements are also modified appropriately.

In Theorem A replace

\[
P\left( S_{n} > n^{\frac{1}{2}} \phi(n) \text{ i.o.} \right) = 0 \text{ or } 1
\]

by

\[
P\left( S_{n} > s_{n} \phi(s_{n}^{2}) \text{ i.o.} \right) = 0 \text{ or } 1
\]

Similarly, in Theorem D, replace

\[
P\left( M_{n} < n^{\frac{1}{2}} \phi^{-1}(n) \text{ i.o.} \right) = 0 \text{ or } 1
\]

by
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\[
P\{M_n < s_n \phi^{-1}(s_n^2) \text{ i.o.}\} = 0 \text{ or } 1.
\]

In Theorems C and D redefine

\[
S_n(t) = S(s_n^2 t), \quad 0 \leq t \leq 1.
\]

In Theorem C, replace (1.3) by

\[
f_n(t) = (2 s_n^2 \log \log s_n^2)^{-\frac{1}{2}} S_n(t).
\]

The modifications in the proof of Theorem C are obvious. In Theorem D replace \( n^{-\frac{1}{2}} S_n(t) \) by \( s_n^{-1} S_n(t) \).

For all cases of weakly dependent random variables that we consider the conclusions of Theorems A, B and C are new. The conclusion of Theorem D, however, is new only in certain cases.

It will be clear that the present method is rather general and is thus applicable to many situations other than those considered in this monograph. We will give an outline of our method in Section 3.

2. STATEMENT OF RESULTS

Let \( \{n_k, k \geq 1\} \) be a lacunary sequence of real numbers, i.e. \( n_{k+1}/n_k \geq q > 1 \) and let \( \{a_k\} \) be another sequence of real numbers. Put

\[
A_N^2 = \frac{1}{2} \sum_{k \leq N} a_k^2.
\]

Suppose that \( A_N \to \infty \) and that there exists a constant \( \delta \) with \( 0 < \delta \leq 1 \) such that
\[ a_k \ll A_k^{1-\delta}. \]

We consider trigonometric series

\[ \sum A_k \cos 2\pi n_k \omega + B_k \sin 2\pi n_k \omega = \sum a_k \cos 2\pi n_k (\omega + \beta_k) \]

where for reasons of convenience we put \( \beta_k = 0 \). For \( t \geq 0 \) put

\[ S(t) = \sum_{k \leq t} a_k \cos 2\pi n_k \omega \quad \text{if} \quad \frac{A^2}{N} \leq t < \frac{A^2}{N+1}. \]

Then we have the following theorem.

**Theorem 1:** Without changing the distribution of the process \( \{S(t), t \geq 0\} \) we can redefine the process \( \{S(t), t \geq 0\} \) on a richer probability space together with Brownian motion \( \{X(t), t \geq 0\} \) such that

\[ \frac{1}{2} c^\delta \]

\[ S(t) - X(t) \ll t^2 \quad \text{a.s.} \]

for each \( c < 1/16 \).

Condition (2.1) can quite likely be replaced by a weaker one, say

\[ a_k \ll A_k / \log A_k. \]

It is also quite likely that the gap condition could be relaxed to \( n_{k+1}/n_k \geq 1 + c_k k^{-2} \) with \( c_k \rightarrow \infty \). Perhaps, one could also combine these two possible generalizations.

Theorem 1 can be considered as a refinement of M. Weiss's (1959) law of the iterated logarithm under the restriction (2.1). Also Billingsley's functional central limit theorem for lacunary trigonometric series should be mentioned in this context. (Billingsley (1967)).
Finally, it should be remarked that Theorem 1 includes the unweighted case $a_k = 1$. In this special case, a much simpler proof can be given. Recently and independently from the authors Berkes (1974b) obtained a similar result in the unweighted case, making more stringent assumptions on the sequence $\{n_k\}$.

Given a stochastic sequence $\{x_n, n \geq 1\}$, let $F_a^b$ denote the $\sigma$-field generated by $x_a, x_{a+1}, \ldots, x_b$, $(1 \leq a \leq b < \infty)$ and $F_m^\infty$ the $\sigma$-field generated by $x_m, x_{m+1}, \ldots$. Then the sequence is said to be $\phi$-mixing if there exists a sequence $\{\phi(n)\}$ of real numbers with $\phi(n) \to 0$ such that for each $t \geq 1$, $n \geq 0$, $A \in F_1^t$, $B \in F_{t+n}^\infty$ we have

\begin{equation}
|P(AB) - P(A)P(B)| \leq \phi(n) \ P(A) .
\end{equation}

We assume that

\begin{equation}
\sum_{n=1}^{\infty} \frac{1}{\phi^2(n)} < \infty .
\end{equation}

This is easily seen to imply the existence of the limit

\[ \sigma^2 = \lim_{n \to \infty} n^{-1} \mathbb{E}\left[\sum_{k \leq n} x_k\right]^2 . \]

We assume throughout that $\sigma^2 > 0$, the case $\sigma^2 = 0$ being a degenerate one. Hence we assume without loss of generality that

\begin{equation}
\sigma^2 = 1 .
\end{equation}

Let

\[ S(t) = \sum_{k \leq t} x_k , \ t \geq 0 . \]
Then we obtain the following almost sure invariance principle.

**Theorem 2:** Let \( \{x_n, n \geq 1\} \) be a stationary sequence, centered at expectations and satisfying (2.2), (2.3), and (2.4). Suppose that for some \( \delta > 0 \)

\[
E|x_1|^{2+\delta} < \infty.
\]

Then, without changing the distribution of \( \{S(t), t \geq 0\} \), we can redefine the process \( \{S(t), t \geq 0\} \) on a richer probability space together with standard Brownian motion \( \{X(t), t \geq 0\} \) such that

\[
\frac{1}{2}(12+6\delta)\gamma, S(t) - X(t) \ll t^{2} \quad \text{a.s.}
\]

for each \( \gamma > 0 \).

**Remark:** If \( ||x_1||_\infty < \infty \) then the exponent reduces to \( \frac{1}{3} + \gamma \).

Theorem 2 contains one of Reznik's (1968) theorems as a special case. Independently from the authors, Berkes (1974a) establishes a similar result under stronger hypotheses.

It might be interesting to remark that if, instead of \( E|x_1|^{2+\delta} < \infty \), only the finiteness of the second moments is assumed then the conclusion of Theorem 2 has to be weakened to

\[
S(t) - X(t) = o\left((t \log \log t)^{\frac{1}{2}}\right) \quad \text{a.s.}
\]

This result is due to Heyde and Scott (1973).

At the relatively minor cost of strengthening the assumption (2.3) and a more complicated proof, Theorem 2 can be considerably generalized. This is done in the next four theorems. Before stating these four theorems, we make
some preparatory remarks.

Let \( \{\xi_n\} \) be a sequence of random variables. Let \( f \) be a measurable mapping from the space of doubly infinite sequences \( (\ldots, \alpha_{-1}, \alpha_0, \alpha_1, \ldots) \) of real numbers into the reals. Put

\[
\eta_n = f(\ldots, \xi_{n-1}, \xi_n, \xi_{n+1}, \ldots), \quad n \geq 1.
\]

Instead of \( \phi \)-mixing we shall assume that the \( \xi_n \)'s satisfy what we call a retarded strong mixing condition. Denote, as usual, by \( \mathcal{F}_a^b \) the \( \sigma \)-field generated by the \( \xi_n \)'s \( (a \leq n \leq b) \). We shall assume that

\[
|P(AB) - P(A)P(B)| \leq \alpha(n t^{-\kappa})
\]

for all \( A \in \mathcal{F}_t^1 \) and all \( B \in \mathcal{F}_t^{\infty} \). Here \( \kappa \) is a nonnegative constant, depending only on the exponent of the moments of the \( \eta_n \)'s and \( \alpha(s) \) converges monotonically to zero at a certain rate. The case \( \kappa = 0 \) gives the so-called strong mixing condition introduced by M. Rosenblatt (1956).

Conditions of the form (2.6) occur in the metric theory of Diophantine approximation (see for example Szüsz (1963) or Philipp (1971), p. 48).

Finally, we shall make no stationarity assumptions. As is customary, we shall assume that \( \eta_n \) can be closely approximated by

\[
\eta_{ln} = \mathbb{E}(\eta_n | F_{n-l}^{n+\ell}).
\]

With this notation we have the following theorem:

**Theorem 3:** Let \( \{\xi_n\} \) be a sequence of random variables and let \( \eta_n \) be defined by (2.5). We shall assume of the function \( f \) and the sequence \( \{\xi_n\} \)
that

\[ E \eta_n = 0. \]

Suppose that there exists constants \( 0 < \delta \leq 2 \) and \( C > 0 \) such that

\[ E |\eta_n|^{2+\delta} \leq C \]

and

\[ ||\eta_n - \eta_{\lambda n}||_{2+\delta} \leq C \cdot \lambda^{-\left(2+7/\delta\right)} \quad (2.7) \]

for all \( n, \lambda = 1, 2, 3, \ldots \). Moreover, suppose that

\[ E\left(\sum_{n \leq N} \eta_n^2\right) = N + O(N^{1-\delta/30}) \]

as \( N \to \infty \). Finally, assume that \( \{\xi_n\} \) satisfies a retarded strong mixing condition of the form \( (2.6) \) with

\[ \kappa = \delta/(1 + 4\delta) \]

and

\[ \alpha(s) \ll s^{-16\delta(1+2/\delta)} \quad (2.8) \]

Define a continuous parameter process \( \{S(t), t \geq 0\} \) by setting

\[ S(t) = \sum_{n \leq t} \eta_n. \]

Then, without changing the distribution of \( \{S(t), t \geq 0\} \) we can redefine the process \( \{S(t), t \geq 0\} \) on a richer probability space together with standard
Brownian motion \( \{X(t), t \geq 0\} \) such that
\[
\frac{1}{2} \delta \sqrt{t} (S(t) - X(t)) \prec t^\gamma \quad \text{a.s. as } t \to \infty
\]
for each \( c < 1/583 \).

Except for the rates of decay in (2.7) and (2.8), Theorem 3 contains in the stationary case almost all previous results in this direction. For example, it contains Reznik's (1968) and Iosifescu's (1968) theorems on the law of the iterated logarithm for stationary \( \phi \)-mixing random variables except for the convergence rates in (2.7) and (2.8). The same comment holds for Reznik's (1968) law of the iterated logarithm for strong mixing sequences. Notice that in this latter case we only assume a uniform bound on the \((2 + \delta)\) moments of \( \eta_n \). Reznik either assumes uniform bounds on the \( \eta_n \)'s themselves or on the \((4 + \delta)\) moments.

Theorem 3 also contains recent upper and lower class results of Jain, Jogdeo and Stout (1974) on functionals of a Markov process satisfying Doeblin's condition. Independently of the authors, Berkes (1974a) establishes a result which is essentially the same as Theorem 3 for the special case that \( \kappa = 0 \).

Again, except for the rates of convergence in (2.7) and (2.8), Theorem 3 also implies a result of Davydov (1970). Moreover, it even implies a non-trivial, though rather weak, remainder term in the central limit theorem for strongly mixing stationary sequences.

Although strict stationarity was not assumed in Theorem 3, restrictions consistent with stationarity on the growth of the variance of the partial
sums of the random variables were imposed. In the same vein we assumed that the \((2 + \delta)\) moments of the random variables were uniformly bounded. In the next two theorems we relax these restrictions. However, for the sake of simplicity we shall restrict ourselves to sequences of random variables satisfying a strong mixing condition without introducing the retardation of Theorem 3.

For the next two theorems let \(\{x_n\}\) be a sequence of random variables centered at expectations and with finite \((2 + \delta)\) moments where

\[
(2.9) \quad 0 < \delta \leq 2 .
\]

Suppose that

\[
(2.10) \quad s_n^2 = E\left(\sum_{n \leq N} x_n\right)^2 \to \infty
\]
as \(N \to \infty\) and that

\[
(2.11) \quad \max_{k \leq n} E|x_k|^{2+\delta} \ll s_n^\rho
\]
for some \(0 \leq \rho \leq 1\). Moreover, suppose that \(\{x_n\}\) satisfies a strong mixing condition with

\[
(2.12) \quad \alpha(k) \ll k^{-300(1+2/\delta)} .
\]

That is

\[
|P(AB) - P(A)P(B)| \leq \alpha(n)
\]
for all \(A \in \mathcal{F}_1^t\) and all \(B \in \mathcal{F}_{t+n}^\infty\). Here, as usual \(\mathcal{F}_a^b\), denotes the \(\sigma\)-field generated by \(\{x_n, a \leq n \leq b\}\).
With this notation we have the following two theorems.

**THEOREM 4:** Let \( \{x_n\} \) be a sequence of random variables satisfying (2.9), (2.10), and (2.12). Suppose that there is a constant \( C \) such that
\[
E|x_n|^{2+\delta} \leq C \quad n = 1, 2, \ldots.
\]
Let \( F \) be an arbitrary monotonically increasing function. Suppose that
\[
\sum_{n=M+1}^{M+N} ||x_n||_{2+\delta} \leq F(A)
\]
whenever
\[
E\left(\sum_{n=M+1}^{M+N} x_n\right)^2 \leq A
\]
for some \( A \). In other words suppose that the left-hand side of (2.13) does not exceed \( F \) evaluated at the left-hand side of (2.14).

Define
\[
S(t) = \sum_{k \leq N} x_n \quad \text{for} \quad \frac{s_N^2}{2} \leq t < \frac{s_{N+1}^2}{2}.
\]

Then, without changing the distribution of \( \{S(t), t \geq 0\} \) we can redefine \( \{S(t), t \geq 0\} \) on a richer probability space together with standard Brownian motion \( \{X(t), t \geq 0\} \) such that
\[
S(t) - X(t) \ll t^{2-\delta} \quad \text{a.s.}
\]
for each \( c < 1/588 \).
THEOREM 5: Let \( \{x_n\} \) be a sequence of random variables satisfying (2.9) - (2.12) with \( \rho \leq \frac{1}{4} \). Let \( \sigma \) be a constant with \( \rho \sigma \leq 1/10 \).

Suppose that uniformly in \( M = 1, 2, \ldots \),

\[
\sum_{n=M+1}^{M+N} \|x_n\|^{2+\delta} \leq \left( E\left( \sum_{n=M+1}^{M+N} x_n^2 \right)^\sigma \right)
\]

as \( N \to \infty \). Then the conclusion of Theorem 4 remains valid for each \( c < 1/1232 \).

REMARKS: Conditions (2.13), (2.14), and (2.15) are of a similar structure as the Ljapounov condition for the central limit theorem for sequences of independent random variables.

Except for the rate of decay of \( \alpha(k) \), Theorem 5 contains a result of Philipp (1969) as a special case. This result of Philipp's is, to the best of our knowledge, so far the only law of the iterated logarithm for sequences of random variables satisfying a mixing condition where moments are not assumed to be uniformly bounded.

We can considerably relax the retarded mixing condition in the special case where \( n_n = \xi_n \) in (2.5). In other words, let \( \{\xi_n\}_{n=1}^\infty \) be a sequence of random variables, centered at expectations and with uniformly bounded fifth moments. Suppose that

\[
E\left( \sum_{n \leq N} \xi_n \right)^2 = N + O(N^{14/15}) .
\]

Let \( \kappa \) be a positive constant. We shall assume that

\[
|P(AB) - P(A)P(B)| \leq \alpha(n^{-K})
\]
for all $A \in F^t_1$ and all $B \in F^{t+n}_{t+n}$. Here $\alpha(s)$ converges monotonically to zero. We call sequences $\{\xi_n\}$ satisfying (2.17) retarded weakly mixing. This condition is less restrictive than the concept of (*)-mixing, introduced by Blum, Hanson and Koopmans (1963) because of the retardation factor $t^{-\kappa}$ and because we do not require that the right-hand side of (2.17) contains the factor $P(A)P(B)$. Of course, (2.17) is also less restrictive than what we called in (2.6) a retarded strong mixing condition since we require less concerning the future of the process $\{\xi_n\}$.

Moreover, we assume that for all $i \leq j < m \leq n$

$$
(2.18) \quad |E(\xi_i \xi_j \xi_m \xi_n) - E(\xi_i \xi_j)E(\xi_m \xi_n)| \leq \left\{ \alpha((m - j)j^{-\kappa}) \right\}^{1/5}.
$$

Of course, if we would assume (2.6), instead of (2.17), this estimate would immediately follow from a well-known lemma of Ibragimov (1962).

**Theorem 6:** Let $\{\xi_n\}$ be a sequence of random variables, centered at expectations, with uniformly bounded fifth moments, and satisfying (2.16), (2.17), and (2.18) with

$$
\kappa = 2/19
$$

and

$$
\alpha(s) \leq s^{-168.2}.
$$

Then, without changing the distribution of $\{S(t), t \geq 0\}$, we can redefine the process $\{S(t), t \geq 0\}$ on a richer probability space together with
standard Brownian motion \( \{X(t), t \geq 0\} \) such that

\[
S(t) - X(t) \ll t^{2-\eta} \quad \text{a.s.}
\]

for each \( \eta < 1/294 \).

Let \( \{x_n\} \) denote a Gaussian sequence centered at expectations. Theorems A - D are well-known for the case of stationary uncorrelated (that is, independent identically distributed) \( x_n \). As a matter of fact, for this special case relation (1.2) is rather trivial to prove.

Here we consider Gaussian sequences whose \( n \)-th partial sums have variances close to \( n \) and that have covariances converging to zero as the distance between indices approaches infinity. In this more general setting the proof of (1.2) is far from being trivial.

We assume that uniformly in \( m \)

\[
E\left( \sum_{k=m+1}^{m+n} x_k \right)^2 = \sigma^2 n + O(n^{1-\epsilon})
\]

(2.19)

for some \( \epsilon > 0 \) and some constant \( \sigma^2 > 0 \), excluding the degenerate case \( \sigma = 0 \). Hence without loss of generality we assume

\[
\sigma^2 = 1.
\]

Moreover, we assume that uniformly in \( m \)

\[
E(x_m x_{m+n}) = \rho(m, m+n) \ll n^{-2}.
\]

Since by (2.19) the variances \( \text{Ex}_k^2 \) are uniformly bounded, condition (2.21) is less restrictive than the requirement that the correlations converge to zero.
at the given rate.

**THEOREM 7:** Without changing the distribution of \( \{S(t), t \geq 0\} \), we can redefine the process \( \{S(t), t \geq 0\} \) on a richer probability space together with standard Brownian motion \( \{X(t), t \geq 0\} \) such that

\[
\frac{1}{t^{2-n}} S(t) - X(t) \ll t^2 \quad \text{a.s.}
\]

for each \( n < \min(1/60, 4\epsilon/15) \).

**COROLLARY:** Let \( \{x_n\} \) be a stationary Gaussian sequence, centered at expectations and with covariances

\[
\Gamma(x_1, x_n) \ll n^{-2}.
\]

The conclusion of Theorem 7 holds with

\[
S(t) - X(t) \ll \frac{1}{t^{2-60}} \quad \text{a.s.}
\]

Similar results are obtained for functionals of certain Markov processes and for the Shannon-McMillan-Breiman theorem in information theory.

3. **DESCRIPTION OF THE METHOD**

Let \( \{x_n\}_{n=1}^{\infty} \) be a weakly dependent sequence with \( \mathbb{E}x_n = 0 \) and \( \mathbb{E}|x_n|^{2+\delta} \) uniformly bounded. Here \( \delta > 0 \) is fixed. For ease of explanation suppose that

\[
\lim_{n \to \infty} \text{var}(n^{-2} s_n) = \sigma^2 > 0.
\]
Recall that \( S_n \) was defined in (1.1) as the \( n \)-th partial sum. Without loss of generality we assume that \( \sigma^2 = 1 \). As already explained in Section 1 our goal is to establish the fundamental relation (1.2) for various weakly dependent sequences of random variables. The proof of (1.2) is accomplished in two main steps. In Section 3.1 we describe the first step and in Section 3.2 the second step.

3.1. The first step consists of approximating \( \{S_n\} \) by a martingale. The following simple lemma concerning such approximations of sums of arbitrary random variables by martingales is useful.

**Lemma:** Let \( \{y_j\}_{j=1}^{\infty} \) be an arbitrary sequence of random variables and let \( \{L_j\}_{j=0}^{\infty} \) be a nondecreasing sequence of \( \sigma \)-fields such that \( y_j \) is \( L_j \)-measurable. (Here \( L_0 \) denotes the trivial \( \sigma \)-field.) Suppose that the series

\[
\sum_{k=0}^{\infty} E|E(y_{j+k}|L_j)| < \infty \text{ a.s.}
\]

for each \( j \geq 1 \). Then for each \( j \geq 1 \)

\[
y_j = Y_j + u_j - u_{j+1}
\]

where \( \{Y_j, L_j\}_{j=1}^{\infty} \) is a martingale difference sequence and

\[
u_j = \sum_{k=0}^{\infty} E(y_{j+k}|L_{j-1})
\]

Indeed, the desired martingale difference sequence is given by

\[
y_j = \sum_{k=0}^{\infty} \left( E(y_{j+k}|L_j) - E(y_{j+k}|L_{j-1}) \right), \quad j \geq 1,
\]
thus proving the lemma.

The idea for this lemma can be traced back at least to Statuljevičius (1969) and Gordin (1969). Both authors gave a martingale representation of certain strict sense stationary sequences, Gordin in terms of unitary operators on Hilbert space.

The significance of the lemma obviously lies in the fact that the partial sums of any sequence of random variables satisfying (3.2) equal a martingale plus a telescoping sum which under certain restrictions can be discarded. However, in most cases Lemma 1 turns out to be a rather weak tool when applied directly to the given sequence of random variables. It only then gains in strength when combined with another essential ingredient of the method which we describe now.

We define new random variables $y_j$ which are sums of progressively larger blocks of the given $x_n$. Further, we sometimes have to construct sums $z_j$ of blocks of the given $x_n$ smaller than the corresponding blocks defining the $y_j$. As a typical example, consider the construction of the blocks required for the analysis of the Gaussian random variables of Theorem 6.

There we define the $y_j$ and the $z_j$ inductively by adding $\lfloor j^{7/3} \rfloor$ and $\lfloor j^{6/3} \rfloor$ consecutive $x_n$ respectively, leaving no gaps between the blocks.

For example $y_1 = x_1$, $z_1 = x_2$, $y_2 = x_3$, $z_2 = x_4$, $y_3 = x_5 + x_6$, $z_3 = x_7 + x_8$, $y_4 = x_9 + x_{10} + x_{11}$, ... The $z_j$ are defined in such a way that they provide enough separation between consecutive $y_j$'s so that (3.2) holds for each $j \geq 1$. For then, by Lemma 1, 

$$\ y_j = Y_j + u_j - u_{j+1}$$
where \( \{Y_j, L_j\} \) is a martingale difference sequence and \( L_j \) is the \( \sigma \)-field generated by \( Y_1, \ldots, Y_j \). Moreover, and essential to the subsequent analysis, the separation that the \( z_j \)'s are providing between consecutive \( y_j \)'s is so large that even

\[
(3.3) \quad u_j = \sum_{k=0}^{\infty} \mathbb{E}(y_{j+k} | L_{j-1})
\]

is small compared to \( y_j \) for large \( j \). For then

\[
(3.4) \quad y_j \preceq^* y_j
\]

for large \( j \). Lastly, since the blocks defining the \( z_j \) are much smaller than the blocks defining \( y_j \), we have

\[
(3.5) \quad \sum_{j=1}^{M} y_j \preceq \sum_{j=1}^{M} (y_j + z_j) \text{ a.s.}
\]

for large \( M \). In other words the \( z_j \) can be discarded without affecting the almost sure behaviour of the partial sums \( S_N \). Of course, we are deliberately vague when saying that \( u_j \) is small compared with \( y_j \), etc.

In the construction of the \( y_j \) and \( z_j \) there is a trade-off involved: If the blocks defining the \( z_j \) are too small, (3.2) and (3.4) will fail to hold. However, if these blocks are too large, then (3.5) will fail to hold. That is, the \( z_j \)'s could not be neglected in the subsequent analysis.

Assuming that the blocks have been chosen so that (3.2), (3.4), and (3.5) are satisfied, we then concentrate on the sums

\[
\sum_{j \leq M} y_j
\]
in the remainder of the discussion. However, consideration of these sums will produce fluctuation results only for a certain subsequence of the sequence \( \{S_N\} \) of partial sums. Fortunately, it is relatively easy to break into the blocks defining the \( y_j \)'s and thus recover the desired fluctuation results for \( \{S_N\} \), provided that the blocks defining the \( y_j \)'s are not chosen too large.

By the above arguments, noting (3.4), the proof of the fundamental relation (1.2) is reduced by the first step of the method to proving a corresponding almost sure invariance principle for the martingale

\[
\sum_{j \leq M} Y_j.
\]

3.2. The second step of the method is the approximation of the martingale (3.6) in an appropriate manner by Brownian motion. This is accomplished by means of a martingale version of the Skorokhod representation theorem (see Strassen (1965), Theorem 4.3). Application of this representation theorem provides (on a new probability space possibly) stopping times \( \{T_j\} \) for Brownian motion \( \{X(t)\} \) such that

\[
\sum_{j \leq M} Y_j = X(\sum_{j \leq M} T_j) \quad \text{a.s.},
\]

(3.7)

\[
E(T_j | L_{j-1}) = E(Y_j^2 | L_{j-1}) \quad \text{a.s.},
\]

(3.8)

and

\[
E T_j^p \ll E |Y_j|^{2p}
\]

(3.9)
for each $p > 1$.

Let $M_N$ denote the index of the $y_j$ or $z_j$ which contains $x_N$ and let 
$[t]$ denote, as usual, the greatest integer not exceeding $t$. In order to 
exploit (3.7) we establish a strong law of large numbers for the $T_j$ in the 
form

$$
(3.10) \quad \sum_{j=1}^{M_N} T_j = N + O(N^{1-\eta_1}) \quad \text{a.s.}
$$

where $\eta_1 > 0$. For then we obtain for each $\eta_2 < \frac{1}{2} \eta_1$, omitting some calcu-
lations and using (3.10),

$$
(3.11) \quad X\left( \sum_{j=1}^{M_N} T_j \right) = X(N) + O\left( N^{1-\eta_1} \right)
= X(N) + O\left( \frac{1}{2^{-\eta_2}} \right) \quad \text{a.s.}
$$

for $N \leq t < N + 1$. Thus if we set

$$
S^*(t) = \sum_{j=1}^{[t]} Y_j
$$

we obtain, using (3.7) and (3.11),

$$
(3.12) \quad S^*(t) - X(t) \ll t^{1-\eta_2} \quad \text{a.s.}
$$
as $t \to \infty$.

Now we are almost done since, in view of (3.4), the reduction to the mar-
tingale case described in Section 3.1 results in the estimate
\[ E(t) - S^*(t) = \sum_{n \leq t} x_n - S^*(t) \]

(3.13)

\[ = \sum_{t \geq 1} (y_j - Y_j) \ll t^{2 - \eta_3} \quad \text{a.s.} \]

for some \( \eta_3 > 0 \). We combine (3.12) and (3.13) and get

\[ S(t) - X(t) \ll t^{-\eta} \quad \text{a.s.} \]

for some \( \eta > 0 \), which is the desired fundamental relation (1.2). This completes the second step of the method.

How can we get (3.10) which is, as we just have seen, the key to establishing the fundamental relation (1.2)? Consider the decomposition

\[ \sum_{j=1}^{M_N} T_j - N = \sum_{j=1}^{M_N} (T_j - F(T_j | T_{j-1})) \]

(3.14)

\[ + \sum_{j=1}^{M_N} (F(Y_j^2 | T_{j-1}) - Y_j^2) \]

\[ + \sum_{j=1}^{M_N} Y_j^2 - N. \]

Here we have used (3.8). We first establish a strong law of large numbers for the \( Y_j^2 \) in the form

(3.15)

\[ \sum_{j=1}^{M_N} Y_j^2 = N + O\left(N^{1 - \eta_4}\right) \quad \text{a.s.} \]

for some \( \eta_4 > 0 \). This takes care of the third sum on the right-hand side of (3.14). As a by-product of the proof of (3.15) we obtain a bound on \( F|Y_j|^{2 + \delta} \)

which, in view of (3.9), yields a bound on \( E T_j^{1 + \frac{1}{2} \delta} \). Using these two bounds
and a standard martingale convergence theorem it is not difficult to show that the first two sums on the right-hand side of (3.14) are $\ll N^{1-\eta_5}$ almost surely, proving (3.10). (In general, $T_j$ is not measurable with respect to $L_j$. But this is only a technicality which we shall not worry about at this point.)

For general martingales, (3.15) does not hold. But using (3.14) it follows that it is enough to prove

$$
\sum_{j=1}^{M_N} y_j^2 = N + O\left(N^{1-\eta_6}\right) \text{ a.s.}
$$

(3.16)

for some $\eta_6 > 0$. In view of the weak dependence of the $y_j$'s, relation (3.16) might appear to be straightforward. But typically, proving (3.16) provides the most difficulty.
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