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CHAPTER I
BIOLOGY OF THE SOUTHERN PINE BEETLE

The southern pine beetle, Dendroctonus frontalis Zimm.,

is a persistent and effective pest of all southern pines.
Ranging from Pennsylvania to the Gulf of Mexico and from
eastern Texas to the Atlantic Ocean, this native bérk beetle
is characterized by periods of dramatic population outbreak.
Such epidemic surges occur locally within the range nearly
every year. On occasion, when forest and climatic effects
are favorable, these local upswings can combine into large
scale catastrophes affecting the entire Southeast. This
effect appears to be periodic, with peaks separated by
eight to ten years; this frequency is not very stable, how-
ever, with 1920-1924, 1929-1932, 1949-1963, and 1972-1975
being reported as epidemic periods (King, 1972). Separate
areas are quite variable in their infestation patterns.
During the most recent explosive period mentioned above,
more than two billion board feet of lumber were damaged
at an estimated cost of over one hundred seventy million
dollars (Price and Doggett, 1978). There is also consid-
erable injury to aesthetic and recreational aspects of the
affected areas, some of which has been measured. Forestry
and entomology researchers are currently pursuing active
investigation of all components of this problem.

In North Carolina, the southern pine beetle undergoes

population changes quite rapidly. 1In 1971 only six of



the state's one hundred counties reported active infes-
tations, while a year later, forty-one counties reported
activity. In 1975, a maximum for recent years was reached
when eight-one counties reported these spots. The number
of spots rose from two hundred to two thousand and then

to ten thousand over those same three years. Only eleven
counties escaped infestations entirely in the eleven year
period from 1967 to 1977. The damage from this eleven
year period of statewide activity affected nearly four

hundred million board feet of timber at an estimated éost

of nearly .thirty million dollars (price and Doggett, 1978).

The geography of North Carolina is typical of the

southeastern United States as a whole. Three major ter-

rains of mountain, piedmont, and coastal plain exist, with

the predominant soil being moist utisol. Five species of

pine cover the range, loblolly, Pinus taeda L., slash,

Pinus elliotti Engelm., Virginia, Pinus virginia Mill.,

longleaf, Pinus palustris Mill., and shortleaf, Pinus_

echinata Mill. Loblolly and shoftleaf pines are the most -
common hosts for southern pine beetles. The proportion

of land forested is approximately sixty percent. There
are three major ways in which North Carolina differs from
the lower Southeast. One is an eight to ten degree centi-
grade drop in average January temperature. The second is
total precipitation, some 7-8 inches lower on the average

than the lower regions. The third is possibly a large



degree of heterogeneity, as reflected in patchiness, in
the forest environment. An excellent source of such geo-

graphical and climatological data is A Forest Atlas of the

South (Nelson and Zillgitt, 1969).

Dendroctonus frontalis is a member of the family

Scolytidae, beetles which feed on the subcortical region
of trees. These insects commonly exhibit behaviors which
are difficult to model. Three aspects of this difficulty
deserve particular attention; the southern pine beetle
demonstrates great variety in its interactions with assoc-
jates, with host trees, and with members of its own species.
Typically, the beetle carries at least two types of
fungus, one being the blue-stain. These fungal species
interact in a complicated and as yet incompletely under-
stood manner. Their role in accelerating tree drying ié
potentially helpful for brood production if begun early
enough but may be harmful if started too early. The sec-
ond type of fungus is the mycangial fungus which plays a
role in the nutrition of the bark beetle, but this is not
well understood (Barras and Hodges, 1969). Predators in-
clude birds, mites, and other insects, with parasites
being plentiful. The combined effect of these agents
can be to regulate southern pine beetle growth (Moore,
1972). Competitors are primarily other bark beetles, in-

cluding Ips avulsus, Ips grandicollis, Ips calligraphus,

and several Cerambycids.



The sequencé of attack and subsequent niche partition-
ing (Younan, 1979) can play an important role in southern
pine beetle spot formation. The difficulty of distinguish-
ing between trees killed by lgg and trees killed by south-
ern pine beetlies through casual observation often obscures
collected data, but to no great extent in this study. Al-
though Ips damage is commonly found in higher bole levels,
such information cannot be gotten from techniques such as
aerial survey or photography.

The host trees for southern pine beetle attack can
be any species of southern pine. The susceptibility of
a species seems to be related to oleoresin properties and
site conditions as discussed in Hodges, et. al. (1977),
in Fargo, et. al. (1979), and in Leuschner, et. al. (1976).
The density of pine in a stand, particularly that of short-
leaf pine, seems to be important in North Carolina. Usu-
ally, larger and older trees are attacked, and damaged
trees seem highly susceptible. Stressed sites are also
prime targets of the beetie (Belanger, et. al., 1977).

The susceptibility of a tree is also related to the local
pine beetle population level, and, under heavy epidemics,
almost any pine tree may be attacked.

A third component of diversity in southern pine beetle
behavior is the wide fluctuation in individual behavior.

A density dependent mechanism is operative during attack

and oviposition (Birch, 1978). The complex pheromone
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system has two attractive components and possibly one
repulsive component. Finally, formation and growth of
centralized infestations (spots) are heavily dependent
upon the proper synchrony of emergence and pheromone pro-
duction.

The mechanism of beetle attack upon the pines is not
completely known, but certain aspects have been observed
(Coster, et. al., 1977).. First, a small group of females
locates a host tree. Often this initial tree is weakened
due to injury or water stress. The tree defenses move
to block the beetles' entrance by producing resin to en-
case and eject them. Complete pitchouts in which all
attacks are successfully repulsed have been observed. The
success of the beetle is determined by tree vigor and
species and the intensity of the initial attack. Upon
entrance near middle bole, females emit frontalin, which,
in combination with alpha-pinene from the host tree, stim-
ulates further attacks above and below the initial holes.
The heaviest attack densities are commonly observed 1-3
days after the first observed attack. As males are
attracted, the compound verbenone is dispersed by air
movement. This also stimulates more attacks but alters
the sex ratio of these attacks, finally achieving an even
sex distribution along the bole (Payne, et. al., 1978).
Attacks continue along the bole until the supply of

beetles wanes or the tree area is filled. The shape of



the parent adult distribution is discus§ed in Fargo, et.
al. (1979). The inhibition of further attacks seems to
be guided by release of higher verbenone concentrations
and initiation of endo-brevicomin release.

A nuptial chamber is constructed by the entering
female. A male enters and mates with her, and a winding
egg gallery is then bored through the phloem with eggs
deposited in niches along the sides. The number of eggs
lin relation to gallery length is discussed in Foltz, et.
al. (1976). The adults then feed and emerge from the host,
with this re-emergence process playing a vital part of
epidemic spot building processes (Coulson, et. al., 1979).
These re-emergent adults may stay within.the spot or under-
take longer migratory flights. Meanwhile, the eggs hafch
into voracious larvae that pass through four instars prior
to pupation. Finally the brood adult appears and, after
developing within the tree, eventually emerges. The gen-
eration time depends heavily upon temperature and moisture
conditions, but thirty days in summer and fifty days in
fall is typical (Kowal, 1960). Attacks in North Carolina
occur predominantly in late summer and early fall. Mor-
tality is highest in the free flying adult and larval
stages usually. The difficulty of raising these unique
insects under laboratory conditions has interfered with
detailed understanding of their reproductive processes.

The death of a tree is effectively ensured upon en-



trance of the initial cohort of attackers and egg gallery
jnitiation. The blue-stain fungus carried by the beetle
soon begins growing in the tree tissue, and when the flow
of water in the xylem is interrupted, tree drying begins.
The progress of this drying is reflected in the crown
as it turns from green to orange to brown. The rate of
this fade is dependent upon temperature and season and
can only provide a rough index to southern pine beetle
infestation (Hain, et. al., 1979). The effect of this
tree drying on brood development could be important in
Tow level situations when beetle development processes
might be delayed in the tree long enough to cause unfav-
orable brood conditions. The foraging of the beetles and
their larvae does cause some tissue damage and girdling
but can most commonly be regarded as a secondary effect.
The final death of the tree as reflected in crown fade
can occur months after the southern pine beetle leaves,
a subject upon which Dziadzio (1978) has further details.
Upon emergence, the beetles must fly to another tree,
but there seems to be at least two modes of behavior
possible at this juncture. Little is known about the
migratory mode of southern pine beetles, but new in-
festations are generally located a considerable distance
from older ones. More information is available on the
flight of beetles within a growing spot (Coster, 1979).
The emerging adults may be attracted to nearby trees, and

their pheromones may attract.later emergents to facilitate



the invasion of the new trees. If this overlapping of
pheromone sources and emergents continues, the number of
trees invaded may increase at an accelerated rate. This,
in qualitative terms, is an epidemic spot. The size and
damage of these actively expanding spots can be enormous,
with hundreds of trees being involved over several con-
secutive years. Some areas seem particularly prone to
large spots, while others show a positive correlation with
smaller ones. The factors causing termination of spots

is not well known, but several factors are involved. Tree
spacing (Johnson and Coster, 1978), predators, and para-
sites can decelerate spot growth, and winter mortality

can sometimes eliminate spots altogether (McClelland and
Main, 1979). Control procedures such as clear-cutting

and pheromone baiting can alter the natural processes,

but Tittle is known of the consequences of such actions.
Lastly, the natural boundaries of the stand may affect

the initial and terminal growth of the spot.

The biology of these local interactions between the
southern pine beetle and its hosts is generally well known
compared to the processes of migration, spot initialization,
and large scale epidemic behavior, which are much less
understood. However, they are no less important. Mi-
gration must occur throughout much of the spot history
but certainly is of greater importance in the initial and

terminal phases. Many researchers feel that a background



¢
level of southern pine heetle éxists throughout the forest, ‘I’
waiting for a proper attraction; yet the 1ife of an aerial
beetle is believed to be only 3-4 days (Coulson, 1979). The
problem is to coordinate these two facts into a plausible
migratory mechanism without assuming strctures that the dat
cannot support. This paper does not address the full scope
cf all these facets.

An even deeper biological question lies beyond the
migration problem. This involves the characterization of
wide-area and lcng-term behavicr of the beetle within
the southeastern United States. Maps of infestation pat-
terns reveal that shortieaf pine distribution could be a
major determining factor (Price and Dogget®t, 1978), but
no causal reIationship has been developed for this con- .
jecture., Weather patterns and wind directions must play
an important role, a topic which Coster, et. al., (1978)
have discussed. The whole concept of stand susceptibility
and indices to measure ft is tied_into this level c¢f the
biology. Daniels, et. al., (1979) and Lorio (1978) dis-
cuss this question more fully. Finally, the evolutionary
ecology can be examined at this level, and interesting
genetic strategies can be developed. Indeed, the prac-
tice of any long range control tactics must rest heavily
upon answers from these unexplored territories of the

southern pine beetie biology.
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CHAPTER II
THE SOUTHERN PINE BEETLE HIERARCHY

Science is so successful primarily because it is
pursued along a hierarchical course of action. The truth
of this statement can be inferred from the commonplace
workings of practical science. The scientist is presented
with a complicated natural system whose behavior he must
explain. So he first breaks the structure of the system
into smaller parts, often on the basis of previous ex-
perience with similar systems. Each part obtained from
the compartmentalization is handed over to a specialist
whose task it is to explain that subsystem's behavior.
This may still be too hard, and further partitioning may
occur. Finally, each piece of the original structure
becomes explainable to some degrée, usually through the
power of mathematics. These submodels are reconnected
along the lines of fracture caused by the divisive process
with the hope that the patchwork structure will be nearly
equivalent in some sense to the original system. The final
model is very much a hierarchical model, perhaps not chosen
in the best way, but hierarchical nevertheless.

In biological science this hierarchical approach is
quite appropriate; perhaps due to an underlying similar
structure of living systems themselves (Pattee, 1973).
Universal acceptance of this inherent biological hierarchy

is not to be found, however, .and the rationale of model-
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ing non-hierarchical systems through hierarchical models
is under hot debate. However, although many scientists
would argue over the reality of hierarchies in nature,
it is probably correct to say that few would argue over
theijr utility in past and present scientific inquiry.
This paper, in particular, will accept this demonstrated
usefulness and make heavy use of the hierarchical structure
in what follows.
Mathematical study of hierarchical systems is still
at a fundamental stage. Mesarovic, et. al. (1970) give
an excellent summary of the more advanced work in this
area and form much of the basis for the formal structure
. ’ presented later. In addition,vthis fine book. suggests
that two common features must be considered requisite for
any hierarchical order of structures. First, there common-
1y exists an order of magnitude difference in scale be-
between the levels of the hierarchy. Scale may involve
size or frequency or importance; the vital concept is thaf
direct comparison of variables on different tiers is con-
sidered improper and unimportant. Interaction between
levels is allowed in a formal hierarchy if the mechanisms
treat the levels as complete entities. Secondly, the con-
stituent ynits on any particular level in the hierarchy are
defined wholly by the interaction processes contained
within that level. Conceptually, the within-level bonds

. between variables must be far stronger than between-level bonds.
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The value of creating a partitioned structure to
represent a system is multiple, with gains both in con-
trol and correction. Data is often limited to subsystems,
and previous work is often restricted similarly. If an
erroneous submodel has been established, the ability of
the hierarchy to isolate its effect makes correction much
simpler and cleaner. The explicit modeling of between-
level interactions initially saves the researcher time
and money when it is time to put the pieces back together
égain. Iﬁdeed, the subsystems do not aiways fit into
'any type fo concerted whole special care should be taken
to ensure that they do sé before submodel structure be-
comes very detailed. Lastly, hierarchies can be es-
pecially well suited for control developments and experi-
ments. Decision hierarchies are presently a major spur
in modern hierarchical research.

A particular hierarchical model's validity is closely
dependent upon the dual concepts of model adequacy and model
purpose. The adequacy criteria state how one detects
errors in output. Model purpose reflects how one defines
output. The duality of these actions fis evident in prac-
tice where gross output inédequacies are usually the only
method of discovering model-purpose errors. Nothing is
ever simple in natural systems, and the problem of validity

is a vital consideration at all stages of modeling. The
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ability to balance tractability with realism is the true
"art" of scientific modeling.

Formally, a system may be represented as a relation

of abstract sets. Other authors such as Padulo and Arbib
(1974) give much more detailed structure, but this defi-
nition will satisfy the present needs. A mathematical
relation is a subset of the Cartesian product of two sets.
One may call the two sets I and 0 and the relational sub=
set R. Symbolically, this may be written as

RS I xO0. (1)
The abstract sets I and 0 are sets of mathematical objects,
possibly with some internal structure such as, say, the
group properties. For this paper's elementary use of these
concepts, I may be thought of as a collection of inputs
and 0 as a collection of outputs. The system connecting
the two sets, that is, receiving the input and producing
the output, is known only by the subset of specific input-
output pairs it produces. These pairs are precisely what
R defines in (1).

Further restriction of the structures of R, I, and

0 may occur if needs demand it. In particular, it may be
assumed that R is a specific type of relation, a functional
retation. If R is such a functional relation, it may be
written as

R: I --->0. (2)

The definition of function and examples of use may be



14
found in any calculus book, for example, Sagan (1974).
For purposes of hierarchical modeling, the system
must be stratified into subsystems or levels. In terms of
the representation in (2), this partitfoning requires that
I and 0 be expressible as

I

IlXsz...XIn (3)
0

01 x 0p x ... X 0, (4)

In terms of levels, then R is consequently representable

as
Ry: Ij x Uj ---> 05, for i=n (5)
Ry: I3 x Uj x Dy =--> 04, for 1< i< n (6)
R{: I x Dy =--->04, for i=1 (7)

In this formulation, U is the set of upward connections
between levels i-1 and i, and D is the set of downward
connections between levels i and i-1. Formally, the U
and D variables are defined by mappings h and k in the
following manner:
his 05 ==--> Ujs1 (8)
kj: 05 =---> Dj_4 (9)
Upward connections are commonly information flows, and
downward connections are control processes. Particular
applications may demand different names, however.
The model developed in this paper simplifies this
specification by adopting a particularly elementary struc-

ture, the hierarchy of abstraction. Subsetting is the key

to this structure, with each level dealing with larger
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order combinations of fundamental units in space and time.
The h and k functions are considerably simplified by this
arrangement. These new functions are:

hy:

¢ 05 === U

1 i+l?
Oi --=> Dj_.1, for Dj_1 < 0y (11)

for Ujyp < 04 (10)
ky:
In the model building phase the k functions are often ig-
nored and reinstituted only at a later stage.

The recently proposed southern pine beetle hierarch-
ical framework (Gold, et. al., 1980) specifies four levels,
the tree, the spot, the patch, and the region. Because
of the simple type of hierarchy employed in this model,
the four levels are defined by three inter-level tran-
sitions. The first level dynamics, which would represent
the creation of trees, are concerned with stand growth
models and will not be considered as part of the present
model structure.

Because of the connected nature of the hierarchical
model, it is necessary to outline the entire model, in-
cluding all three transitions, in order to prepare the way
for discussion of the upper echelon submodel which is the
subject of this thesis. Each level will be characterized
as to its inputs, outputs, and level-to-level information
flows, but specific details will not be discussed except
with respect to the upper echelon.

The basic element of the entire hierarchy is the

tree abstracted as a location in space, characterized by
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certain tree and beetle properties. Within-tree develop-
ment of the beetle is assumed relatively well known, and
most of the emphasis of the model is on between-tree re-
lationships (an epidemiologiéa] approach is adopted).

The basic qualities of a tree are contained in the number
of beetles it admits and the number it emits. The obser-
vation that contiguous groups of infested trees can display
organized behavior is the basis for the intuitive notion
of a spot. The further observation that such organization
seems to extend only a short distance around the infested
area allows the modeler the luxury of watching only a
small number of trees, namely those within some distance

of the tree group. Such a neighborhood is a better defi-

nition of spot, and this ié the one used throughout this
thesis. These spots behave like islands of infestation

in the "sea" of the forest, and it is the role of the
tree-to-spot transition function to classify and describe
these islands as they change through time. The classifi-
cation can be detailed or meager. Whatever the framework,
the definitions must be concise and consistent if they are
based in the state spaces which describe the spot develop-
ment through time. These changes, or transitions, from
one state to another are influenced by the input weather
and biotic variables. The output is identical with the

state changes of the system. The connection of this lowest

level upwards to the spot-to-patch level consists entirely .
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of providing a classification of the current spots of the
system. It is on such information that the dynamics of
the second level are built.

The spot structures defined on the lower level of the
hierarchy are the raw elements upon which the spot-to-
patch transition dynamics work. Just as on the tree level,
areas of forest (groups of contiguous trees) have two im-
portant properties with respect to the beetle system; these
are susceptibility and infectiousness. Spots with emi-
grating beetles supply infectious agents to susceptible
areas of the forest through migration. The length of these
migrations is believed to be rather short and sufficiently
directed so that susceptible areas have a high probability
of being found by the beetles. Susceptibility implies
a stressful condition due to either meteorological or
biotic components which may occur in a section of forest
not covered by the tree-to-spot transition. These new en-

tities are called potential spots and are peculiar to the

middle level of the hierarchy. Because of the short range
assumption on the migration ability of the beetles and due
to the natural heterogeneity of forests, a natural par-
titioning of the region into patches may occur. A patch
is a section of forest which may be described by a simple
parametric structure within its interior but which may
differ from the parametric structure of any different

patch. The concept of patch is left rather undefined with
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respect to size purposely in order to make the overall
modeling effort more effective. For the purpose of this
paper, the size of the patch is conveniently specified
by the region size and thus éppears large. It is important
to note that concepts of patch and the more common fores-
try term stand are not synonymous. The stage of the model
development is still too preliminary to be sure that the
homogeneous area of forest called a stand will be of any
significance to the beetle dymamics. On the other hand,
the patch is by definition important to those dynamics.

The input functions include weather and biotic fac-
tors which determine how the spots within a patch change
in their distributional properties over time. The output
of the submodel is again a partitioning of the state space
of patches into types. These types are almost certain to
include concepts such as epidemic and endemic populations.
The names do not matter, but the definitions must be con-
sistent when based on the state space structure. The
characterization of the patches by their epidemiological
type is the raw information which is passed up to the
patch-to-region transition. The information passed down
to the lower tier consists of spot initilizations which
result from potential spots being infested by migrating
beetles. This initilization process cannot be handled
on any other level but the middle one.

Now the last level of the hierarchy may be described
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as in terms of relationships between patches of differing
epidemiological type. Beetle movement on this highest level
is assumed to be a diffusive process. It reflects the in-
fluence of one patch's intensity upon the intensity of
nearby patches and is assumed to be smoothly flowing and
rather local in effect. Furthermore, the rate of its move-
ment depends only upon the intensity of the source of this
motion. A prototype model for this submodel is an irreg-
ular mosaic of patches. The manner in which the whole
mosaic acts is determined completely by the connection
properties of the mosaic and by the fluctuations of the
internal intensities over time. The distribution of this
flowing intensity over the region yields consistent defi-

nitions of the concepts epidemic regqion or endemic region.

The changes in the connectivity properties of the mosaic
are effected by the input of weather variables, and the
output consists of the new state of the region. Downward
flows of information consist of a general background level
of infestation intensity which influences the probability
of migration from spot to potential spot.

While it is apparent that many details need to be
specified before the overall framework of the model can
be studied in depth, such a model structure seems consis-
tent with the observed facts while still retaining poten-
tial for adequately treating the complexity of the beetle

system. This paper serves two purposes with respect to
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the overall hierarchical model. Firstly, it delineates .
the basic characteristics of the upper echelon level in a
manner which makes the results immediately applicable,
taking account of the important interlevel relationships.
Secondly, it develops the methodological approach, which
will be used at other levels as modeling efforts continue.
Especially important in this respect is the use of statis-
tical space-time techniques which should prove useful in
all phases of the research effort. A general discussion
of these methods is essential to understanding the submodel

construction process. This is the topic of the next chap-

ter.
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CHAPTER I1II
EXPLORATORY SPACE-TIME TECHNIQUES

In biological research, space-time patterns are often
the only clues that exist as to the internal structure of
the system under study. While planned experiments may be
possible on some levels, such manipulative studies on
ecosystems are difficult to design, dangerous to perform,
and often not reproducible. Consequently, such techniques
should be, and generally are, approached with great caution,
if at all. This inability to freely manipulate the chosen
system is limiting, but it is generally not prohibitive.
Rather, the researcher must let nature run the experiments
for him and rely upon less traditional modes of analysis
to abstract results from these behaviors.

The model building process typically utilizes three
major steps: exploratory analysis, model translation,
and model confirmation (Getis and Boots, 1975). For any
complex, i. e. real, system, this process will be iter-
ated and reiterated many times before researcher satis-
faction is achieved. Each step serves a fundamental role
in the process, but due to the ordered nature of the steps,
the exploratory stage takes a primordial position. In
this chapter, the emphasis will be placed upon this ex-
ploratory step for four reasons:

1. it is less familiar to researchers

2. it will be used in the next two chap-
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ters
3. its method should be widely applicable
4, it is interesting in its own right.

Tukey (1977) compares the confirmatory mode of statis-
tics with the exploratory mode by analogy to the judicial
and investigative branches of a criminal justice organi-
zation. Just as no court case would come to trial before
extensive preliminary inquiry, the testing of hypotheses
must also be preceded by the discovery of just what hy-
potheses to consider. This elucidation of relevant hy-
potheses, or models, is the only first step possible in
studying obscure systems.

The exploratory statistical analysis of space-time
patterns can be separated into three branches: nonpara-
metric, multivariate, and time-space series techniques.
Although theory overlaps in these branches, especially
between multivariate methods and the other two types,
practice does not. Indeed, most applications deal with
only one particular technique or a few closely related
ones. The use of several widely different methods on the
same problem should be encouraged, however, because of
the cross-validation that can result. It is on the basis
of their common use in literature, their common mathemat-
ical techniques, and their consistencies in applications
that the distinction between methods has been drawn.

Nonparametric statistics deals with procedures that
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give stable results under widely varying assumptions about
the underlying populations. This stability is reflected
in the distribution-free properties of the statistics.
Hollander and Wolfe (1973) argue that nonparametric methods
appeal for several reasons:

1. they require less restrictive assump-
tions
2. they are easy to perform and under-
stand
3. they commonly use ranks, not magni-
tudes
4. they remain efficient under normality.
Properties one and four are highly desirable for explora-
tory methods. Property two can be misleading because, al-
though the calculations are simple, the sheer number of
calculations can often be prohibitive. Larger samples
are almost universally handled through large sample, i. e.
asymptotically normal, approximations due to this diffi-
culty.

The fundamental objective of most nonparametric space-
time analyses thus far performed is presented by Klauber
(1974) as the elucidation of methods which will detect
clustering of events as opposed to chance variation but
which will be insensitive to clumping in either coordinate
frame alone. The typical procedure involves first defin-

ing a statistic which acts upon pairs of space-time points.
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The sampling distribution of the statistic is then cal-
culated, or estimated, under very loose assumptions, and
this calculated distribution forms the basis for future
significance testing. The calculation of this theoret-
ical distribution is attempted through U-statistic theory
(Randles and Wolfe, 1979), through graph theoretical tech-
niques (Barton and David, 1966), or through simulation
(Siemiatycki and McDonald, 1972). Most applications in the
literature are epidemiological in focus.

Three particular approaches are of special interest
to the study of southern pine beetle dynamics. The use

of shape indices is described in Haggett and Chorley

(1970) and in Bookstein (1978). Use of join statistics

in the study of n-phase mosaics is discussed in Cliff,
et. al. (1975) and Pielou (1977). Lastly, a generalized
regression approach has been developed in Mantel (1967).
Each of these topics will be discussed in greater detail
below, along with some indication of their applicability
to the beetle modeling problem.

Bookstein's concepts are heavily geometrical in ap-

proach. An abstract shape is defined as an equivalence

class under the group of similarity transformations. A
function to the real line which gives equal results for

all members of each equivalence class is a measurement

of that shape. For smooth continuous closed shapes, one

measurement regime extracts the tangent angle and the arc



length at fixed points of the outline for every sample
shape. The fixed points are geometrical landmarks and
are used to identify particular classes of shapes. The
observations obtained from this procedure are then ana-
lyzed with multivariate methods to isolate principal or
covariant features. The essential element is the simi-
larity of shapes as summarized in the measurements. Al-
though the emphasis of Bookstein's development is morpho-
logical, applications in ecology should be realizable.
In particular, studies of spot growth and infestation
pattern growth should benefit greatly from this approach,
but no work has yet appeared.

The basic concept lying behind the mosaic and nearest

neighbor statistics is that of link distance measurement.

Given a cell within a mosaic and a classification on all
the cells of the mosaic, the probability that the near-
est similarly classified cell is r steps away is the most
important feature of interest. Further conditions on the
mosaic such as regularity or perfect randomness lead to
specifically useful results. The essential point is the
introduction of mosaic structure into the measurements.
Mantel's generalized regression has the form
7 =21 Si s * T,

J 1,3
being a space measurement and Ti,j a time

(
With S'I,J
measurement for the ith and jth observations, and * is a

binary relation. For a one-sample situation, the Z-sta-
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tistic has been shown to behave as a certain fitted Pear- ’
sonian distribution by Siemiatycki (1974). Klauber (1974)
examines the multiple-sample approach and concludes that
the Z-statistic is satisfactory for detecting typical
epidemiological space-time clustering under most con-
ditions. A standardized formulation of Mantel's approach
is interpretable as an estimate of contagion strength.
In general, results are still sketchy, however, and fur-
ther work must be done before this approach becomes im-
plementable.

Multivariate techniques, the second branch of gen-
eral exploratory methods, deal with dependent variables

and the individual entities upon which the measurements .

occur (Kendall, 1975). Kendall further remarks that there
exist at least four reasons for pursuing such methods:

1. to reduce complexity
to group individuals

to group variables

S w N

to characterize the dependencies

Problems in applying classical multivariate analysis in-
clude the difficulty of justifying assumptions, the im-
mensity of calculations, and the uncertain interpretation
of results. Their great power in space-time research
lies in their ability to compare patterns rather than
points.

There are three central modes of multivariate analy- ‘
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sis: clustering, factor analysis, and discrimination.
Each mode has specific advantages and disadvantages for
space-time usage. Each type will be discussed briefly
below, with factor analysis being emphasized more than
the others. A specific form of factor analysis will be
an important feature in developments throughout the re-
mainder of this discussion, and this heavy use accounts
for the extra interest in those techniques.

The comparative study of objects in the space of
their attributes solely on the basis of pair functions

between them (Sokal, 1977) is termed clustering analysis.

Although the researcher intends to discover inherent re-
lationships between the objects using clustering methods,
the results are often highly artificial. Two features

of the clustering methods must be specified independently
of the problem characteristics: the measure of similarity
and rules for comparing similarities. One'example of
application would use correlation as a similarity measure
and would combine highly correlated individuals in an
agglomerative procedure. Although much current research
is being done in this area, the application of any one
method must be made with caution.

Another type of analysis called discrimination analy-

sis is based on the assumption of several populations of
individuals and the presence of random samples from each

of them. The construction of a decision rule for class-
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ifying further individuals with a minimum of errors is
the intent of the discrimination analysis. This process
is based heavily upon the particular likelihood function
of the observations involved. Economic oriented analyses
of biological problems, including southern pine beetle
problems, often use this approach.

In factor analysis the set of data is regarded as

being explainable in terms of common factors. One type
of factor analysis, principal components analysis, is par-
ticularly popular in ecological (Pielou, 1977) and mor-
phological (Blackith and Reyment, 1971) research. This
technique seeks to simplify the dependencies in a set of
data by choosing a new coordinate system, each axis of
which is a linear combination of the old axes (Klovan,
1975). Through this restructuring, either the variables
may be transformed (R-mode), or the individuals may be
transformed (Q-mode). The new coordinates are chosen to
be orthogonal, but oblique rotation methods often negate
this convention. The primary difficulty with this de-
composition is the arbitrary nature of the resulting com-
ponents, which are generally uninterpretable in all but
obvious cases.

A specific form of principal components, reference
curve analysis, which has proven useful in the construction
of the southern pine beetle hierarchical model is given

in Sheth (1969). Beginning with a data matrix of N ob-
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. seryations (times) and M subjects (areas), the raw N x N
cross products matrix is partitioned into the product of
two matrices via eigenvalue decomposition. The resulting
matrices are then standardized to negate the effect of
sample size. The standardized matrices contain the indi-
vidual parameters (loadings) and the reference curves
(scores), respectively. The formation of these reference
curves reflects the similarity in temporal pattern be-
tween areas. Dominant curves (those with heavy eigen-
values) reflect strongly consistent behavioral modes. Cer-
tain hypotheses, which treat area behaviors as linear
combinations of standard behaviors, can be treated through
. axis rotation methods.

The third branch of exploratory space-time methods
deals with time series and its extensions. The primary
requirement of this approach is an ordered sequence of
observations which behaves in a nice, i. e. stationary
or intrinsic, manner, at least approximately. Included
in this nice behavior is the existence of an autocovariance
function which depends only upon the time between obser-
vations. Analysis may be directed towards the correlogram
(the graph of the autocorrelation function versus distance),
towards the spectrum (the Fourier eqaivalent of the corr-
elogram), or towards both.

In practice, there are several difficulties in apply-

. ing time series analysis. First, the observations must be
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identically space, although some work has been done on
other cases (Rees, 1970). Secondly, the sample size, i. e.
the numbers of times involved, should be as large as poss-
ible; often a starting figuré of fifty is recommended.

This requirement is designed to ensure precision (a sample
of size one can be extremely accurate) and to ensure that
high frequency effects are not overlooked. A major diffi-
culty with time series analysis is the inability to detect
a high frequency if the observations are too widely spaced.
The researcher may use these methods freely but must be
aware of the difficulties and 1imitations involved.
A raw time series is usually conceived as consisting

of four components (Kendall, 1973):

1. a determinate trend

2. vregular fluctuations about the trend

3. seasonal ok periodic effects

4. a random effect.
The isolation of the first three components is usually
necessary before the random effect, i. e. the true
stochastic process, can be studied in full. Often the
specification of trends alone is a primary objective of
the investigation. The existence of seasonal effects is
often unexpected before performing the analysis but is
important from a modeling standpoint. The remaining random
effect is often assumed to be of an autoregressive nature

(or equivalently, of a weighted average) of some order.
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The estimation of this autoregressive structure, espec-
ially its order, is vital to the modeler.

The definition of a time series does not require
that the spaced observations occur along the time axis,
and extensions to spatial series have been made. Cliff,
et. al. (1975) discuss the basic problems of defining
spatial autocorrelation by examining a mosaic of cells.
Each cell is defined by its connectance properties and the
observed values of some internal variable. The covariance
or correlation function must relate a particular ce]]l
with its first order, second order, etc., neighbors. In
time series there is a unique choice for these neighbors,
but in space series, the number of nth order neighbors
will often be greater than one. The estimated autocorre-
lation is therefore an average of pairwise relations summed
over all nth order neighbors and over all cells. The
choice of representing these relations is arbitrary as is
the definition of spatial lags between cells.

The spatial lag concept offers both interesting and
disturbing features for the researcher who attempts to
use it. The arbitrary nature of connections gives them
the properties of weightings on the pairwise relationships.
By varying the weights according to some private hypoth-
eses, certain relationships can be emphasized at the ex-
pense of others. These weighting schemes can easily be

expressed as a product of a connectivity matrix and a

—
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weighting matrix, and even the most general structures
can be concisely represented in this way. The calculation
of nth order lags can then be formulated as powers of the
connectivity matrix with non?simple routes eliminated. In
general, the elimination of these routes with repeated
nodes is complex, and neither the explicit method discussed
in Ross and Harary (1952) nor the iterative method dis-
cussed in Marshall (1971) seems useful for graphs of di-
ameter greater than seven.

The next stage in time series extensions is to space-
time series, but in this area the development is still
elementary. Curry (1970) develops an univariate approach
but continues no further. Cl1iff, et. al. (1975) also use
an univariate approach based on weighted exponentials.
More recent research by Matheron (1975) and others seems
to be straying from the traditional ideas and centers on
random function theory (Matheron, 1970) instead. At pres-
ent, a typical analysis would begin with estimation of
trends, followed by an examination of the residuals for
autocorrelative patterns. Once the lag structure has been
specified, estimation of a specific univariate model would
be attempted using a simple scheme as described by Cliff,
et. al. (1975). A mixture of typical univariate behav-
iors would then be created in order to describe an entire
region.

This paper uses the reference curve technique and






