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SUMMARY

Eight samples of size 16 and 3 samples of size 15 consisting of replicate determinations of aflatoxin in peanut subsamples are considered. This data is analyzed to decide whether the samples could have arisen from two-parameter normal parents, or from two-parameter lognormal parents. The method of analysis consists of first transforming the individual samples in such a way that the transformed values have uniform distributions on the unit interval under the null hypothesis, the transformed values are then pooled and tested for uniformity. The analysis leads to the conclusion that the normal model fits the data quite well, and definitely better than the lognormal model.
1. INTRODUCTION

1.1 The Biological Problem

Aflatoxin is a toxic material produced in peanuts by the fungus Aspergillus flavus, Bampton [1963]. As a precautionary measure all commercial lots of peanuts in the U. S. (approximately 20,000 each crop year) are tested for aflatoxin, Duggan [1970]. A lot of shelled peanuts may vary in size up to 100,000 pounds. The concentration of aflatoxin in a lot of shelled peanuts is estimated by measuring the aflatoxin concentration in a random sample of kernels drawn from the lot. The sample is comminuted in a subsampling mill, Dickens and Satterwhite [1969], and a subsample of approximately 280 g is analyzed by a chemical procedure using thin layer chromatography (TLC), Waltking, et al. [1968]. To facilitate an adequate quality control and consumer protection program, it is desirable to design a sampling plan that will provide a high level of protection for the consumer with reasonable assurance to the processor that lots of good peanuts will not be rejected by the testing program.

Because aflatoxin is often highly concentrated in a small percentage of the kernels, variation among aflatoxin determinations is large, and accurate estimates of the average concentration in a lot is exceedingly difficult, Whitaker, et al. [1972, 1974]. In order to predict the risk levels and costs associated with an aflatoxin sampling plan, computer simulation methods have been developed to evaluate sampling programs, Whitaker, et al. [1970].

One important aspect of the computer model is estimation of the distribution of analytical results about the subsample concentra-
tion. It is assumed that replicated analyses from subsamples with
different levels of aflatoxin can all be described by distributions
of the same functional form, but, possibly, with different parameters.

The objectives of the present study are to answer the questions:
(a) Does the normal or the lognormal model give a better fit for
the numbers obtained by replicated analyses of peanut subsamples?
(b) Does either the normal or the lognormal model provide an
adequate fit for this data?

2.2 The Statistical Problem

Suppose there are available \( k \) independent samples:

\[
\begin{align*}
&x_{11}, x_{12}, \ldots, x_{1n_1}, \\
&x_{21}, x_{22}, \ldots, x_{2n_2}, \\
&\vdots & \vdots & \vdots \\
&x_{k1}, x_{k2}, \ldots, x_{kn_k}.
\end{align*}
\]  (1)

The random variables in (1) will be said to satisfy a normal
model if all members of the \( j \)th sample are independently distributed
with a \( \mathcal{N}(\mu_j, \sigma_j^2) \) distribution for \( j = 1, \ldots, k \). They will be
said to satisfy a lognormal model if all members of the \( j \)th sample
are independently distributed with a \( \text{LN}(\mu_j, \sigma_j^2) \) distribution for
\( j = 1, \ldots, k \). (A random variable \( y \) has a \( \text{LN}(\mu, \sigma^2) \) distribution
if \( \ln y \) has a \( \mathcal{N}(\mu, \sigma^2) \) distribution.) In order to answer questions
(a) and (b) above for a particular set of data of the structure of (1),
we require \( k \)-sample composite goodness-of-fit and model comparison
methods.

There is a small statistical literature that considers these
types of problems. Petrov [1956] considers this model for normal
distributions and samples of the same size; and gives some distributional results. Prohorov [1966] mentions but does not develop the type of transformation—pooling approach that will be used here.

The work of a number of writers who have considered the problem of transforming a single sample under a composite null hypothesis assumption is of some interest here. These include papers by David and Johnson [1948], Sarkadi [1960, 1965], Durbin [1961], Störmé [1964], Seshadri, et al. [1969], and O'Reilly and Quesenberry [1973].

2. ANALYSIS OF AFLATOXIN DATA

2.1 Experimental Procedure

Approximately 6200 g of raw peanut kernels contaminated with aflatoxin were comminuted in a mill similar to that used by the inspection service. The ground meal was then divided into eleven subsamples weighing approximately 560 g each. Each subsample of comminuted peanuts was blended with 2800 ml methanol-water-hexane solution for 2 minutes. The blended material was divided equally among 16 centrifuge bottles. The content of each centrifuge bottle was analyzed by a modified version of the Waltking method, Waltking, et al., [1968]. One observation was lost from each of 3 subsamples leaving 8 subsamples with 16 determinations and 3 subsamples with 15 determinations. The data is shown in Table 1.

---

Table 1 near here
---
## TABLE 1

### REPLICATED AFLATOXIN DETERMINATIONS

<table>
<thead>
<tr>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>121.23</td>
<td>95.33</td>
<td>20.04</td>
<td>22.35</td>
<td>30.02</td>
<td>10.84</td>
<td>28.60</td>
<td>34.30</td>
<td>16.71</td>
<td>7.63</td>
<td>32.56</td>
</tr>
<tr>
<td>71.69</td>
<td>55.94</td>
<td>20.30</td>
<td>32.54</td>
<td>26.26</td>
<td>19.31</td>
<td>32.59</td>
<td>27.90</td>
<td>18.11</td>
<td>6.37</td>
<td>25.66</td>
</tr>
<tr>
<td>117.91</td>
<td>72.01</td>
<td>24.69</td>
<td>23.23</td>
<td>26.48</td>
<td>13.12</td>
<td>37.24</td>
<td>34.87</td>
<td>11.19</td>
<td>6.97</td>
<td>69.69</td>
</tr>
<tr>
<td>91.09</td>
<td>58.96</td>
<td>22.26</td>
<td>68.31</td>
<td>36.38</td>
<td>13.20</td>
<td>24.61</td>
<td>32.56</td>
<td>12.98</td>
<td>5.28</td>
<td>200.15</td>
</tr>
<tr>
<td>104.86</td>
<td>114.62</td>
<td>24.92</td>
<td>27.51</td>
<td>48.01</td>
<td>12.39</td>
<td>24.71</td>
<td>31.67</td>
<td>24.86</td>
<td>6.74</td>
<td>87.34</td>
</tr>
<tr>
<td>151.00</td>
<td>41.64</td>
<td>21.45</td>
<td>27.44</td>
<td>49.50</td>
<td>17.20</td>
<td>32.83</td>
<td>29.06</td>
<td>20.18</td>
<td>6.74</td>
<td>13.42</td>
</tr>
<tr>
<td>125.40</td>
<td>98.76</td>
<td>19.44</td>
<td>28.53</td>
<td>15.68</td>
<td>12.61</td>
<td>46.93</td>
<td>32.00</td>
<td>17.49</td>
<td>13.35</td>
<td>32.58</td>
</tr>
<tr>
<td>83.94</td>
<td>53.62</td>
<td>24.04</td>
<td>29.49</td>
<td>30.79</td>
<td>18.07</td>
<td>37.99</td>
<td>33.40</td>
<td>9.33</td>
<td>7.53</td>
<td>44.62</td>
</tr>
<tr>
<td>137.53</td>
<td>30.23</td>
<td>24.40</td>
<td>51.98</td>
<td>22.03</td>
<td>13.19</td>
<td>29.19</td>
<td>36.55</td>
<td>15.35</td>
<td>8.81</td>
<td>73.98</td>
</tr>
<tr>
<td>83.49</td>
<td>91.92</td>
<td>19.85</td>
<td>28.87</td>
<td>26.54</td>
<td>16.65</td>
<td>28.69</td>
<td>31.87</td>
<td>21.12</td>
<td>12.58</td>
<td>112.11</td>
</tr>
<tr>
<td>116.78</td>
<td>66.88</td>
<td>11.88</td>
<td>21.80</td>
<td>22.74</td>
<td>15.85</td>
<td>32.46</td>
<td>29.17</td>
<td>17.23</td>
<td>12.64</td>
<td>97.58</td>
</tr>
<tr>
<td>90.72</td>
<td>91.81</td>
<td>24.34</td>
<td>29.12</td>
<td>35.36</td>
<td>13.53</td>
<td>40.31</td>
<td>25.05</td>
<td>13.67</td>
<td>10.71</td>
<td>55.36</td>
</tr>
<tr>
<td>100.54</td>
<td>100.37</td>
<td>15.32</td>
<td>36.65</td>
<td>51.61</td>
<td>11.06</td>
<td>35.88</td>
<td>36.50</td>
<td>23.17</td>
<td>5.41</td>
<td>32.19</td>
</tr>
<tr>
<td>74.59</td>
<td>77.26</td>
<td>14.85</td>
<td>40.76</td>
<td>27.53</td>
<td>15.25</td>
<td>31.04</td>
<td>27.51</td>
<td>17.05</td>
<td>7.46</td>
<td>94.55</td>
</tr>
<tr>
<td>137.19</td>
<td>91.56</td>
<td>23.10</td>
<td>23.81</td>
<td>36.71</td>
<td>16.25</td>
<td>32.05</td>
<td>30.67</td>
<td>15.43</td>
<td>4.39</td>
<td>53.24</td>
</tr>
<tr>
<td>146.25</td>
<td>66.25</td>
<td>22.21</td>
<td>36.19</td>
<td>12.39</td>
<td>31.76</td>
<td>16.82</td>
<td>11.85</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
2.2 Statistical Analysis

To simplify notation we shall first consider a single sample

\[ x_1, \ldots, x_n \]

Let

\[ \bar{x}_r = \frac{x_1 + \ldots + x_r}{r}, \]

\[ s_r^2 = \frac{1}{r} \sum_{i=1}^{r} (x_i - \bar{x}_r)^2, \]

for \( r = 3, 4, \ldots, n \); and \( G_v \) denote the distribution function of a Student-t distribution with \( v \) degrees of freedom. Then put

\[ u_{r=2} = G_{r=2} \left[ \frac{(r-2)^{1/2}(x_r - \bar{x}_r)}{[(r-1)s_r^2 - (x_r - \bar{x}_r)^2]^{1/2}} \right], \tag{2} \]

for \( r = 3, \ldots, n \).

It follows from O'Reilly and Quesenberry [1973], Corollary 2.1 and example 4.1, that if \( x_1, \ldots, x_n \) is a random sample from a member of the \( N(\mu, \sigma^2) \) family then \( u_1, \ldots, u_{n-2} \) are independently and identically distributed as uniform random variables on the unit interval \((0,1)\)--i.i.d. \( U(0,1) \) r.v.'s.

Let each sample in (1) be transformed using the transformations in (2). Then from the \( j \)th sample (\( j = 1, \ldots, k \)) we obtain \( n_j - 2 \) i.i.d. \( U(0,1) \) random variables, and a total of \( N = n_1 + \ldots + n_k - 2k \) pooled i.i.d. \( U(0,1) \) random variables. Let \( u_{(1)} \leq u_{(2)} \leq \ldots \leq u_{(N)} \) denote the ordered values of this pooled set of random variables. Under the normal model hypothesis then \( E(u_{(j)}) = j/(N+1) \) for \( j = 1, \ldots, N \); and if the pairs \((u_{(j)}, j/(N+1))\) are plotted on Cartesian axes the points should approximate the line \( g(u) = u \) for \( 0 < u < 1 \). This gives a graphical procedure for judging
whether the parent distribution is normal. (See Epstein [1960], section 1, for a similar graphical procedure.)

As mentioned earlier in subsection 2.1, Table 1 gives the data obtained from repeated determinations of aflatoxin from 11 subsamples. The physical interpretation of the parent distribution of interest is that it is the distribution of analytical "errors" of the determination process.

The transformations of (2) have been performed on each of the samples in Table 1. The u-values obtained for each sample have been pooled and ranked and are given in Table 2.

Table 2 near here

The 151 values in Table 2 have been used to plot the 151 points \((u(j), j/(N+1))\) in Figure 1.

Figure 1 near here

In addition to this graphical procedure, we compute two goodness-of-fit statistics as measures of the uniformity of the u-data of Table 2. We compute the Pearson \(\chi^2\) statistic using 10 cells of equal probability, and the Watson \(U^2\) statistic, Watson [1961].

To compute the chi-squared statistic the interval \((0,1)\) is partitioned into ten intervals of length 0.1 each and the vector of cell frequencies from the data of Table 2 is \((12, 14, 10, 20, 19, 15, 16, 13, 15, 17)\). This gives a chi-squared value of
<table>
<thead>
<tr>
<th></th>
<th>.00082</th>
<th>.13930</th>
<th>.29274</th>
<th>.36630</th>
<th>.46630</th>
<th>.56100</th>
<th>.69103</th>
<th>.80287</th>
<th>.92663</th>
</tr>
</thead>
<tbody>
<tr>
<td>.01338</td>
<td>.15006</td>
<td>.29946</td>
<td>.36659</td>
<td>.46746</td>
<td>.56220</td>
<td>.69229</td>
<td>.83575</td>
<td>.92623</td>
<td></td>
</tr>
<tr>
<td>.06238</td>
<td>.16634</td>
<td>.30140</td>
<td>.37203</td>
<td>.47610</td>
<td>.56773</td>
<td>.69461</td>
<td>.81878</td>
<td>.92964</td>
<td></td>
</tr>
<tr>
<td>.06550</td>
<td>.17336</td>
<td>.30237</td>
<td>.38696</td>
<td>.47701</td>
<td>.57158</td>
<td>.69685</td>
<td>.82131</td>
<td>.94233</td>
<td></td>
</tr>
<tr>
<td>.06809</td>
<td>.17461</td>
<td>.31549</td>
<td>.39231</td>
<td>.48015</td>
<td>.58403</td>
<td>.70336</td>
<td>.82447</td>
<td>.95420</td>
<td></td>
</tr>
<tr>
<td>.07161</td>
<td>.19171</td>
<td>.33919</td>
<td>.40249</td>
<td>.48427</td>
<td>.60087</td>
<td>.70941</td>
<td>.83398</td>
<td>.96301</td>
<td></td>
</tr>
<tr>
<td>.07785</td>
<td>.19340</td>
<td>.34183</td>
<td>.41575</td>
<td>.49125</td>
<td>.60922</td>
<td>.71191</td>
<td>.83989</td>
<td>.96225</td>
<td></td>
</tr>
<tr>
<td>.08120</td>
<td>.19548</td>
<td>.34325</td>
<td>.41709</td>
<td>.50307</td>
<td>.61159</td>
<td>.71418</td>
<td>.83989</td>
<td>.96225</td>
<td></td>
</tr>
<tr>
<td>.08777</td>
<td>.19958</td>
<td>.34465</td>
<td>.41993</td>
<td>.50983</td>
<td>.62661</td>
<td>.71461</td>
<td>.84354</td>
<td>.96553</td>
<td></td>
</tr>
<tr>
<td>.08796</td>
<td>.22247</td>
<td>.34954</td>
<td>.42337</td>
<td>.51608</td>
<td>.63754</td>
<td>.72030</td>
<td>.85736</td>
<td>.97936</td>
<td></td>
</tr>
<tr>
<td>.09628</td>
<td>.22411</td>
<td>.34994</td>
<td>.42405</td>
<td>.52162</td>
<td>.64758</td>
<td>.72303</td>
<td>.86575</td>
<td>.98486</td>
<td></td>
</tr>
<tr>
<td>.09995</td>
<td>.23680</td>
<td>.35816</td>
<td>.42552</td>
<td>.52178</td>
<td>.65613</td>
<td>.73236</td>
<td>.86864</td>
<td>.98656</td>
<td></td>
</tr>
<tr>
<td>.10666</td>
<td>.23932</td>
<td>.35827</td>
<td>.42685</td>
<td>.53436</td>
<td>.65654</td>
<td>.73270</td>
<td>.87260</td>
<td>.98831</td>
<td></td>
</tr>
<tr>
<td>.12083</td>
<td>.24195</td>
<td>.35924</td>
<td>.43051</td>
<td>.53935</td>
<td>.66946</td>
<td>.73510</td>
<td>.87726</td>
<td>.99012</td>
<td></td>
</tr>
<tr>
<td>.12112</td>
<td>.25510</td>
<td>.35943</td>
<td>.43872</td>
<td>.54653</td>
<td>.68423</td>
<td>.75552</td>
<td>.89042</td>
<td>.99934</td>
<td></td>
</tr>
<tr>
<td>.13489</td>
<td>.26693</td>
<td>.36443</td>
<td>.43943</td>
<td>.55576</td>
<td>.68819</td>
<td>.77980</td>
<td>.90172</td>
<td></td>
<td></td>
</tr>
<tr>
<td>.13601</td>
<td>.28429</td>
<td>.36591</td>
<td>.46419</td>
<td>.55813</td>
<td>.69003</td>
<td>.78882</td>
<td>.90852</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
FIGURE 1

Ranked u-values Against Expectations, Normal Model
\[ x^2 = \left( \frac{k}{N} \right) \sum_{j=1}^{k} N_j^2 - N, \]
\[ = \left( \frac{10}{151} \right) (2365) - 151, \]
\[ = 5.62. \]

The Watson \( U^2 \) statistic has been shown by Miller and Quesenberry [1975] to have attractive power properties as a test of uniformity and is given by

\[ U^2 = \left( \frac{1}{12N} \right) + \sum_{j=1}^{N} \left[ u(j) - (2j-1)/2N \right]^2 - N(\bar{u}-1/2)^2, \]

where \( \bar{u} = \left( \frac{1}{N} \right) (u(1) + \ldots + u(N)) \). The value of \( U^2 \) for the data of Table 2 is 0.0785.

To study the fit of the lognormal model to the data of Table 1, we proceeded as follows. First, the natural logarithm of each number in Table 1 was taken, and these logarithms were then analyzed for normality just as described above. Figure 2 is a graph of the pooled and ranked u-values obtained from these logarithms using equation (2), plotted against their null hypothesis expected values. The Pearson \( x^2 \) and the Watson \( U^2 \) statistics were found to have values \( x^2 = 12.64 \) and \( U^2 = 0.1089 \) for this case.

---

Figure 2 near here
---

The values of \( x^2 \) and \( U^2 \) for both the normal and lognormal models are given in Table 3. The value in parentheses is the significance level of the observed value.
FIGURE 2

Ranked u-values Against Expectations, Lognormal Model
For the $\chi^2$ values, this is the probability that a chi-squared random variable with 9 d.f. is less than the observed value. The probabilities for $U^2$ have been evaluated using equation (22) in Watson [1961].

**TABLE 3**

**OBSERVED VALUES OF TEST STATISTICS FOR NORMAL AND LOGNORMAL MODELS**

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Normal</th>
<th>Lognormal</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\chi^2$</td>
<td>5.62 (.78)</td>
<td>12.64 (.18)</td>
</tr>
<tr>
<td>$U^2$</td>
<td>.0785 (.421)</td>
<td>.1089 (.232)</td>
</tr>
</tbody>
</table>

2.3 **Analysis Summary**

Examination of Figures 1 and 2 shows that the normal model fits quite well, and that the lognormal model is not as good. Exactly the same conclusion is reached by examination of Table 3. Both of the test statistics are smaller for the normal model than for the lognormal model and so the normal must be preferred. While the values of $\chi^2$ and $U^2$ are not significant at the usual levels (.1, .05, etc.), the values for the lognormal model are sufficiently large to cause suspicion. We feel that this analysis supports the following responses to questions (a) and (b) of section 1.1:

(a) the normal model fits the data better than the lognormal model, and
(b) the fit of the normal model is quite satisfactory.
3. SOME REMARKS CONCERNING THE STATISTICAL PROCEDURE

The approach to model testing and goodness-of-fit used here is to transform each individual sample, and then to pool the transformed sets. This approach may also be useful for testing models other than the normal and lognormal.

We call attention to the fact that the transformations of equation (2) are not symmetric in the observations. It is necessary that the values $x_1, \ldots, x_n$ as they are used in (2) be i.i.d. random variables, and must, therefore, be in random order. They must not, for example, be arranged according to magnitude.

The computational work described in the previous sections, including the transformations in (2), the pooling and ranking of the u-values, and the computation of test statistics have been carried out using a Fortran program written by the authors for this purpose. This work was performed at the Triangle Universities Computation Center (TUCC).

The authors are grateful to Professor F. G. Giesbrecht for helpful discussions.
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