Ordering of Concomitants of Order Statistics, with Applications
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1. Introduction and summary.

Let (xi’Yi) (i =1,2,...,n) be n independent random variables from some

bivariate distribution. When the X's are arranged in ascending order as

xl:n—<-x2:ni _<_.)(mn »

we denote the corresponding Y's by

Yi1:n)® Y[2:m)® o0 Y[nin] ?

and call these the concomitants of the order statistics.

David, 0O'Connell and Yang (1977) investigate the probability distribution
of R .’ the rank of Y[r:n] among the n Y's. We apply these results to a
problem in the reconstruction of a broken random sample, first presented by
DeGroot, Feder, and Goel (1971).

When X and Y are distributed according to Gumbel's bivariate exponential

distribution, we show that

v . >

in> M,n-1° 11 °

where T = P{Rr n = s}. Additionally, for n = 2 and Y stochastically increasing
(decreasing) in X, we note that 1 > Mo and Moy > To1 (ﬂlz > ™1 and

Ty > Mpp)-
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2. Application of the distribution of the rank of the concomitants to a

matching problem.

Suppose a sample of size n is drawn from some bivariate distribution.
However, before the sample values are observed, each pair in the sample is
broken into its two components. We observe the X's in some random order and
the Y's in some independent random order, thus not knowing the original corre-
spondence of X's and Y's. We consider the problem of matching one particular
X, rather than reconstructing the entire sample.

DeGroot, Feder, and Goel (1971) assume that the joint distribution of X

and Y can be represented by a probability density function of the form
(2.1) £(x,y) = ax)By)eY for (x,y) « R,

where o and B are arbitrary real-valued functions. Denote the ordered obser-

< <X and

vations of the un-paired sample by Xp.p S Xoup S - n:n

Suppose one wishes to match x The posterior

Y1:n = Y2:n S eee S Yn:n 1:n

probability of obtaining a correct match is maximized by pairing Y1:n with x
Similarly, this criterion leads to pairing Yn:n with X0 A general solution
is not pursued.

We suggest the following procedure for matching one observation, not being
restricted to bivariate distributions with probability density functions of the

th

form (2.1). Suppose one wishes to match the r~ largest X. Then pair with it

the kth largest Y, where

P{R

r.n k} = max P{R = s}.

1<s<n r,n

David, O'Connell, and Yang (1977) derive the following expression for

s}.

P{Rr,n

-1-k _s-1-k en-r—s+1+k

(2.2) P{R =s} =n C.0. 0 4

T,N -0 Joo “k"1 f(x,y)dxdy,

1:n°



where
0,(x,y) = P{X < x, Y <y}, 0,(x,y) =P{X<x, Y >yl
OS(X’Y) =P{X>x, Y<vy}, 64(x,y) =P{X>x, Y >y},
t = min(r-1, s-1) ,

and

_ (n-1)!
Ck (r,s,n) = KI(r-1-k) ! (s-1-k)! (n-r-s+1+k)!

Numerical results are given for the case in which the joint distribution of X
and Y is bivariate normal, n =9, p = 0.1(0.1)0.9, 0.95. It is noted that for
small and intermediate values of p, holding r constant, Tes is not necessarily

maximized by s=r. However, we observe that for each set of calculations,

> e

1 > M2 > Mg »

and

>7 > e > W

m 98

99 91 °

Since nrs(p) = “r,n+1-s('p) (r,s = 1,...,n), for negative p,

> ... > T

Ti9 ~ M8 1 °

and

> (i > T

T91 > T2 99 °

3. The distribution of the rank of the first concomitant when sampling from

Gumbel's bivariate exponential distribution.

We consider the distribution of the rank of Y[1°n] when the joint distri-
bution of X and Y is Gumbel's bivariate exponential distribution. The marginal
distributions of both X and Y are standard exponential, and the joint proba-

bility density function is



(3.1) £(x,y) = e V) ((1.0x) (1+6y) - 0} (x>0, y>0, 00sl) , PS

as stated by Johnson and Kotz (1972). When O = 0, X and Y are independent, and
the correlation decreases as O increases. Also, P{Y > y|X = x} decreases as x
increases, so we say that Y is stochastically decreasing in X (see Barlow and

Proschan (1975)).

From (2.2), we have

n-1 s-1 n-s
(3.2) P{ =sy=nC ) [, [, 05 6 £(x,y)dxdy .

Rl,n
When the joint probability density function of X and Y is (3.1),

-x _ _=(x+y+0xy)
- e >

e

(3.3) §(x,)

and

§(x,y) = e~ (xHy+exy)

Making the appropriate substitutions,

Pl o o1 = ah [ Jy % - B0y (e omyes

(e YO (1 4 e+ By) - ©})dxdy

n(z:i) Lo fo e MX(1.e” (V*OY)yS-1 (- (+OXV) =541 1) 0,3 (140y) -0)dxdy

s-1
n(2h) kzo CORCH f5 e (7 o (SR OO ((g,00) (140y) -03dy) dx.

|
(3.4) PR, = };1+ %B mm@h Tk ¢
: a= g S REOCD I Dt Eh

Integrating by parts and simplifying, we obtain

1
(n-s+1+k)

"1)’

where El(a) = f; < dx. | .




We now compare P{R, = s} and P{R1 n = s-1}.
} 1 %' n n-1 sil k, .s-1 1
P{R = s} - P{R =s-1}={=+e  E,(®MO( ) DTCH -1}
1,n 1,n n 19 M) L k) 2 )
- . e%E Bach T ok ¢ —L
n 1°6 S-<7 k=0 k (n—s+2+k)2
G stl k ,s-1 1
6 n, . n-1 S-
=ne E.(®I[() I 1) ) —
1767 "s-1 k=0 k (n-s+1+k)2
-1, 522k s-2 1
-G I Dt Gy ————
$-2" y2o k (n—s+1+k)2
5 ssl ko s-1 1
] n n-1 S-
=ne’ E,@IC D I (D C)——
1767 " s-1 k=0 k (n-s+1+k)2
s-1
P DL DR Eh ey —
s-1 k=1 k © n-s+l (n—s+1+k)2
g it k ,s-1 1
n 0 n, .,n-1 S-
=7 ¢ E@IG ) kzo 1" ) Taosrivk) 1.
n
1 0 n
(3.5) P{Rl’n = S]’ - P{Rl,n =s -1} = m € El(—e-)
Thus,
(3.6) "n” M,n-17 M2 00 M2 7 ™

We note that any monotonic increasing transformations applied separately to X

and Y do not change the values of Teg® Due to this fact, (3.6) holds not only
for X and Y having a joint probability density function of the form (3.1), but
for all other variates having distributions which can be derived by such trans-

formations. We conjecture that (3.6) holds for an even wider class of

distributions.



4. General results for n=2.

Consider the case in which n=2, and Y is stochastically increasing in X.

Suppose X;., = X;., and X, , = X, ,, Where X;., < Xy, o,
4.1 PIR, 5 = 2[Xp.5 = Xp,90 X515 = %50}
=Paig Y[1:2]|x1:2 = X1.20 %52 = %:0) -

Since (Xl,Yl) and (XZ’YZ) are independent and identically distributed, the
conditional probability density function of Y[r:Z] given Xr:2 = X,.., is
f (Y|Xr:2 =x_.,) = fY(ylx =x_,), T =1,2. It then follows, from the

Y
[r:2]
assumption that Y is stochastically increasing in X, that

(4.2) PU 5.1 > ¥IXgug = Xp.5} = PIY > y[X = x5}

>PY > y|X = x),,} = P{Y[I:Z] >y1X;., = x1,,} for all y.
Hence,

P 921 > Vi) a2 = *1:22 %22 = %22}

= fiw f?w £, (t]X = x1:2)fv(“|x = x2:2)dt du

= [ Fy(u|X = x;. )y (X = x,. J)du

> ]T; FY(u|x = x2:2)fY(u|X =X,.,)du =},
for any X190 <Xy o0 Thus we have shown
(4.3) P{RZ,Z =2} >% .
Since P{Rz’2 =1} + P{Rz,2 =2} =1,
(4.4) T2 > T21 °



Due to the relationships P{R =1} + P{R =1} =1 and
2,2 1,2

P{RI,Z =1} + P{Rl,2 = 2} = 1, we also have

(4.5) LTIRAIPIE

It can be shown similarly that for Y stochastically decreasing in X,

(4.6) Moy > LY and Ty > LI
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