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Most overall tests of hypotheses combining \( s > 2 \) independent statistics are based on the \( p \)-values of the individual tests. Van Zwet and Oosterhoff considered procedures for combining tests of univariate hypotheses which are based on the values of the (asymptotically exponentially distributed) statistics themselves. This dissertation deals with combinations of certain multivariate test statistics with distributions which are not in the exponential family.

Many of the classical GLIM analysis of variance statistics have \( F \) distributions and can be transformed to beta-distributed random variables. It is shown that if the statistics to be combined have beta distributions which are noncentral under the alternative hypothesis, then a type D test, which provides a locally most powerful combination procedure for testing the null hypothesis does exist. The form of the test is found for the balanced case where the design matrices are proportional. For the unbalanced case, a test which has the best average local power is found; this test is termed a type \( F \) test.

It is shown that, for local alternatives, if there are a large number of small-sample statistics to be combined, the type D combination procedure is more efficient than Fisher's method according to Bahadur asymptotic relative efficiency. It is also shown that under the same assumptions, the type \( F \) combination procedure is more efficient than Fisher's according to an average measure of Bahadur
asymptotic relative efficiency.

The exact distribution of the overall type D and type F statistics is given if $s = 2$. As $s$ increases, the exact distribution of the statistics becomes more difficult to calculate. The Central Limit Theorem does apply, however, and the accuracy of applying the Central Limit Theorem to find approximate critical values for the overall test statistic is discussed.

The method of applying the type D and type F tests is illustrated in a numerical example based on some pharmaceutical data.
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CHAPTER I

INTRODUCTION

1.1. Statement of the Problem and Outline of the Research

Let \( Q_1, \ldots, Q_s \) be \( s \) independent statistics for testing the same null hypothesis against the same alternative. The problem is to combine the results of these \( s \) tests into a single overall test for the common testing problem. Most combination procedures available in the literature are based not on the statistics \( Q_i \) but on their probability integral transforms \( P_i \), where \( P_i = \Pr(Q_i \geq q_i | H_0) \) where \( q_i \) is the observed value of \( Q_i \) for \( i = 1, \ldots, s \). Those combination procedures which have been based on the \( Q_i \)'s are mainly limited to the case of univariate hypotheses with test statistics distributed in the one-parameter exponential family. The aim of this dissertation is to extend these latter results to certain multivariate and multiparametric testing problems. It is assumed throughout that the distributions of the statistics are continuous.

Let the hypothesis be

\[
H_0 : \lambda = \lambda_0
\]  

(1.1.1)

with alternative

\[
H_1 : \lambda \neq \lambda_0 .
\]

Statistics used in the testing of this hypothesis include Hotelling's \( T^2 \) statistics and statistics used in conjunction with the general linear
model. If $X = \bar{X} + \bar{\varepsilon}$, where $X$ is an $N \times m$ matrix of observations, $\bar{X}$ is an $N \times q$ design matrix, $\bar{\xi}$ is a $q \times m$ matrix of unknown parameters, and $\bar{\varepsilon}$ is an $N \times m$ error matrix, then the general linear hypothesis is

$$H_0: \sim C \bar{\varepsilon} M = 0$$

with alternative

$$H_1: \sim C \bar{\varepsilon} M \neq 0,$$

where $C$ and $M$ are appropriate $g \times q$ and $m \times u$ matrices and $0$ is a $g \times u$ matrix of zeros. If $g=p$ and $u=1$ or $g=1$ and $u=p$, then $C \bar{\varepsilon} M$ is a $p \times 1$ or $1 \times p$ vector, respectively. In either case, the null hypothesis is of the form specified above. Now assume that $C$ and $M$ are of full rank and let

$$H = M'X'A(A'\bar{A})^{-1}C'(C(A'\bar{A})^{-1}C')^{-1}C(A'\bar{A})^{-1}A\bar{X}'M$$

and

$$F = M'X'[I-A(A'\bar{A})^{-1}A']\bar{X}M.$$

Statistics commonly used in testing (1.1.1) are based on the characteristic roots $\lambda_i$, $i = 1, \ldots, [\min(g,u)]$ of $|H - \lambda F|$: Roy's largest root $\max \lambda_i$; the Hotelling-Lawley $T_o^2 (\xi \lambda_i)$; and Wilks' $\Lambda (\Pi (1+\lambda_i)^{-1})$. In the current problem there is only one root, $\lambda$, so that Roy's statistic and $T_o^2$ are identical. Under the null hypothesis and assumptions of normality, $(N-q)\lambda/g = F$ is an $F$-distributed variate with $g$ and $N-q$ degrees of freedom. The above model can, for the type of hypothesis being considered, be restated as $H_o: \sim C \bar{\varepsilon} M a = 0$ versus $H_1: \sim C \bar{\varepsilon} M a \neq 0$, where $a$ is a non-null vector. Then the common test statistic is

$$F(a) = (N-q)/g[a'H\bar{a}/a'Ea],$$

which has an $F$ distribution with $g$ and $N-q$ degrees of freedom. (Anderson [1958], Morrison [1967]).

Since the $F$ distribution is difficult to work with, it is assumed that the statistics have been transformed to beta-distributed random variables. If $F$ has an $F$ distribution with $p$ and $q$ degrees of
freedom, then \( U = (\mathrm{pF}/q)/(1+\mathrm{pF}/q) \) has a beta distribution with parameters \( p/2 \) and \( q/2 \). If \( F \) is noncentrally distributed with parameter \( \theta \), \( U \) has a noncentral beta distribution with the same noncentrality parameter. If \( F \) has a noncentral \( F \) distribution with noncentrality parameter \( \theta \) and degrees of freedom \( p \) and \( q \), then the density of \( F \) is given by

\[
\begin{cases}
\frac{pe^{-\theta/2}}{q} \sum_{r=0}^{\infty} \frac{\theta^r (\mathrm{pF}/q)^{p/2+r-1}}{2^r r! \beta(p/2+r,q/2)(1+p\mathrm{F}/q)(p+q)/2+r}, & f > 0; \\
0, & f \leq 0.
\end{cases}
\]

When \( \theta = 0 \), the density reduces to that of a central \( F \) distribution, given by

\[
(p/q)^{p/2} f^{p/2-1}/[\beta(p/2,q/2)(1+p\mathrm{F}/q)(p+q)/2]
\]

for positive values of \( f \). If \( F \) has a noncentral distribution and \( U \) is as defined above, then \( U \) has a noncentral beta distribution with noncentrality parameter \( \theta \) and parameters \( p/2 \) and \( q/2 \). The density of \( U \) is given by

\[
\beta_u^\theta = \begin{cases}
\frac{e^{-\theta/2}}{\theta} \sum_{r=0}^{\infty} \frac{\theta^r u^{p/2+r-1}(1-u)^{q/2-1}}{2^r r! \beta(p/2+r,q/2)}, & 0 \leq u \leq 1; \\
0, & \text{otherwise}.
\end{cases}
\]

(1.1.2)

When \( \theta = 0 \), \( U \) has a central beta distribution and density

\[
\beta_u^0 = u^{p/2-1}(1-u)^{q/2-1}/\beta(p/2,q/2), \quad 0 \leq u \leq 1.
\]

(1.1.3)

In this dissertation some locally most powerful combinations of beta-distributed statistics used in tests of (1.1.1) are developed. The concepts and notions of type D and type F tests, which maximize different measures of average curvature of the power surface at \( \lambda_0 \), are
presented in Section 1.3.

In Chapter II the type D test is determined for designs which are balanced as defined in Section 2.3, with details for the two-sample case.

In Chapter III the type F test, which can be applied in the case of an unbalanced design, is determined. It is also shown that if there are a large number of finite-sample statistics to be combined, the test based on the type D region is more efficient than Fisher's test when the comparison is made on the basis of Bahadur asymptotic relative efficiency. Furthermore, it is shown that the type F test is more efficient than Fisher's test when the comparison is made on the basis of a measure of average Bahadur asymptotic relative efficiency. A section mentioning some extensions concludes this chapter.

The two-sample results discussed in Chapter II are difficult to extend to cases involving even a moderately large number of statistics to be combined. However, the overall statistic is a linear combination of the independent statistics to be combined, and the Central Limit Theorem does apply. Finite-sample approximations to this asymptotic result are studied in Chapter IV.

Chapter V includes an example of applications of the theory to some clinical data. Some tables of critical values for the two-sample case are also presented. A final summary chapter concludes the dissertation.

1.2. Review of the Literature

Recall that the problem is to combine the results of s independent tests into a single overall test for the common testing problem.
Let $Q_i, i = 1, \ldots, s$, be the test statistics and let $P_i, i = 1, \ldots, s$, be their probability integral transforms, as defined in the preceding section. Many of the combination procedures in the literature are based only on the $P_i$'s. Fisher [1932, pp. 99-101] proposed

$$
\chi = -2 \log P_1 \ldots P_s = -2 \sum_{i=1}^{s} \log P_i
$$

as an overall test statistic. Under the null hypothesis, $\chi$ is distributed as a chi-squared random variable with $2s$ degrees of freedom. Independently of Fisher, K. Pearson [1933] proposed

$$
\chi' = -2 \sum_{i=1}^{s} \log (1-P_i)
$$

as an appropriate statistic. Further discussion of these methods is given by E. S. Pearson [1938], Wallis [1942] and Oosterhoff [1969].

Tippett [1931] proposed that the null hypothesis be rejected if the smallest of the $P_i$'s is sufficiently small. Wilkinson [1951] later extended this test, suggesting that the $k$-th smallest of the $P_i$'s be used as the statistic for the overall test, where $k$ is a pre-determined value.

Lipták [1958] proposed combinations of the form

$$
\sum_{i=1}^{s} w_i \phi^{-1}(P_i)
$$

where $\phi^{-1}$ is the inverse of an arbitrary function $\phi$ and the $w_i$ are suitable weights. Lipták suggested that one natural choice of $\phi$ is the normal distribution function. If $\phi$ is taken to be the exponential function, so that $\phi^{-1}$ is the logarithmic function, this test reduces to a weighted version of Fisher's test, proposed earlier by Good [1955] and applied by Zelen and Joel [1959] in the case where the $Q_i$ are distributed according to an $F$ distribution and $s = 2$. Lancaster [1961] also
discussed adding weights to Fisher's method.

Birnbaum [1954] compared the methods of Fisher, Pearson, and Wilkinson. He found that no method is optimal for all combination problems. However, he showed that if the test statistics have distributions belonging to the exponential class, then Pearson's method and Wilkinson's method with \( k > 2 \) are inadmissible. (Admissibility is defined and discussed in Section 2.2.) He also noted that while Tippett's method is admissible, Fisher's method seems to be somewhat more uniformly sensitive to commonly chosen alternatives.

Naik [1969] compared Fisher's method to Tippett's method, and Wilk and Shapiro [1968] compared Fisher's method to the mean of the normal transform for empirical studies. In both papers it was noted that Fisher's method is not necessarily optimal for all testing problems.

Littell and Folks [1971] compared Fisher's method, Tippett's method, Wilkinson's method with \( k = s \), and Lipták's method, with \( \Phi \) defined as the normal distribution function, using Bahadur relative efficiency. Assuming that there were a fixed number of large-sample statistics to be combined, the authors showed that Fisher's method is generally at least as efficient as the other methods. However, for some testing problems, not all methods can be distinguished on the basis of Bahadur efficiency and in these cases other methods may be superior. In a later paper, Littell and Folks [1973] showed that, under the same assumption, Fisher's method is at least as good as any other method on the basis of Bahadur relative efficiency.

The problem of finding optimal combination procedures is still open, however, since it is often the case that researchers have sample
sizes insufficient to satisfy the asymptotic arguments of Bahadur efficiency. Furthermore, as noted by Littell and Folks, Bahadur efficiency cannot distinguish Fisher's method from some other methods for certain testing problems.

All of the tests discussed thus far are based on the probability integral transforms of the test statistics which are to be combined. Various justifications for using the transforms rather than the test statistics themselves have been proposed. Birnbaum suggested that (i) the values of $Q_1, \ldots, Q_s$ may not be known to the statistician, (ii) the distributions of the $Q_i$, which are not necessarily the same for all $i$, may not be known to the statistician, (iii) although the values and distributions of the statistics may be known, there may be no available overall test based on the values of the statistics themselves, or (iv) available methods may be difficult to apply. Usually, however, the statistician does have the relevant information concerning the statistics to be combined. If the available methods which are based on the values of the statistics themselves are difficult to apply, the statistician may prefer a simpler method based on the probability integral transforms if the loss in power is small. The arguments that combination procedures which do utilize the values of the statistics do not exist may be losing its validity as research in this area proceeds.

Van Zwet and Oosterhoff [1967] and Oosterhoff [1969] proposed procedures for combining $Q_1$ and $Q_2$ which are based on the statistics themselves. These authors considered the cases when the distributions are either normal or Student's-t distributions, but noted that their techniques could be applied to derive results if the statistics have distributions belonging to the one-parameter exponential family of
distributions. They proposed three overall tests and compared them with Fisher's test, finding none of the four procedures to be uniformly superior for the problems considered.

Van Elteren [1958] considered linear combinations of two-sample Wilcoxon tests, giving attention to the properties of tests based on two different sets of weights.

Bhattacharya [1961] compared three procedures for combining independent chi-squared statistics for sampling experiments. He found Tippett's method to be, in general, inferior to Fisher's method and to the overall test based on the addition of the s independent chi-squared statistics, but no uniform preference between the latter two methods was observed. The addition of independent chi-squared statistics for contingency table tests to obtain a test over several control groups is a well known procedure (see, for example, Hill [1971]). Mantel [1963] has proposed extensions of the Mantel-Haenszel procedure to various related contingency table problems.

Schaafsma [1968] studied certain aspects of linear combinations of normally distributed statistics. Oosterhoff [1969] reported that Davies also considered procedures to combine normally distributed statistics, investigating $\beta$-optimal size-$\alpha$ tests to test the variance of the normal distribution.

In the papers mentioned above, it has generally been assumed that the statistics to be combined have continuous distributions. In this dissertation consideration will be limited to the continuous case. Aspects of the discontinuous case have been discussed by Wallis [1942], Lancaster [1949], E. S. Pearson [1950], and Kincaid [1962].
1.3. Introduction to Type D and Type F Critical Regions

As mentioned earlier, for certain multivariate testing problems type D and type F critical regions provide two locally most powerful tests found by maximizing different measures of the curvature of the power surface at \( \lambda_0 \). In this section the preliminary notions concerning the type D and type F critical regions are presented.

1.3.1. Type D Critical Regions

Uniformly most powerful tests do not exist for many testing problems, but often locally most powerful tests can be found. For testing \( H_0: \lambda = \lambda_0 \) against \( H_1: \lambda \neq \lambda_0 \), where \( \lambda \) is a one-dimensional parameter, the locally best unbiased critical region has been described by Neyman and Pearson [1936]. This so-called type A region of an unbiased test is found by maximizing the curvature of the power curve at the point \( \lambda = \lambda_0 \), for a fixed size of the test.

Generalizing to a multiparametric testing problem, \( H_0: \lambda = \lambda_0 \) versus \( H_1: \lambda \neq \lambda_0 \) where \( \lambda \) is a p-dimensional vector, it is reasonable to attempt to find the locally best unbiased region by maximizing the curvature of the surface of the power function at the point \( \lambda = \lambda_0 \).

Among the class of all unbiased tests of a given size \( \alpha \), the test which has the critical region found by simultaneously maximizing the curvature at every cross-section at the point \( \lambda = \lambda_0 \) does not exist. Neyman and Pearson [1938] proposed a type C region, for the case \( p = 2 \). A type C region for a testing problem is defined to be the region with the best local power along a given family of concentric ellipses with the same shape and orientation. If the concentric ellipses are circles, then the type C region is said to be regular; otherwise it is nonregular. However, to construct a type C region it is necessary to know the relative
importance locally of type II errors, and this is not usually known. Furthermore, type C regions are not invariant under transformations which are one-to-one and twice differentiable. Therefore, transformations of regular regions may be nonregular.

To overcome these objections, Isaacson [1951] proposed a type D region, which is defined as the unbiased critical region of size \( \alpha \) which maximizes the Gaussian curvature of the power surface at the point \( \lambda = \lambda_0 \). The type D region can be constructed without knowledge of the type II errors and is invariant under one-to-one, twice differentiable transformations. Geometrically, a type D critical region provides intuitively appealing justifications for its adoption as an extension of a type A critical region. First, the type A critical region maximizes the curvature of the power curve at the point specified in the null hypothesis and the type D region maximizes an average measure of the curvature of the power surface at the point specified in the null hypothesis. Also, since a type A region maximizes the curvature of the power function in an infinitesimal neighborhood of \( \lambda = \lambda_0 \), the horizontal chord intersecting the power curve at a height \( \alpha + \varepsilon \) is minimized among all chords so constructed for unbiased tests of size \( \alpha \). Similarly, among all unbiased critical regions of size \( \alpha \), the type D critical region minimizes the area of the region on a horizontal plane at a height of \( \alpha + \varepsilon \) which is defined by the intersection of the plane and the power surface.

For simplicity, the definition of a type D critical region will be presented in the two-parameter case. The extension to any finite number of parameters is immediate. Adapting the notation of Isaacson, for any region \( w \) in the set of all possible critical regions for a test,
the power function is given by

\[ B(\lambda | w) = \Pr(U \in w | \lambda) \]

where \( U = (U_1, U_2) \) is a sample point in a 2-dimensional sample space. Here, each \( U_i \) is distributed as a beta with parameters \( b \) and \( a \) and non-centrality \( \theta = f(\lambda - \lambda_0) \) for some function \( f \). Notice that testing \( H_0: \lambda = \lambda_0 \) is equivalent to testing \( H_0: \lambda - \lambda_0 = 0 \), if the alternative in each instance is that equality does not hold. If the criteria used in determining a type D region are invariant under translation, there is no loss in generality in assuming that \( \lambda_0 = 0 \). Thus the size of the test associated with the critical region \( w \) is given by

\[ B(\lambda_0 | w) = B((0,0)' | w) = \Pr(U \in w | (0,0)'). \]

Now define

\[ B_1 = B_1(w) = \frac{\partial [B((\lambda_1', \lambda_2')' | w)]}{\partial \lambda_1} \bigg|_{(\lambda_1, \lambda_2) = (0,0)} \]

\[ B_{ij} = B_{ij}(w) = \frac{\partial^2 [B((\lambda_1', \lambda_2')' | w)]}{\partial \lambda_i \partial \lambda_j} \bigg|_{(\lambda_1, \lambda_2) = (0,0)} \]

assuming that the derivatives exist. A necessary condition for unbiasedness is that

\[ B_1(w) = B_2(w) = 0. \] (1.3.1.1)

The Gaussian curvature of the power surface at \( \lambda = 0 \) is given by

\[ \frac{B_{11}(w) B_{22}(w) - B_{12}(w)^2}{1 + B_1^2(w) + B_2^2(w)} = \frac{B_{11}(w) B_{22}(w) - B_{12}(w)^2}{1 + 0 + 0} = \text{det}(B_w), \]

the determinant of \( B_w \), where
\[
\mathbf{B}_w = \begin{pmatrix}
B_{11}(w) & B_{12}(w) \\
B_{12}(w) & B_{22}(w)
\end{pmatrix}.
\]

The restriction (1.3.1.1) guarantees that a relative extremum exists at \( \lambda = 0 \). In the two-dimensional case, the extremum is a minimum if the Gaussian curvature is positive and if the curvature in all directions is positive, i.e., if \( \det(\mathbf{B}_w) > 0 \) and \( B_{ii} > 0 \), \( i = 1,2 \) (Taylor and Mann [1972, p. 227]). Notice that these two restrictions are necessary and sufficient conditions that \( \mathbf{B}_w \) be positive definite. Together, the conditions that \( B_1 = B_2 = 0 \) and \( \mathbf{B}_w \) is positive definite imply that the test is unbiased. The type D critical region maximizes the Gaussian curvature, \( \det(\mathbf{B}_w) \), among all regions \( w \) which provide unbiased tests of a specified size. Since the Gaussian curvature is invariant under translation, the above translation of \( \lambda \) to \( \bar{\lambda} \) is not restrictive. To summarize:

**Definition 1.3.1.1.** (Isaacson [1951]). A region \( w_0 \) is said to be an unbiased critical region of type D for testing the null hypothesis that \( \lambda = 0 \) if:

(i) \( B(0|w_0) = \alpha \); \hspace{1cm} (1.3.1.2)

(ii) \( B_{ii}(w_0) = 0 \), \hspace{1cm} \( i = 1,2 \); \hspace{1cm} (1.3.1.3)

(iii) \( \mathbf{B}_{w_0} \) is positive definite; \hspace{1cm} (1.3.1.4)

(iv) \( \det(\mathbf{B}_{w_0}) \geq \det(\mathbf{B}_w) \) for any other region \( w \) satisfying (i) - (iii). \hspace{1cm} (1.3.1.5)

Returning to the discussion of the geometrical interpretation, consider the power surfaces of size-\( \alpha \) unbiased tests of a hypothesis \( H_0 \).
and the set of regions on a horizontal plane at a height of \( \alpha + \varepsilon \) which are defined by the intersection of the horizontal plane and the power surface. It will be shown that the region which is formed by the intersection of the plane and the power surface of the test based on the type D critical region has minimal area among all regions in the set. Consider the Taylor series expansion of the power function around \( \lambda \).

Ignore terms of third and higher orders and assume that the derivatives of third order exist. Then

\[
B((\lambda_1, \lambda_2) \mid \omega) = B((0, 0) \mid \omega) + \lambda_1 B_1 + \lambda_2 B_2 + \frac{1}{2}(\lambda_1^2 B_{11} + 2\lambda_1 \lambda_2 B_{12} + \lambda_2^2 B_{22})
\]

\[
= \alpha + \frac{1}{2}\lambda_1^2 B_{11} + 2\lambda_1 \lambda_2 B_{12} + \lambda_2^2 B_{22}
\]

\[
= \alpha + \frac{1}{2} \lambda_1^2 B_{11} + 2\lambda_1 \lambda_2 B_{12} + \lambda_2^2 B_{22}.
\]

If \( \lambda_1 \) and \( \lambda_2 \) are in an infinitesimal neighborhood of \( \lambda \), the terms excluded from the expansion are negligible. Since \( B_\omega \) is positive definite, \( \varepsilon = \frac{1}{2} \delta = \frac{1}{2} \lambda_1 B_{\lambda} > 0 \). For a fixed value of \( \varepsilon \), the area of the ellipse defined by \( \delta = \lambda_1 B_{\lambda} \) is given by

\[
\pi \delta^2 / \sqrt{B_{11} B_{22} - B_{12}^2} = \pi \delta / \sqrt{\text{det}(B_\omega)}.
\]

For fixed \( \varepsilon \), this area is minimized when \( \text{det}(B_\omega) \) is maximized. By (1.3.1.5), \( w_\omega \) is the critical region which maximizes \( \text{det}(B_\omega) \) and thus minimizes the area of the ellipse.

To extend the definition to any arbitrary number, \( p \), of parameters, define \( \lambda_1 \) and \( \lambda_2 \) as \( p \times 1 \) vectors, increase the range of the index \( i \) in (1.3.1.3) to \( p \), and recognize \( B_\omega \) and \( B_\omega_0 \) as \( p \times p \) matrices. The only point which requires further explanation is the verification that \( B_\omega_0 \) being positive definite assures that a minimum exists at the extremum point \( \lambda_0 = 0 \). A \( p \times p \) matrix \( B_\omega \) is positive definite if and only if, for every nonzero \( p \)-vector \( \lambda \), \( \lambda^T B_{\lambda} \lambda > 0 \). Assume that \( \lambda = 0 \)
is not a point minimum of the power surface. Then there exists a point
\( \lambda^*_1 = (\lambda^*_1, \ldots, \lambda^*_p) \) in an infinitesimal neighborhood of \( \lambda \) such that
\[
B(\lambda^*_1 | \omega_0) < B(0 | \omega_0).
\] (1.3.1.6)

By a Taylor series expansion, ignoring terms of third and higher orders
and assuming that the third order derivatives exist,
\[
B(\lambda^*_1 | \omega_0) = B(0 | \omega_0) + \frac{1}{2} \sum_{i=1}^{p} \lambda^*_i B_{ii}(\omega_0) \lambda^*_i + \sum_{i,j=1}^{p} \lambda^*_i B_{ij}(\omega_0) \lambda^*_j
\]
\[
= B(0 | \omega_0) + \frac{1}{2} (\lambda^*_1 B_{11} \lambda^*_1)
\]
\[
< B(0 | \omega_0)
\]
by (1.3.1.3) and by assumption (1.3.1.6). The inequality in the last
two lines implies that \( \lambda^*_1 B_{11} \lambda^*_1 < 0 \), which is not the case since \( B_{11} \omega_0 \)
is by assumption positive definite. Thus the assumption that \( B(\lambda^*_1 | \omega_0) \)
does not attain a minimum at the point \( \lambda = 0 \) is false, which is the
desired conclusion. Therefore, \( B_{11} \omega_0 \) being positive definite is su-
ficient to show that the unbiased test achieves a minimum at \( \lambda = 0 \).

1.3.2. Type F Critical Regions

The type F test is based on the concept of best average power,
defined by Wald [1943] as follows:

**Definition 1.3.2.1.** A critical region \( \omega_0 \) for a testing problem
\( H_0: \lambda = 0 \) versus \( H_1: \lambda \neq 0 \) is said to have the uniformly best average
power with respect to a family of surfaces \( R_\lambda(\lambda) \) and a weight function
\( \Delta(\lambda) \), if, for any other critical region \( \omega \) of the same size,
\[
\int_{R_\lambda(\lambda)} \Pr(\omega_0 | \lambda) \Delta(\lambda) \, dA \geq \int_{R_\lambda(\lambda)} \Pr(\omega | \lambda) \Delta(\lambda) \, dA
\]
where \( \int_{R_{c, \lambda}} \psi(\lambda') dA \) is the surface integral of \( \psi(\lambda) \) over \( R_{c, \lambda} \).

If the surface is a sphere of radius \( r \), so that \( \lambda' \lambda = r^2 \), and the function \( \Delta(\lambda) \) is a constant for all \( \lambda \), then it can be shown (in Weyl [1939] and more simply in Roy et al. [1971, p. 25]) that

\[
\int_{\lambda' \lambda = r^2} \lambda' B_{\omega, \lambda} \lambda dA = \text{tr}(B_{\omega}). \tag{1.3.2.7}
\]

This implies that if a deviation from the null hypothesis is equally likely in any direction, given \( \lambda' \lambda = r^2 \), so that there is a uniform distribution over the points on the \( p \)-dimensional sphere of radius \( r \) with center at the origin, then the expected value of \( \lambda' B_{\omega, \lambda} \lambda \), the power of the test at \( \lambda \), is proportional to the trace of \( B_{\omega} \). Since the trace of a positive definite matrix is positive, to maximize the expected or average power of the test subject to the restriction \( \lambda' \lambda = r^2 \), one needs only to maximize \( \text{tr}(B_{\omega}) \) with respect to \( \omega \). Following the notation of Neyman and Pearson and Isaacson, a critical region which provides the test with the best average local power will be termed a type F critical region. (Isaacson [1951] extended the notion of a type D critical region to include nuisance parameters and called such a region a type E region.) To summarize, the following definition is offered:

**Definition 1.3.2.2.** A region \( w_o \) is said to be an unbiased critical region of type F for testing \( H_o : \lambda = 0 \) against \( H_1 : \lambda \neq 0 \) if \( w_o \) satisfies

1. (i) - (iii) of Definition 1.3.1.1 and if
2. (iv) \( \text{tr}(B_{\omega, o}) \geq \text{tr}(B_{\omega}) \) for every other critical region \( \omega \) satisfying (i) - (iii).
Although both the type D and the type F tests provide tests which are locally most powerful on the average, by some means of averaging, to be consistent with Wald's terminology, a type D test will be referred to as a locally most powerful test while a type F test will be termed a test which is locally most powerful on the average.
CHAPTER II

TYPE D CRITICAL REGIONS FOR COMBINING
BETA-DISTRIBUTED STATISTICS

2.1. Introduction

In Chapter I a critical region \( w_0 \) was defined as an unbiased critical region of type D for testing the null hypothesis that \( \lambda = 0 \) if \( w_0 \) satisfied four conditions. In this chapter the concept of permissibility of a test is introduced and the form of the critical region of permissible tests is considered. By use of the concept of permissibility, it is next shown that a type D critical region does exist for the test procedure combining \( s \) independent statistics, \( U_1, \ldots, U_s \), where \( U_i \) has a beta distribution. The exact form of the type D critical region is found under the assumption that the design is balanced in the sense that the noncentrality parameters are proportional with known proportionality constants. Under this assumption, expressions for finding critical values of size-\( \alpha \) type D tests for combining two statistics are given. Finally, applications of these results to some F-distributed statistics which arise in analysis are mentioned.

2.2. Permissible Tests and Critical Regions

There are two conditions which any reasonable test which combines statistics must satisfy. The first is that the combining test should depend on all of the statistics to be combined. The second condition, given by Birnbaum [1954, p. 562], requires that for every
point in the critical region of the test, every other point which represents a more extreme deviation from the null hypothesis must also be in the critical region. The term "permissible test" is introduced to mean any test which satisfies these two conditions and is formally defined as follows:

**Definition 2.2.1.** Let $U_i, 1 \leq i \leq s$, be $s$ independent statistics for testing a null hypothesis $H_0$ against an alternative $H_1$. Let $W$ be the sample space, a subset of $s$-dimensional Euclidean space. If $H_0$ is rejected for large values of $U_i$, then a test of size $\alpha$, $0 < \alpha < 1$, for combining $U_1, \ldots, U_s$, with its corresponding critical region $w$, is permissible if:

1. $w$ depends on each $U_i, 1 \leq i \leq s$, in the sense that $Pr_{\sim} (U = (U_1, \ldots, U_i, \ldots, U_s) \in w | U_i; \sim \in W)$ is not constant for all values of $U_i$; and

2. for any arbitrary point $(u_1, \ldots, u_s)$ in $w$, every point in the set

$$S = \{u' = (u'_1, \ldots, u'_s): u'_i > u_i, 1 \leq i \leq s; u' \in W\} \quad (2.2.1)$$

is also in $w$.

If $H_0$ is rejected for small values of $U_i$, then the definition holds when the inequality in (2.2.1) is reversed.

Since any reasonable combination procedure is permissible, permissibility cannot be used to distinguish effectively between competing procedures. Birnbaum noted, however, that more restrictive conditions which would narrow the number of choices cannot be specified without further assumptions. Having assumed that the densities of the
statistics to be combined all belong to the one-parameter exponential family, he considered properties of the acceptance regions of admissible tests, where admissibility is defined as follows:

**Definition 2.2.2.** (Birnbaum [1954]). A test of a hypothesis is admissible if there is no test of that hypothesis with the same level of significance which, without being less sensitive to any possible alternative hypothesis, is more sensitive to at least one alternative.

Birnbaum [1955] showed that if the densities of the statistics belong to the exponential family, a necessary condition for the admissibility of the test is that the acceptance region be convex. Since the noncentral beta distribution is not a member of the one-parameter exponential family with respect to the noncentrality parameter, Birnbaum's conclusion on the convexity of the acceptance region does not apply. However, the following characterization of permissible critical regions does apply and will be useful in subsequent derivations:

**Theorem 2.2.1.** Let $U_1, \ldots, U_s$ be $s$ independent statistics such that each $U_j$ is distributed continuously over a finite or an infinite interval $I_j$. Let $w$ be a size $\alpha$, $0 < \alpha < 1$, critical region for a test $\Psi(U_1, \ldots, U_s) = \Psi(U)$ and assume that this test is permissible. Also assume that the boundary between the rejection and acceptance regions is included in the rejection region. Then for any $i$, $1 \leq i \leq s$, the boundary between the acceptance and rejection regions can be written

$$u_i = f_i(u_1, \ldots, u_{i-1}, u_{i+1}, \ldots, u_s) \quad u_j \in I_j, \quad 1 \leq j \leq s,$$

where $f_i$ is a function which, in each of its $(s-1)$ arguments, is non-increasing and is strictly decreasing at at least one point.
Proof. If $\alpha = 0$ or $\alpha = 1$, the $f_i$ are not necessarily as specified; hence the restriction that $0 < \alpha < 1$. Also, since the $U_i$ are continuous, there is no loss in generality in assuming that the boundary is included in the rejection region.

Since the test is permissible, it is clear from Definition 2.2.1 part (ii) that if, for any $j$, $u^{(1)}_\sim = (u_1, \ldots, u_j, \ldots, u_s) \not\in \tilde{w}$ but $u^{(1)}_\sim \in W$ and $u^{(2)}_\sim = (u_1, \ldots, u'_j, \ldots, u_s) \in \tilde{w}$, it must be the case that $u'_j > u_j$.

First let $i = 1$. Now assume that the boundary between the acceptance and rejection regions is increasing with respect to some argument, say $u_2$. Then it is possible to find $u^{(3)}_\sim = (u_1, u_2, \ldots, u_s) \not\in \tilde{w}$, $u^{(3)}_\sim \in W$, and $u^{(4)}_\sim = (u_1, u'_2, \ldots, u_s) \in \tilde{w}$ where $u'_2 < u_2$. In this instance the test is not permissible; therefore, the boundary cannot increase with $u_2$. By the same argument, the boundary does not increase in $u_j$, $3 \leq j \leq s$. Next assume that the boundary does not depend on $u_j$ for some $j$, $2 \leq j \leq s$. Then part (i) of Definition 2.2.1 is not satisfied. Therefore, the boundary must depend on each $u_j$, $2 \leq j \leq s$. Since the boundary depends on each $u_j$, $2 \leq j \leq s$ and is nonincreasing in each $u_j$, $2 \leq j \leq s$, it must decrease in each $u_j$, $2 \leq j \leq s$.

This completes the proof if $i = 1$. Since the above argument can be repeated for $i = 2, \ldots, s$, the theorem holds.

2.3. The Existence of a Type D Critical Region for Combining $s$ Independent Statistics with Beta Distributions

In this section the following theorem is proved:

Theorem 2.3.1. Assume that $U_i$, $1 \leq i \leq s$, are $s$ independent statistics and that each $U_i$ has a beta distribution with parameters $b$ and $a_i$ and
noncentrality parameter $\theta_i$. Also assume that the noncentrality parameters are of the form $\theta_i = \lambda_i' \Sigma_i \lambda_i$, where each $\Sigma_i$, $1 \leq i \leq s$, is a $p \times p$ positive definite matrix and $\lambda_i$ is a $p \times 1$ vector. If each $U_i$ is a statistic for the testing problem defined by (1.1.1), then an unbiased critical region of type D does exist for the overall test of $H_0$ which combines $U_1, \ldots, U_s$.

**Proof.** To verify the existence of a type D critical region for the particular problem specified in the theorem, it must be shown that the four conditions (1.3.1.2) - (1.3.1.5) hold for this problem. The first condition specifies the size of the test. Let

$$W = \{(u_1, \ldots, u_s) : 0 \leq u_i \leq 1, 1 \leq i \leq s\} \quad (2.3.1)$$

and let $w$ be a critical region, $w \subseteq W$, such that $B(0 \mid w) = \alpha$. Since the densities of the $U_i$ are continuous in $W$, this condition can be satisfied for any predetermined value of $\alpha$, $0 < \alpha < 1$. Once the form of the critical region is known, its exact boundary can be found for every such $\alpha$. The first condition can thus be satisfied.

To verify (1.3.1.3) for the particular problem of this theorem it must be shown that

$$B_i(w) = \left[ \theta_i \left( \frac{\partial}{\partial \lambda_i} \right) \frac{\partial u_h}{\partial \lambda_i} \right]_{\lambda = 0}$$

$$= \left\{ \sum_{j=1}^{s} \left[ \frac{\partial}{\partial \lambda_j} \left( \frac{\partial u_h}{\partial \lambda_j} \right) \right] \left[ \frac{\partial}{\partial \lambda_i} \left( \frac{\partial u_h}{\partial \lambda_i} \right) \right] \right\}_{\lambda = 0} = 0, 1 \leq i \leq p, \quad (2.3.2)$$

where $u_h$ is defined in (1.1.2) with $\theta_h$ of the form specified in the theorem. For each $i = 1, \ldots, p$ and $j = 1, \ldots, s$, 


\[
\frac{\partial\theta_j}{\partial \lambda_i} = \partial \left( \frac{\partial \lambda^j}{\partial \lambda_i} \right) \frac{\partial \lambda^j}{\partial \lambda_i} = \partial \left( \sum_{m'=1}^{p} \sum_{m=1}^{n} \lambda_{m'} \lambda_{m} \cdot v_{mn} \right) \frac{\partial \lambda_{m'}}{\partial \lambda_i}
\]
\[
= 2 \sum_{m=1}^{p} \lambda_{m} v_{mj} \tag{2.3.3}
\]

where \(v_{mm'} = v_{m'm}\) is the \(mm'\)-th element of \(V_j\). For any \(i\) and \(j\), (2.3.3) is zero if \(\lambda = 0\). Therefore, (2.3.2) holds and \(B_i(\omega) = 0\) for all \(i = 1, \ldots, p\) for all critical regions \(\omega\).

The third condition to be satisfied requires that the matrix

\[
\frac{\partial^2 B}{\partial \lambda^j \partial \lambda^i} \mid_{\lambda = 0} = \left( \frac{\partial^2 B}{\partial \lambda^j \partial \lambda^i} \right) \mid_{\lambda = 0}
\]

be positive definite. In the problem being considered here, the \(ii'\)-th element of \(B\) is

\[
\left[ \frac{\partial^2}{\partial \lambda^j \partial \lambda^i} \right] \mid_{\lambda = 0} = \left[ \frac{\partial^s}{\partial \lambda^j \partial \lambda^i} \right] \mid_{\lambda = 0}
\]

By expanding the densities \(\beta_{h}^{\theta}\) in their series representations given by (1.1.2), it can be shown (see Appendix A, Lemma A.1) that (2.3.4) equals

\[
\left\{ \begin{array}{c}
\frac{\partial^2}{\partial \lambda^j \partial \lambda^i} \left[ \sum_{i=1}^{r_1} \sum_{j=1}^{r_s} \frac{(-\theta_1/2)^i (\theta_1/2)^j}{i!j!} \beta(b+r_1,a_1) \right] \\
\frac{\partial^2}{\partial \lambda^j \partial \lambda^i} \left[ \sum_{i=1}^{r_1} \sum_{j=1}^{r_s} \frac{(-\theta_2/2)^i (\theta_2/2)^j}{i!j!} \beta(b+r_1,a_1) \right]
\end{array} \right\} \mid_{\lambda = 0} \tag{2.3.5}
\]

\[
= \left\{ \begin{array}{c}
\frac{\partial^2}{\partial \lambda^j \partial \lambda^i} \left[ g[w;b;\theta_i r_i a_i] \right] \mid_{\lambda = 0}
\end{array} \right\} \tag{2.3.6}
\]
where \( g = g[w;b;(\theta_i,r_i,a_i), 1 \leq i \leq s] \) is the term in square brackets in (2.3.5). Upon differentiating, (2.3.6) becomes

\[
\left[ \frac{\partial}{\partial \lambda_i} \left( \sum_{j=1}^{s} \frac{\partial g}{\partial \theta_j} \right) \times \frac{\partial \theta_i}{\partial \lambda_i} \right]_{\lambda=0} + \left[ \sum_{j=1}^{s} \frac{\partial g}{\partial \theta_j} \times \frac{\partial \left( \frac{\partial \theta_i}{\partial \lambda_i} \right)}{\partial \lambda_i} \right]_{\lambda=0}.
\] (2.3.7)

From (2.3.3), the first term of (2.3.7) is zero. Also from (2.3.3),

\[
\frac{\partial}{\partial \lambda_i} \left( \frac{\partial \theta_i}{\partial \lambda_i} \right) = \frac{\partial}{\partial \lambda_i} \left( 2 \sum_{m=1}^{p} \lambda \frac{v(j)}{m_{m_1}} \right) = 2 \frac{v(j)}{i_{ii}}.
\] (2.3.8)

It remains to evaluate \( \left. \frac{\partial g}{\partial \theta_j} \right|_{\lambda=0} \), \( 1 \leq j \leq s \). Ignoring for the moment the integral, consider

\[
\frac{\partial}{\partial \theta_j} \sum_{r_j=0}^{\infty} \frac{e^{-\theta_j/2(\theta_j/2)} r_j^{b+r_j-1} u_j^{a_j-1}}{r_j! \beta(b+r_j,a_j)} \left. \right|_{\lambda=0}
\]

\[
= \sum_{r_j=0}^{\infty} \frac{e^{-\theta_j/2(\theta_j/2)} r_j^{b+r_j-1} u_j^{a_j-1}}{r_j! \beta(b+r_j,a_j)}
\]

\[
+ \sum_{r_j=1}^{\infty} \frac{e^{-\theta_j/2(\theta_j/2)} r_j^{b+r_j-1} u_j^{a_j-1}}{r_j! \beta(b+r_j,a_j)} \left. \right|_{\lambda=0}
\]

\[
= \left[ \frac{a_{j+b}/b}{u_j} \right] \beta^{o} u_j
\] (2.3.9)

since

\[
\left[ (a_j+b)/b \right]/\beta(b,a_j) = 1/\beta(b+1,a_j).
\] (2.3.10)

In light of (2.3.5) - (2.3.9), (2.3.4) can be rewritten
\[ \sum_{j=1}^{s} \psi_{ij}^{(j)} \int \phi_j \prod_{h=1}^{s} (\beta_{u_h}^o du_h) \]

where \( \phi_j = -1 + (a_j + b)u_j / b \). Therefore

\[ B = \sum_{j=1}^{s} \psi_j \int \phi_j \prod_{h=1}^{s} (\beta_{u_h}^o du_h) \]
\[ = \sum_{j=1}^{s} \psi_j \times C_j(w) \tag{2.3.11} \]

where \( C_j(w) = \int \phi_j \prod_{h=1}^{s} (\beta_{u_h}^o du_h) \).

In order to show that \( B \) is positive definite, it suffices to show that the coefficients \( C_j(w) > 0 \), \( 1 \leq j \leq s \), since the matrices \( \psi_j \) are by assumption positive definite. Let \( j = 1 \) and restrict consideration to the two-sample case. Then it can be shown that

\[ C_1(w) = \int \beta_{u_1}^o \beta_{u_2}^o \phi_1 du_1 du_2 > 0 \]

whenever \( w \) is a permissible critical region. By rewriting (2.3.11), it can be seen that

\[ C_1(w) = \int \beta_{u_1}^o \beta_{u_2}^o (-1 + (a_1 + b)u_1 / b) du_1 du_2 \]
\[ = \int \beta_{u_1}^o \left[ \int [u_2]_{u_1 | u_2} (\beta_{u_1}^o - \beta_{u_1}^o) du_1 \right] du_2 \tag{2.3.12} \]

where \( \beta_{u_1}^o \) denotes the density of a random variable \( U_1 \) with a central beta distribution with parameters \( (b+1) \) and \( a_1 \), where \([u_2]_{u_1 | u_2}\) denotes the lower bound of \( u_2 \), and where \([u_1 | u_2]\) denotes the lower bound of \( u_1 \) given \( u_2 \). If \( w \) is permissible, then by Theorem 2.2.1, the region of integration can be expressed in this manner as long as \( 0 < \alpha < 1 \).

Assume that \([u_1 | u_2] \equiv 0\). Then the inner integral of (2.3.12) becomes the integral over the range of positive density of the difference of two
density functions, which is zero. Since \( a_1 + b > b > 0 \), \(-1 + (a_1+b)u_1/b\)
is a strictly increasing function of \( u_1 \) which attains its minimum at
\( u_1 = 0 \) if \( 0 \leq u_1 \leq 1 \). It can, therefore, be concluded that
\[
I(u_2) = \int_{[u_1|u_2]}^{1} \beta \phi_1 du_1 \geq \int_{0}^{1} \beta \phi_1 du_1 = \int_{0}^{1} (\beta - \beta^*) du_1 = 0
\]
with strict equality only if \([u_1|u_2] = 0\). However, if \( 0 < \alpha < 1 \) and \( w \)
is a permissible critical region, \([u_1|u_2]\) must exceed zero for values
\( u_2 \) in some interval. It thus follows that for any permissible critical
region \( w \) of size \( \alpha \), \( 0 < \alpha < 1 \), \( I(u_2) > 0 \). Since \( \beta_0 \)
is positive in \(([u_2],1),
\[
C_1(w) = \int_{[u_2]}^{1} \beta \phi_1 du_2 > 0.
\]
Similarly \( C_2(w) > 0 \). Therefore, \( B_w \) is positive definite when \( s = 2 \).
The demonstration that these coefficients are positive in the general
\( s \)-sample case follows in identical fashion.

Finally, it must be shown that there exists a size-\( \alpha \) critical
region \( w_o \) such that
\[
\det(B_{\sim w_o}) = \det[\Sigma_{i=1}^{s} V_i \times C_i(w_o)]
\geq \det[\Sigma_{i=1}^{s} V_i \times C_i(w)] = \det(B_{\sim w})
\]
for all other size-\( \alpha \) critical regions \( w \). Since all matrices \( B_w \) of the
form \( \Sigma_{i=1}^{s} V_i \times C_i(w) \) are positive definite, \( \det(B_w) \) is a real positive-
values function of \( B_w \). Also, \( B_w \) is not a constant for all \( w \) since
\( C_i(w) \) is not constant. It follows that \( \det(B_w) \) can be maximized and,
therefore, the final condition can be satisfied. This completes the
proof of Theorem 2.3.1.
Although it has been shown that a type D critical region does exist, it is not in general possible to find this region. Since the determinant function is not a linear operator, there is no simple method of finding

$$\max_w [\det(\sum_{i=1}^{s} \gamma_i V_i \times C_i(w))].$$ (2.3.13)

In Section 2.4 it will be shown that the type D critical region can be found if the design is balanced in the sense that \(V_i = \gamma_i \gamma, 1 \leq i \leq s\), where the \(\gamma_i\) are scalars. The case of an unbalanced design will be considered in the third chapter.

2.4. The Type D Critical Region: Balanced Design

In this section the following theorem, specifying the form of the type D critical region in the case of a balanced design, is proved:

**Theorem 2.4.1.** If the conditions of Theorem 2.3.1 hold and if \(V_i = \gamma_i \gamma, 1 \leq i \leq s\), where the \(\gamma_i\) are known positive constants, then the type D critical region of size \(\alpha\) for the procedure combining \(U_1, \ldots, U_s\) is given by

\[ W_0 = \{(u_1, \ldots, u_s) : \sum_{i=1}^{s} \gamma_i (a_i + b)u_i / b \geq k'; 0 \leq u_i \leq 1, 1 \leq i \leq s\}. \] (2.4.1)

where \(k'\) depends on \(\alpha\).

**Proof.** Let \(C_w = \sum_{i=1}^{s} \gamma_i C_i(w)\). Then by (2.3.11), if \(V_i = \gamma_i \gamma\),

\[ \max_w [\det(R_w)] = \det(V) \times [\max_w (\sum_{i=1}^{s} \gamma_i C_i(w))]^\alpha \]

\[ = \det(V) \times [\max_w (C_w)]^\alpha. \]
Since $\gamma_i$ and $C_i(w)$ are all positive, $C_w$ is positive. Thus the type D critical region is found by maximizing $C_w$. This maximum can be found by applying the Neyman-Pearson Fundamental Lemma, stated here without proof.

**Lemma 2.4.1.** (The Neyman-Pearson Fundamental Lemma). Suppose $m + 1$ given integrable functions $g_0, g_1, \ldots, g_m$ are defined in an $s$-dimensional space. Consider the set of all regions $w$ for which the following hold:

$$\int_\mathcal{W} g_i \prod_{j=1}^{s} du_j = c_i, \quad i = 1, \ldots, m$$  \hspace{1cm} (2.4.2)

where the $c_i$ are $m$ given constants. If $w_0$ is a region which satisfies (2.4.2) and if

$$\begin{cases} g_0 \geq \sum_{i=1}^{m} k_i g_i & \text{in } w_0, \\ g_0 \leq \sum_{i=1}^{m} k_i g_i & \text{outside } w_0, \end{cases}$$  \hspace{1cm} (2.4.3)

for $m$ chosen constants $k_i$, then $w_0$ has the property that

$$\int_\mathcal{W} g_0 \prod_{j=1}^{s} du_j \geq \int_\mathcal{W} g_0 \prod_{j=1}^{s} du_j$$

for any region $w$ which satisfies (2.4.2). (Isaacson [1951]).

Let $m = 1$, $g_0 = (\sum_{j=1}^{s} \beta_0) (\sum_{i=1}^{s} \gamma_i \phi_i)$, and $g_1 = \sum_{j=1}^{s} \beta_0$, so that $c_1 = \alpha$. If $k_1 = (\sum_{i=1}^{s} \gamma_i) + k'$, then $g_0 \geq k_1 g_1$ if and only if

$$\sum_{i=1}^{s} \gamma_i (a_i + b u_i) / b \geq k'.$$

Since the reverse inequalities also hold simultaneously, (2.4.3) holds for $k_1$ as defined above. Therefore, the type D critical region $w_o$, the critical region which maximizes $C_w$, is as specified in the theorem. This completes the proof.
2.5. The Type D Critical Region for a Size-\(\alpha\) Combination Procedure in the Two-Sample Case

In the previous section the form of the type D critical region \(w_o\) was found. Given \(\alpha\), the problem is to determine \(k'\) in (2.4.1) such that

\[
\int_{w_o} \prod_{j=1}^{s} \beta_{u_j}^o \, du_j = \alpha.
\]

In this section this problem is handled in the two-sample case. For simplicity replace \(k'\) by \(k = k'b/[\gamma_2(a_2+b)]\) so that

\[w_o = \{(u_1,u_2): f_{u_1} u_1 + u_2 \geq k; 0 \leq u_1 \leq 1, i = 1,2\}\]

where \(f = [\gamma_1(a_1+b)]/[\gamma_2(a_2+b)]\). The purpose is to find \(k\) such that for a given \(\alpha\),

\[
\int_{f_{u_1} u_1 + u_2 \geq k} \frac{u_1^{b-1}(1-u_1)^{a_1-1} u_2^{b-1}(1-u_2)^{a_2-1}}{[\beta(b,a_1)\beta(b,a_2)]} \, du_1 du_2 = \alpha.
\]

By Taylor series expansions of the terms in the integrand, several different expressions for the evaluated integral are found. All of the expressions involve double summations which have finite or infinite numbers of terms depending on which, if any, of the parameters \(a_1, a_2,\) and \(b\) are integers. It is of practical interest to use the expression which has the fewest infinite summations for a given set of parameters, and it can be seen that each of the different expressions found is the most useful in certain instances.

At the onset it is useful to notice that the type D critical region is one of three different types, illustrated in Figure 2.5.1. The boundary between the acceptance and rejection regions is a segment of the line \(U_1 = (k-U_2)/f\) or, equivalently, \(U_2 = k - fu_1\).
For simplicity, in the following discussion let $\beta_{i} = \beta(b_{i}, a_{i})$ and let $W$ be as defined in (2.3.1) with $s = 2$. Also, if $x$ is a real positive number, denote

$$
x^* = \begin{cases} 
  x, & \text{if } x \text{ is an integer;} \\
  \infty, & \text{otherwise.}
\end{cases}
$$
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Fig. 2.5.1. Type D Critical Regions for Combining Two Beta-Distributed Statistics

Again for simplicity, some of the lemmas in Appendix A are used repeatedly without specific reference. In particular, Lemma A.2 justifies the interchanging of the order of iterated integration and Lemma A.3 justifies interchanging the order of summation and integration for this problem. The expansions and results of other lemmas are also used without reference.

Expressions relating $k$ and $\alpha$ are now found for each of the three types of area of integration.

2.5.1. **Case 1**

From Figure 2.5.1 it can be seen that in Case 1, $0 \leq k-f < 1$, $0 \leq (k-1)/f < 1$, $1 \leq k/f$, and $1 \leq k$. Under the assumption that $w_0$ is such that these conditions hold, an expression for (2.5.1) which is
useful when $b$ is an integer is first found. It is later shown that this expression is also useful if none of the parameters, $a_1$, $a_2$, and $b$, is an integer. Expressions which are more practical when $a_1$, $a_2$, or both are integers are also found.

First write

$$
\int_{W_0}^\infty \beta_1^0 \beta_2^0 u_1 du_1 du_2 = 1 - \int_{W=0}^\infty \beta_1^0 \beta_2^0 u_1 \beta_2^{0+} du_1 du_2
$$

$$
= 1 - \left[ \int_0^{(k-1)/f} \beta_1^0 \left( \int_0^{(k-1)/f} \beta_2^0 du_2 \right) du_1 \right]
$$

$$
+ \int_{(k-1)/f}^{1} \beta_1^0 \left( \int_0^{u_1} \beta_2^0 du_2 \right) du_1 . \quad (2.5.1.1)
$$

In the first term in brackets, the inner integral is unity, leaving

$$
\int_0^{(k-1)/f} \beta_1^0 du_1 = I_{(k-1)/f}(b,a_1) \quad (2.5.1.2)
$$

where $I_{(k-1)/f}(b,a_1)$ is the incomplete beta function ratio. (Tables available by Pearson [1968]. For other references see Johnson and Kotz, Vol. 2 [1970, pp. 48-51].) The remaining term in (2.5.1.1) can be evaluated by setting $u_2^{b-1} = (1-(1-u_2))^{b-1}$ and proceeding as follows:

$$
\frac{1}{1} \int_{\beta_1}^{1} \frac{1}{\beta_1 \beta_2} \frac{a_1-1}{k-fu_1} \frac{a_2-1}{u_2^{b-1}(1-u_2)} \frac{du_2}{du_1} \frac{du_1}{(k-1)/f}
$$

$$
= \frac{1}{1} \int_{\beta_1}^{1} \frac{a_1-1}{\beta_1 \beta_2} \frac{du_1}{(k-1)/f}
$$

$$
\times (b-1)^* \sum_{i=0} \frac{b_1(-1)^i}{(b-1)^i} \int_0^{a_2+i-1} f \frac{du_2}{du_1} .
$$
\[ \frac{1}{\beta_1 \beta_2} \sum_{i=0}^{(b-1)} \binom{b-1}{i} \frac{(-1)^i}{a_2+i} \times \int \frac{u^{b-1} (1-u_1)^{a_1-1} \left[1 - (1 - (k-fu_1))^{a_2+i}\right]}{(k-1)/f} \, du_1. \]

(2.5.1.3)

The integral remaining to evaluate in (2.5.1.3) can be considered as the difference of two integrals, the first of which is

\[ \int \frac{u^{b-1} (1-u_1)^{a_1-1}}{(k-1)/f} \, du_1 = \beta_1 [1 - I_{(k-1)/f}(b,a_1)]. \]

(2.5.1.4)

Using Lemma A.6 the second integral can be evaluated as follows:

\[ \int \frac{u^{b-1} (1-u_1)^{a_1-1} \left(1 - (k+fu_1)^{a_2+i}\right)}{(k-1)/f} \, du_1 \]

\[ = \sum_{j=0}^{(b-1)} \binom{b-1}{j} (-1)^j \int \frac{u^{a_1-j-1} \left(u_1 - \frac{k-1}{f}\right)^{a_2+i} f \, du_1}{(k-1)/f} \]

\[ = \sum_{j=0}^{a_2+i} \binom{b-1}{j} (-1)^j \left(1 - \frac{k-1}{f}\right)^{a_2+i+j} f \beta(a_1+j,a_2+i+1) \]

\[ = (1-k+f) \sum_{j=0}^{a_2+i} \binom{b-1}{j} (-1)^j \left(1 - \frac{k-1}{f}\right)^{a_1+j} \beta(a_1+j,a_2+i+1). \]

(2.5.1.5)

Since both \((k-f)\) and \((k-1)/f\) are between zero and one in Case 1, neither \((1-k+f)\) nor \(\left(1 - \frac{k-1}{f}\right)\) increases as its exponent increases. Combine (2.5.1.4) and (2.5.1.5) and apply Lemma A.5 to show that (2.5.1.3) is equal to
\[ 1 - \frac{(b-1)/f(b,a_1)}{\beta_1 \beta_2} \sum_{i=0}^{(b-1)*} \binom{b-1}{i}(\frac{-1}{a_2+i})^i(1-k+f)^{a_2+i} \]

\[ \times \sum_{j=0}^{(b-1)*} \binom{b-1}{j}(-1)^j (1 - \frac{k-1}{f})^{a_1+j} \beta(a_1+j,a_2+i+1). \quad (2.5.1.6) \]

These series converge in light of Lemma A.7. Substitute (2.5.1.2) and (2.5.1.6) into (2.5.1.1) and cancel terms where possible. Then it is seen that (2.5.1.1) can be written

\[ \frac{1}{\beta_1 \beta_2} \sum_{i=0}^{(b-1)*} \binom{b-1}{i}(\frac{-1}{a_2+i})^i(1-k+f)^{a_2+i} \]

\[ \times \sum_{j=0}^{(b-1)*} \binom{b-1}{j}(-1)^j (1 - \frac{k-1}{f})^{a_1+j} \beta(a_1+j,a_2+i+1). \quad (2.5.1.7) \]

If \( b \) is not an integer but either \( a_1 \) or \( a_2 \) or both are integers, another expansion of (2.5.1) may have fewer terms and thus be more useful. Consider again the final term in (2.5.1.1). It will now be evaluated by expanding the \( (1-u_1)^{a_1} \) terms rather than the \( u_1^{b-1} \) terms as before:

\[ \frac{1}{\beta_1 \beta_2} \int_{(k-1)/f} u_1^{b-1}(1-u_1)^{a_1-1} \int_0^{k-fu_1} u_2^{b-1}(1-u_2)^{a_2-1} du_2 du_1 \]

\[ = \frac{1}{\beta_1 \beta_2} \int_{(k-1)/f} u_1^{b-1}(1-u_1)^{a_1-1} \]

\[ \times \sum_{i=0}^{(a_2-1)*} \binom{a_2-1}{i}(-1)^i \int_0^{k-fu_1} u_2^{b+i-1} du_2 du_1 \]
\[
\frac{1}{\beta_1 \beta_2} \sum_{i=0}^{a_2} \binom{a_2-1}{i} (-1)^i \int_0^1 u_1^{b+1} (1-u_1)^{a_1-1} (k-fu_1)^{b+i} \, du_1
\]
\[
= \frac{1}{\beta_1 \beta_2} \sum_{i=0}^{a_2} \binom{a_2-1}{i} (-1)^i \frac{a_1-1}{b+i} \sum_{j=0}^{a_1-1} \binom{a_1-1}{j} (-1)^j
\]
\[
\times \int_0^1 u_1^{b+j} (k-fu_1)^{b+i} \, du_1. \tag{2.5.1.8}
\]

Let \( y = fu_1/k \) then apply Lemma A.5 to find that the remaining integral in (2.5.1.8) equals
\[
k^{b+1} \left\{ \frac{(k/f)^{b+j} \beta_{b+j,b+i+1}}{\beta_{b-1,k}} - \frac{\beta_{b-1,k}}{k^{b+j,b+i+1}} \right\}. \tag{2.5.1.9}
\]

where \( \beta_x(c,d) = \beta(c,d) \times I_x(c,d) \) is the incomplete beta function. From the proof of Lemma A.7 the term in square brackets is bounded and even if the summation over \( j \) is infinite, that series converges. However, since \( k \geq 1 \) in Case 1, \( a_2 \) must be integral to assure the convergence of the series summed over \( i \). By combining (2.5.1.1), (2.5.1.2), (2.5.1.8), and (2.5.1.9) and applying Lemma A.9, a second expansion for the integral over the critical region is found:
\[
\int_{(k-1)/f}^{a_2} \frac{1}{\beta_1 \beta_2} \sum_{i=0}^{a_2-1} \binom{a_2-1}{i} (-1)^i \frac{a_1-1}{b+i} k^{b+i}
\]
\[
\times \sum_{j=0}^{a_1-1} \binom{a_1-1}{j} (-1)^j (k/f)^{b+j}
\]
\[
\times [\beta_{b+j,b+i+1}/k - \beta_{b-1,k}/(b+j,b+i+1)]. \tag{2.5.1.10}
\]

If \( a_2 \) is not an integer but \( a_1 \) is an integer, the order of integration of \( U_1 \) and \( U_2 \) can be reversed. Essentially the same steps are
performed to find that, for integral \( a_1 \), (2.5.1.1) can be written

\[
I_{1-(k-f)}(a_2,b) = \frac{1}{\Gamma_1^b} \sum_{i=0}^{a_1-1} (-1)^i (k/f)^{b+i} \sum_{j=0}^{a_2-1} (-1)^j \] 
\[ \times [k^{b+j} \beta_{1/k}^{b+j}(k+b+i+1) - \beta_{1-f/k}^{b+j}(k+b+i+1)]. \quad (2.5.1.11) \]

By Lemma A.7, the term in square brackets is bounded and the \( j \)-indexed series converges.

If neither \( a_1 \) nor \( a_2 \) is an integer, other expressions for

\[
\int_{w_o} \beta_{u_1}^{b_1} \beta_{u_2}^{b_2} \, du_1 du_2 = \int_{f u_1 + u_2 \geq k} \beta_{u_1}^{b_1} \beta_{u_2}^{b_2} \, du_1 du_2 \quad (2.5.1.12)
\]

can be found. They are, however, no improvement over using (2.5.1.7) when \( (b-1)^* = \infty \).

Three expressions, (2.5.1.7), (2.5.1.10), and (2.5.1.11), have been found which, given \( a_1, a_2, b, \) and \( f \), can be used to find the \( k \) such that (2.5.1.12) equals some predetermined value \( \alpha \) whenever \( w_o \) is of the form considered in Case 1. It is not, in general, possible to solve for \( k \) in terms of \( \alpha \), so iterative solutions must be relied on.

The results of this section are formalized in the following theorem:

**Theorem 2.5.1.1.** For each \( i = 1,2 \), let \( \beta_{u_i}^o \) be the density of a random variable \( U_i \) which is distributed according to a central beta distribution with parameters \( b \) and \( a_i \). Let \( w_o \) be a critical region, given by

\[
w_o = \{(u_1,u_2): \ f u_1 + u_2 \geq k; \ 0 \leq u_1 \leq 1, \ i = 1,2\}
\]

where \( f \) is a known constant. If, for a given \( \alpha \in (0,1) \), (2.5.1.12) equals \( \alpha \) and if \( k \geq 1 \) and \( k/f \geq 1 \), then alternative evaluations of (2.5.1.12) are given by (2.5.1.7), (2.5.1.10) and (2.5.1.11). If either
(i) \(b\) is an integer and at least one of \((a_1, a_2)\) is not an integer, or

(ii) neither \(a_1\), \(a_2\) or \(b\) is an integer, then \((2.5.1.7)\) is the most useful of the three expressions. If \(b\) is not an integer but either \(a_1\) or \(a_2\) is an integer, then \((2.5.1.11)\) and \((2.5.1.10)\) are more useful than \((2.5.1.7)\); expressions \((2.5.1.10)\) and \((2.5.1.11)\) both apply if \(a_1\) and \(a_2\) are both integers. If all three parameters are integers, all of the three expressions are applicable and all have a finite number of terms.

2.5.2. Case 2

In Case 2 there are essentially two subcases, as illustrated in Figure 2.5.1. Only the first alternative will be considered here, since the second subcase can be transformed into the first by resubscripting and proceeding accordingly. "Case 2" will now be used to refer specifically to the first subcase, where \(0 \leq (k-1)/f < 1\), \(0 \leq k/f \leq 1\), and \(1 \leq k\).

In this case

\[
\int_{w_0}^{(k-1)/f} \beta_1^o \beta_2^o \, du_1 du_2 = 1 - [\int_{0}^{1} \beta_1^o \int_{0}^{1} \beta_2^o \, du_2 du_1 \bigg] \]

\[
+ \int_{(k-1)/f}^{k/f} \beta_1^o \int_{0}^{k-fu_1} \beta_2^o \, du_2 du_1].
\]

This expression is exactly \((2.5.1.1)\) except that \(k/f\) replaces \(1\) as the upper limit of the outer integral in the last term. The first term in brackets was evaluated in the previous section, so it remains only to evaluate the second term in brackets and combine terms. Since the techniques of integration used do not differ from those in the previous section, the details are omitted.
Corresponding to (2.5.1.7) is the expression

\[ I_{1-k/f}(a_1, b) + \frac{1}{\beta_1 \beta_2} \sum_{i=0}^{(b-1)} (b-1)^i \frac{(b-1)(-1)^i}{a_{2+i}^i} \frac{1}{(1-k+f)}^{a_{2+i}^i+1} \times \sum_{j=0}^{(b-1)} (b-1)(-1)^j (1 - \frac{k-1}{f})^{a_1+j} \times \beta_1/(1-k+f)^{a_1+j} \text{, (2.5.2.1)} \]

In Case 2, \( 0 \leq (k-1)/f < 1 \) so \( (1 - (k-1)/f)^{a_{1+j}} \) does not increase with \( j \).

However, \( k/f \leq 1 \) so \( 1 \leq (1-k+f) \) and thus \( (1-k+f) \) may increase with \( i \).

By Lemma A.8 the \( i \)-indexed series converges anyway. Corresponding to (2.5.1.10) and (2.5.1.11) respectively are

\[ I_{1-(k-1)/f}(a_1, b) - \frac{1}{\beta_1 \beta_2} \sum_{i=0}^{(a_2-1)} \frac{(a_2-1)^i}{a_{2+i}^i} \frac{(1-i)^i}{b+i} k^{b+i} \times \sum_{j=0}^{(a_1-1)} (a_1-1)(-1)^j (k/f)^{b+j} \beta_1/(b+i+1, b+j) \text{, (2.5.2.2)} \]

and

\[ 1 - \frac{1}{\beta_1 \beta_2} \sum_{i=0}^{(a_2-1)} \frac{(a_2-1)^i}{a_{2+i}^i} \frac{(1-i)^i}{b+i} \frac{1}{(k/f)^{b+i}} \times \sum_{j=0}^{(a_1-1)} (a_1-1)(-1)^j k^{b+j} \beta_1/(b+j, b+i+1) \text{. (2.5.2.3)} \]

Lemmas A.8 and A.7 can be used to show the convergence of these series when \( k/f \leq 1 \) and \( k \geq 1 \). To summarize:

**Theorem 2.5.2.1.** Let \( U_1, B_1^0, \) and \( w_0 \) be defined as in Theorem 2.5.1.1.

If, for a given \( \alpha \in (0, 1) \), (2.5.1.12) equals \( \alpha \) and if \( 0 \leq k/f \leq 1 \) and \( k \geq 1 \), then alternative evaluations for (2.5.1.12) are given by (2.5.2.1), (2.5.2.2) and (2.5.2.3). None of these expressions restricts any of the
parameters to integral values, although (2.5.2.1) has the fewest terms if \( b \) is an integer and at least one of \( a_1 \) and \( a_2 \) is not an integer, (2.5.1.2) has the fewest terms if only \( a_2 \) is an integer and (2.5.1.3) has the fewest terms if only \( a_1 \) is an integer.

As before, iterative solutions of \( k \) must be used since \( k \) cannot be found explicitly for a given \( \alpha \).

2.5.3. Case 3

In Case 3, \( 0 \leq k \leq 1 \) and \( 0 \leq k/f \leq 1 \). Also in this case, the integral in (2.5.1) can be written

\[
\frac{1}{\beta_1 \beta_2} \int_0^{k_f} \int_{u_1}^{1} (1-u_1)^{a_1-1} \int_{u_2}^{1} (1-u_2)^{a_2-1} du_2 du_1
\]

\[
+ \frac{1}{\beta_1 \beta_2} \int_{k/f}^{1} \int_{u_1}^{1} (1-u_1)^{a_1-1} \int_{u_2}^{1} (1-u_2)^{a_2-1} du_2 du_1
\]

\[
= \frac{1}{\beta_1 \beta_2} \int_{1-k/f}^{1} \int_{y_1}^{1} (1-y_1)^{b_1-1} \int_{y_2}^{1} (1-y_2)^{b_2-1} dy_2 dy_1
\]

\[
+ \frac{1}{\beta_1} \int_{0}^{1-k/f} \int_{y_1}^{1} (1-y_1)^{b_1-1} dy_1
\]

\[
= \frac{1}{\beta_1 \beta_2} \int_{(k'-1)/f}^{1} \int_{y_1}^{1} (1-y_1)^{b_1-1} \int_{y_2}^{1} (1-y_2)^{b_2-1} dy_2 dy_1
\]

\[
+ \frac{1}{\beta_1} \int_{0}^{(k'-1)/f} \int_{y_1}^{1} (1-y_1)^{b_1-1} dy_1
\]

(2.5.3.1)

where \( k' = (1-k+f) \). If (2.5.3.1) and the term in square brackets in (2.5.1.1) are compared it is seen that they are identical except that
(i) $U_1$ has a beta distribution with parameters $b$ and $a_1$ while $Y_1$ has a beta distribution with parameters $a_1$ and $b$ and (ii) $k$ has been replaced by $k'$. Let

$$f_{(i)} u_1^{(a_1-1)} u_2^{(a_2-1)} du_1 du_2 = I_1[k; (b, a_1), (b, a_2), f]$$

where $I_1[k; (b, a_1), (b, a_2), f]$ denotes an expansion of the integral if $w_o = w_o^{(i)}$ is a critical region which is covered in Case i, given the parameters of the beta distributions and $f$. Then the above comparison of (2.5.3.1) and (2.5.1.1) reveals that

$$I_3[k'; (a_1, b), (a_2, b), f] = 1 - I_1[k; (b, a_1), (b, a_2), f].$$

The appropriate substitutions in (2.5.1.7) and (2.5.1.10) give rise to the following expressions, which are valid if the critical region is of the form considered in Case 3:

$$1 - \frac{1}{\beta_1 \beta_2} \sum_{i=0}^{a_2-1} \binom{a_2-1}{i} \binom{-1}{b+i} k^{b+i}$$

$$\times \sum_{j=0}^{a_1-1} \binom{a_1-1}{j} (-1)^j (k/f)^{b+j} \beta(b+j, b+i+1); \quad (2.5.3.2)$$

$$I_{1-k/f}(a_1, b) + \frac{1}{\beta_1 \beta_2} \sum_{i=0}^{b-1} \binom{b-1}{i} \binom{-1}{a_2+i} (1-k+f)^{a_2+i+1}$$

$$\times \sum_{j=0}^{b-1} \binom{b-1}{j} (-1)^j (1 - k/f)^{a_1+j}$$

$$\times \left[ \beta_f/(1-k+f) (a_1+j, a_2+i+1) \right.$$}

$$- \beta_f/(1-k+f) (a_1+j, a_2+i+1) \right]. \quad (2.5.3.3)$$
Since $0 \leq k \leq 1$ and $0 \leq k/f \leq 1$, neither $a_2$ nor $a_1$ in (2.5.3.2) is restricted to integer values. However, since $(1-k+f)$ and $(1-(k-1)/f)$ may exceed one, $b$ is restricted to integer values in (2.5.3.3). Although (2.5.1.11) also has a corresponding expression in Case 3, it also requires that $b$ be integral. What is needed is an expression which will improve on (2.5.3.2) when $a_1$, but not $a_2$, is an integer. It is given by

$$1 - \frac{1}{\beta_1 \beta_2} \sum_{i=0}^{a_1-1} \binom{a_1-1}{i} (-1)^i (k/f)^{b+i} \binom{a_2-1}{j} (-1)^j k^{b+j} \beta(b+j,b+i+1). \quad (2.5.3.4)$$

The results of this section are now summarized:

**Theorem 2.5.3.1.** Let $U_i$, $\beta_{u_i}$, and $w_0$ be as defined in Theorem 2.5.1.1. If, for a given $\alpha \in (0,1)$, (2.5.1.12) equals $\alpha$ and if $0 \leq k \leq 1$ and $0 \leq k/f \leq 1$, then alternative expressions for (2.5.1.12) are given by (2.5.3.2), (2.5.3.3), and (2.5.3.4). Expression (2.5.3.3) is applicable only if $b$ is an integer. Neither (2.5.3.2) nor (2.5.3.4) requires that $a_1$ and/or $a_2$ be integral, but, for nonintegral $b$, if $a_2$ but not $a_1$ is an integer, then (2.5.3.2) has the fewest number of terms while if $a_1$ but not $a_2$ is an integer, (2.5.3.4) has the fewest terms.

As before, $k$ cannot in general be solved for explicitly in terms of $\alpha$.

### 2.6. The s-Sample Case

In Section 2.5, discussion is limited to the two-sample case. As the number of statistics to be combined increases, the number of cases to be considered increases and the mathematics of evaluating...
the integrals becomes increasingly cumbersome. For small values of \( s \), say \( s = 3 \) and \( s = 4 \), it is probably not unreasonable to seek solutions, although none are sought here. As \( s \) increases much further, the labor involved in evaluating the necessary integrals becomes extremely tedious. However, since the overall statistic for combining \( s \) independent statistics \( U_1, \ldots, U_s \) is

\[
Z = \sum_{i=1}^{s} Z_i = \sum_{i=1}^{s} f_i U_i
\]

where \( f_i = \gamma_i (a_i + b) / b \), it can be shown that the Central Limit Theorem holds. The approximate normality of \( Z \) will be studied in Chapter IV.

2.7. A Note on Applications

As noted in Chapter I, statistics with \( F \) distributions can be transformed into beta-distributed random variables. Therefore, the results of this chapter can be applied to the statistics discussed in Section 1.1. If, for example, there are \( s \) independent Hotelling's \( T^2 \) statistics to be combined, where \( (N_i - p) T_i^2 / [(N_i - 1)p] \), \( i = 1, \ldots, s \), has an \( F \) distribution with \( p \) and \( N_i - p \) degrees of freedom, then it follows from the material in Section 1.1 that \( U_i = [T_i^2 / (N_i - 1)] / [1 + T_i^2 / (N_i - 1)] \) has a beta distribution with parameters \( p/2 \) and \( (N_i - p)/2 \). The results above can be applied by setting \( b = p/2 \) and \( a_i = (N_i - p)/2 \) and calculating \( f \) accordingly. In many actual experiments the number of variates may be quite small in comparison to the sample size so that \( b = [p/2] < [(N_i - p)/2] = a_i \). If this is the case and \( s = 2 \), then for integral \( b \) the expressions derived in Section 2.5.1 - 2.5.3 which have summations extending to \( (b-1) \) have fewer terms than the other expressions. In particular, if \( b = 1 \), then \( b - 1 = 0 \) and expressions
(2.5.1.7), (2.5.2.1), and (2.5.3.3) have only one term. In this instance, \( k \) can be solved for explicitly in (2.5.1.7). Of course, for other sets of parameters the other expressions presented in Sections 2.5.1 - 2.5.3 may have fewer terms and thus be preferable.

The results of this chapter also apply to the other statistics mentioned in Section 1.1. Again, if \( s = 2 \), the most useful expression for finding \( k \), given \( \alpha \), can be chosen on the basis of the parameters of those statistics.
CHAPTER III

FURTHER CONSIDERATIONS IN THE LOCALLY OPTIMAL COMBINATION
OF BETA-DISTRIBUTED STATISTICS

3.1. Introduction

In this chapter the theoretical results of Chapter II are
extended. In Section 3.2 a test which is locally most powerful on the
average is found in the case of an unbalanced design; the locally most
powerful test based on a type D critical region is in general not avail-
able for this case. In Section 3.3 it is shown that when there are a
large number of small-sample statistics to be combined, the locally most
powerful test found in Chapter II is more efficient than Fisher's test
according to Bahadur asymptotic relative efficiency, for local alterna-
tives to the null hypothesis. It is also shown that, for local alterna-
tives, the type F test is more efficient than Fisher's test according
to an average measure of Bahadur asymptotic relative efficiency. This
result is of particular interest in light of the work of Littell and
Folks [1971, 1973] which was discussed in Chapter I. In the final
section several other extensions of the results of the second chapter
are considered.

3.2. The Type F Critical Region:
Unbalanced Design

The case of an unbalanced design is considered in this section.
It is assumed that, under \( H_1 \), the \( s \) independent statistics \( U_1, \ldots, U_s \) to
be combined have noncentral beta distributions with noncentrality parameters $\theta_i^* = \lambda^i v_{\lambda^i}, 1 \leq i \leq s$, as before. It is no longer assumed, however, that the design matrices $V_i$ are proportional. It is known from Theorem 2.3.1 that a type D critical region does exist, but it is not in general possible to find the type D critical region since it is not in general possible to find

$$\max_{w}[\det(B_w)] = \max_{w}[\det(\Sigma^s_{i=1} V_i \times C_i(w))]$$

where $B_w$ and $C_i(w)$ are defined in (2.3.11).

Although it is not always possible to find the type D critical region in the case of an unbalanced design, it is possible to find the type F critical region, which provides a test which is locally most powerful on the average, as discussed in Chapter I. From Definition 1.3.2.1 and (2.3.11) it follows that the type F critical region is given by

$$\max_{w}[\text{tr}(B_w)] = \max_{w}[\text{tr}(\Sigma^s_{i=1} V_i \times C_i(w))]$$

$$= \max_{w}[\Sigma^s_{i=1} \text{tr}(V_i) \times C_i(w)]$$

$$= \max_{w}[\Sigma^s_{i=1} \gamma_i C_i(w)]$$

where $\gamma_i = \text{tr}(V_i)$. This maximum has already been found in Section 2.4 and the desired critical region $w_0$ is defined by (2.4.1) with $\gamma_i$ appropriately redefined. The results of Sections 2.5 - 2.7 also apply.

If the design is indeed balanced, so that $V_{i} = \delta_i V$, $1 \leq i \leq s$, then
\[
\max \{ \text{tr}(B_{\sim w}) \} = \max \{ \sum_{i=1}^{s} \text{tr}(V_i) \times C_i(w) \} \\
= \text{tr}(V) \times \max \{ \sum_{i=1}^{s} \delta_i C_i(w) \}.
\]

Since \( \sum_{i=1}^{s} \delta_i C_i(w) \) is exactly the term maximized in Section 2.4 to find the type D region, the type F region is identical to the type D region if the design is balanced.

It is of interest to attempt to find other combination procedures which are related to the type D and type F tests. In order to investigate this issue and to further compare the type D and type F tests, it is useful to consider the geometrical interpretations of the characteristic roots, \( \ell_{\sim 1}(w), \ldots, \ell_{\sim p}(w) \), of \( B_{\sim w} \). Restrict consideration to the two dimensional case (\( p=2 \)) and let \( V_{\sim 1} \) and \( V_{\sim 2} \) be the two (\( p \times 1 \)) characteristic vectors associated with roots \( \ell_{\sim 1}(w) \) and \( \ell_{\sim 2}(w) \). Assume that \( \ell_{\sim 1}(w) > \ell_{\sim 2}(w) \) and that \( V_{\sim 1} \) and \( V_{\sim 2} \) are normalized so that \( V_{\sim 1} V_{\sim i} = 1, i = 1, 2 \). The vectors form a basis of a two-dimensional Euclidean space. Since \( B_{\sim w} \) is positive definite symmetric, that basis is orthogonal (Graybill [1969, p. 47]). Let \( \lambda_{\sim} \) be a vector with coordinates in terms of the usual axes. Now consider the ellipse, mentioned in Section 1.3.1,

\[
\lambda_{\sim} B_{\sim w} \lambda_{\sim} = \varepsilon, \quad (3.2.1)
\]

defined by the approximate intersection of the power surface and a cross-sectional horizontal plane at a height of \( \alpha + \varepsilon \). First let \( \lambda_{\sim} \) be a vector along the \( V_{\sim 1} \)-axis, so that \( \lambda_{\sim} = q_{\sim} V_{\sim 1} \), where \( q_{\sim} \) is defined so that (3.2.1) holds. Then

\[
\varepsilon = \lambda_{\sim} B_{\sim w} \lambda_{\sim} = (q_{\sim} V_{\sim 1})' B_{\sim w} q_{\sim} V_{\sim 1} = q_{\sim}^2 V_{\sim 1} \ell_{\sim 1}(w) V_{\sim 1} = \ell_{\sim 1}(w) q_{\sim}^2 \]
since $\mathbf{B}_w \mathbf{v}_1 = \ell_1(w) \mathbf{v}_1$, whence $q_1 = \sqrt{\varepsilon/\ell_1(w)}$. Similarly, if $\lambda = q_2 \mathbf{v}_2$, $q_2 = \sqrt{\varepsilon/\ell_2(w)}$. By definition, $\ell_1(w) \geq \ell_2(w)$, and therefore $q_1 \leq q_2$, implying that the larger the characteristic root, the shorter the axis of the ellipse in the direction of the associated characteristic vector. This relationship is pictorially displayed by superimposing the ellipse (3.2.1) on the $\mathbf{v}_1, \mathbf{v}_2$-axes, as shown in Figure 3.2.1.

![Diagram](image)

**Fig. 3.2.1.** The Ellipse Formed by the Approximate Intersection of the Power Surface and a Horizontal Plane at a Height of $\alpha + \varepsilon$.

Notice that the type D critical region is given by

$$\max_{w} \det(\mathbf{B}_w) = \max_{w} \prod_{i=1}^{p} \ell_i(w)$$

since the determinant of a matrix is equal to the product of its characteristic roots. By maximizing $\prod_{i=1}^{p} \ell_i(w)$, one minimizes $\prod_{i=1}^{p} \sqrt{\varepsilon/\ell_i(w)}$ for fixed $\varepsilon$, and, therefore, the type D critical region provides the test which minimizes the product of the lengths of the axes of the ellipse $\lambda' \mathbf{B}_w \lambda$. On the other hand, the type F region maximizes $\text{tr}(\mathbf{B}_w) = \sum_{i=1}^{p} \ell_i(w)$. For fixed $p$, the type D critical region is found by maximizing the geometric mean of the characteristic roots,
and the type F critical region is found by maximizing the arithmetic mean of the characteristic roots.

In the literature there is one other combination of the characteristic roots which is in common usage, one which would provide a minimax test by minimizing the longest axis of the ellipse $\lambda ' B \lambda$.

This test would maximize the curvature of the power surface along the axis where the curvature is the least by maximizing the minimum root. However, for this test it is necessary to find

$$\max_w \left\{ \min_{\lambda} \left[ \frac{\lambda ' (\sum_{i=1}^{s} V_i \times C_i(w)) \lambda}{\lambda ' \lambda} \right] \right\}$$

(3.2.2)

(Roy et al. [1970, p. 26]), which is not in general possible in the case of an unbalanced design. If the design is balanced, so that $V_i = \gamma_i V$, $1 \leq i \leq s$, then this minimax test coincides with the type D test. This can be shown by rewriting (3.2.2) as

$$\max_w (\sum_{i=1}^{s} C_i(w) \gamma_i) \times \min_{\lambda} \left[ \frac{\lambda ' V \lambda}{\lambda ' \lambda} \right].$$

(3.2.3)

The second term in (3.2.3) is independent of $w$, and the solution to the first term is exactly the type D critical region which was found in Section 2.4 for the balanced case.

3.3. Bahadur Efficiency

In this section it is shown that, for local alternatives to the null hypothesis, if there are a large number of finite-sample beta-distributed statistics to be combined, the type D critical region provides a test which is superior to Fisher's test according to Bahadur relative efficiency. It is also shown that the type D critical region
provides a test which is superior to Fisher's test according to a
measure of average Bahadur asymptotic relative efficiency. Littell and
Folks [1971,1973] have shown that Fisher's test is in general at least
as efficient as every other test when there are a small number of large-
sample statistics to be combined. However, other tests have been shown
to be superior to Fisher's test for certain instances in which the two
tests cannot be distinguished on the basis of Bahadur efficiency.

Define the testing problem as $H_0: \lambda \sim \lambda_0$ versus $H_1: \lambda \neq \lambda_0$.

For $s = 1, 2, \ldots$, let $T_s$ be a real valued statistic which depends on the
first $s$ observations, $\{q_1, \ldots, q_s\}$, of an infinite sequence. Assume that
large values of $T_s$ lead to rejection of $H_0$. Also assume that the
sequence $\{T_s\}$ is a standard sequence, which is defined as follows:

**Definition 3.3.1.** (Bahadur [1960]). A sequence $\{T_s\}$ is said to be a
standard sequence for testing $H_0$ if and only if $\{T_s\}$ satisfies the
following conditions:

(i) there exists a continuous distribution function $F$ such
that

$$\lim_{s \to \infty} \Pr_\lambda(T_s < z) = F(z) \quad \text{for every } z;$$

(ii) there exists a constant $a$, $0 < a < \infty$, such that

$$-2 \log [1 - F(z)] = az^2 \bigl[1 + o(1)\bigr] \quad \text{as } z \to \infty;$$

(iii) there exists a function $b(\lambda)$, $0 < b(\lambda) < \infty$, such that

for each $\lambda \neq \lambda_0$,

$$\lim_{s \to \infty} \Pr_\lambda\left(|T_s/s^{1/2} - b(\lambda)| > z\right) = 0 \quad \text{for every } z > 0.$$ 

If $\{T_s\}$ satisfies these conditions, then
\[
c(\lambda) = \begin{cases} 0, & \lambda = \lambda_0, \\
a[b(\lambda)]^2, & \lambda \neq \lambda_0. 
\end{cases}
\]

is said to be the approximate slope of \( T_s \). To compare the asymptotic efficiencies of two standard sequences \( \{T_s^{(1)}\} \) and \( \{T_s^{(2)}\} \) with slopes \( c_1(\lambda) \) and \( c_2(\lambda) \), respectively, Bahadur [1960] suggested \( \phi_{12} = \frac{c_1(\lambda)}{c_2(\lambda)} \) as a measure of asymptotic relative efficiency. If \( \phi_{12}(\lambda) > 1 \), the first sequence is more successful than the second; if \( \phi_{12}(\lambda) < 1 \), the second is more successful than the first; and if \( \phi_{12}(\lambda) = 1 \), the two sequences are equally successful according to this measure of efficiency.

To compare the asymptotic relative efficiency of the test based on the type D critical region to Fisher's test for the testing problem which has been discussed in this dissertation, the normalized statistics are used. If \( U_1, \ldots, U_s \) are \( s \) beta-distributed statistics to be combined, the locally most powerful test was found in Chapter II to be based on the statistic \( \sum_{i=1}^{s} [\gamma_i (a_i + b) U_i / b] \) where \( a_i \), \( b \), and \( \gamma_i \) are defined in Section 2.3. Let \( X_i = (\gamma_i (a_i + b) U_i / b) - E_0(\gamma_i (a_i + b) U_i / b) = (\gamma_i (a_i + b) U_i / b) - \gamma_i \) so that \( E_0(X_i) = 0 \). Since the \( U_i \), and hence the \( X_i \), are independent, \( \text{Var}_0(\sum_{i=1}^{s} X_i) = \sum_{i=1}^{s} \text{Var}_0(X_i) \). Therefore, the normalized overall test statistic for the locally most powerful test, based on the type D critical region, can be written

\[
T_s^{(1)} = \left\{ \frac{\sum_{i=1}^{s} [X_i - E_0(X_i)]}{[\sum_{i=1}^{s} \text{Var}_0(X_i)]^{1/2}} \right\}^{1/2} = \left[ \frac{\sum_{i=1}^{s} X_i}{[\sum_{i=1}^{s} \text{Var}_0(X_i)]^{1/2}} \right]^{1/2}
\]

(3.3.1)

Now let \( Y_i = -2 \log \int_{U_i}^{0} \beta_z \, dz \), where \( \beta_z \) is defined in (1.1.3). Then
$\sum_{i=1}^{s} Y_i$ is Fisher's overall test statistic for this problem. Define

$$T_s^{(2)} = \{\sum_{i=1}^{s} [Y_i - E_{\varnothing}(Y_i)] \} / [E_{\varnothing}^{s} \text{Var}_{\varnothing}(Y_i)]^{1/2}. \quad (3.3.2)$$

The asymptotic relative efficiency of $T_s^{(1)}$ to $T_s^{(2)}$ is the asymptotic relative efficiency of the locally most powerful test to Fisher's test, as long as the conditions of Definition 3.3.1 are satisfied. The first condition can be satisfied since both $T_s^{(1)}$ and $T_s^{(2)}$ are asymptotically normal, so that $F = \varnothing$ in (i), where $\varnothing$ is the standard normal distribution function. The Central Limit Theorem holds with respect to $T_s^{(1)}$ since the $X_i$ are bounded and $\lim_{s \to \infty} \text{Var}_{\varnothing} (\sum_{i=1}^{s} X_i) = \lim_{s \to \infty} \gamma_1^2 a_i / [b(a_i+b+1)] + \infty$ (Fisz [1963, pp. 206-207]). Under $H_0$,

$\sum_{i=1}^{s} Y_i \sim \chi^2_{2s}$, and the asymptotic normality of $T_s^{(2)}$ is well established (Johnson and Kotz, Vol. 1, [1970, p. 176]). The second condition is satisfied when $F = \varnothing$ with $a = 1$ in (ii) (Bahadur [1960]). It remains only to show that (iii) holds for $T_s^{(1)}$ and $T_s^{(2)}$.

Consider first the sequence $\{T_s^{(1)}\}$. Under $H_1$, $\sum_{i=1}^{s} x_i / s \to \sum_{i=1}^{s} E_\lambda(X_i) / s$ in probability as $s \to \infty$. The Markov Law of Large Numbers (Fisz [1963, pp. 216-217]) assures this since $E_\lambda(\chi^2_i) = O(1)$ so that $\sum_{i=1}^{s} E_\lambda(\chi^2_i) / s^2 \to 0$ as $s \to 0$. Furthermore, since $\theta_i = \gamma_i \theta$, it can be shown that for local alternatives

$$\sum_{i=1}^{s} E_\lambda(X_i) = \sum_{i=1}^{s} Y_i \left( \frac{a_i+b}{b} \left[ e^{-\theta_i/2} - \frac{b}{a_i+b} \frac{\theta_i}{2} + O(\theta_i^2) \right] - \frac{b}{a_i+b+1} \right)$$

$$= \sum_{i=1}^{s} Y_i \left( \frac{a_i+b}{b} \left[ 1 - \frac{\theta_i}{2} + O(\theta_i^2) \right] - \frac{b}{a_i+b+1} \right) + O(\theta_i^2)$$

$$= \sum_{i=1}^{s} \left[ \gamma_i \left( \frac{a_i+b}{b} \right) - \frac{b}{a_i+b+1} \right] + O(\theta_i^2)$$
\[ = \sum_{i=1}^{S} (\theta_i/2) [\gamma_1 a_i / [b(a_i+b+1)]] + O(\theta^2) \]
\[ = \theta/2 \sum_{i=1}^{S} \gamma_1^2 a_i / [b(a_i+b+1)] + O(\theta^2). \]  
(3.3.3)

Also,
\[ \sum_{i=1}^{S} \text{Var}_\sim (X_i) = \sum_{i=1}^{S} \gamma_1^2 (\frac{a_i+b}{b}) \text{Var}_\sim (U_i) \]
\[ = \sum_{i=1}^{S} \gamma_1^2 (\frac{a_i+b}{b}) \frac{a_i b}{(a_i+b)^2 (a_i+b+1)} \]
\[ = \sum_{i=1}^{S} \gamma_1^2 a_i / [b(a_i+b+1)]. \]  
(3.3.4)

In light of (3.3.3) and (3.3.4) it can be seen that, for local alternatives to the null hypothesis, so that terms of order \( \theta^2 \) and higher order are ignored,
\[ b_1(\sim) = s^{-1/2} \sum_{i=1}^{S} \gamma_1^2 a_i / [b(a_i+b+1)]^{1/2} \]
\[ = s^{-1/2} \frac{\theta/2 [\sum_{i=1}^{S} \gamma_1^2 a_i / [b(a_i+b+1)]]^{1/2}}{\text{Var}_\sim (X_i)} \]
\[ = s^{-1/2} \frac{\theta/2 [\sum_{i=1}^{S} \text{Var}_\sim (X_i)]^{1/2}}{\text{Var}_\sim (\sum_{i=1}^{S} X_i)}. \]  
(3.3.5)

Notice that \( 0 < b_1(\sim) \) for \( X_i \) as defined in this problem.

Next consider the sequence \{\( T_{s}^{(2)} \). Under \( H_1, \sum_{i=1}^{S} \gamma_i / s \to \sum_{i=1}^{S} E_\sim (Y_i) / s \), again by the Markov Law of Large Numbers since, for this problem, \( E_\sim (Y_i^2) = O(1) \). In light of (1.1.2), the density of a noncentral beta-distributed random variable \( U_i \) with parameters \( b \) and \( a_i \) and noncentrality \( \theta_i \) can be written as
\[ e^{-\theta_i/2} \left[ \beta_{u_i}^b (b,a_i) + \theta_i/2 \beta_{u_i}^b (b+1,a_i) + O(\theta_i^2) \right] \]
\[ = \beta_{u_i}^b (b,a_i) + \theta_i/2 [(a_i+b)u_i/b - 1] \beta_{u_i}^b (b,a_i) + O(\theta_i^2), \]
using the exponential expansion. Therefore,

$$
\sum_{i=1}^{s} E_{\lambda}(Y_{i}) = \sum_{i=1}^{s} \int_{0}^{1} \frac{1}{\beta_{z}^{u_{i}}} \int \left( -2 \log \int \frac{1}{\beta_{z}^{u_{i}}} \right) du_{i}
$$

$$
\times \left[ \beta_{u_{i}}^{(u_{i}, a_{i})} + \frac{\theta_{1}}{2} ((a_{i} + b)u_{i} / b - 1) \beta_{u_{i}}^{(u_{i}, a_{i})} + O(\theta_{1}^{2}) \right] du_{i}
$$

$$
= \sum_{i=1}^{s} E_{o}(Y_{i}) + \frac{\theta}{2} \sum_{i=1}^{s} \int_{0}^{1} \frac{1}{\beta_{z}^{u_{i}}} \int \left( -2 \log \int \frac{1}{\beta_{z}^{u_{i}}} \right) du_{i}
$$

$$
\times \left[ y_{i}(a_{i} + b)u_{i} / b - y_{i} \right] \beta_{u_{i}}^{(u_{i}, a_{i})} du_{i} + O(\theta^{2})
$$

$$
= \sum_{i=1}^{s} E_{o}(Y_{i}) + \frac{\theta}{2} \sum_{i=1}^{s} E_{o}(Y_{i}X_{i}) + O(\theta^{2}). \quad (3.3.6)
$$

Substitute (3.3.6) into (3.3.2) and take the expectation to find, for local alternatives, that

$$
b_{2}(\lambda) = s^{-1/2} [\theta / 2 \sum_{i=1}^{s} E_{o}(Y_{i}X_{i})] \times \left[ \text{Var}_{o}(\sum_{i=1}^{s} Y_{i})^{-1/2}. \quad (3.3.7)
$$

$$
E_{o}(Y_{i}X_{i}) > 0 \text{ for all } i \text{ since } E_{o}(Y_{i}X_{i}) - E_{o}(Y_{i})E_{o}(X_{i}) = E_{o}(Y_{i}X_{i}) \text{ and}
$$

since as $u_{i}$ increases both $X_{i}$ and $Y_{i}$ increase. Therefore, $b_{2}(\lambda) > 0$.

By combining (3.3.5) and (3.3.7), it is seen that the asymptotic relative efficiency of the locally most powerful test to Fisher's test, for local alternatives, is

$$
\phi_{12}(\lambda) = \frac{b_{1}(\lambda)}{b_{2}(\lambda)}
$$

$$
= \frac{\text{Var}_{o}(\sum_{i=1}^{s} X_{i}) \times \text{Var}_{o}(\sum_{i=1}^{s} Y_{i}) / \left[ \sum_{i=1}^{s} E_{o}(Y_{i}X_{i}) \right]^{2}}{\text{Var}_{o}(\sum_{i=1}^{s} Y_{i}) / \left[ \sum_{i=1}^{s} E_{o}(Y_{i}X_{i}) \right]^{2}},
$$

$$
(3.3.8)
$$

as long as the limits taken exist. (In the context of experimental designs, there are general models where the limits taken in (3.3.8), in light of (3.3.5) and (3.3.7), exist. See Sen [1969] for details.) Also
\[
E_{\sim}(\sum_{i=1}^{S} Y_i \sum_{i=1}^{S} X_i) = E_{\sim}(\sum_{i=1}^{S} Y_i X_i + \sum_{i=1}^{S} \sum_{j=1}^{S} Y_i X_j)
\]

\[
= \sum_{i=1}^{S} E_{\sim}(Y_i X_i) + \sum_{i \neq j}^{S} E_{\sim}(Y_i) E_{\sim}(X_j)
\]

\[
= \sum_{i=1}^{S} E_{\sim}(Y_i X_i), \tag{3.3.9}
\]

since \(Y_i\) and \(X_j\) are independent if \(i \neq j\) and \(E_{\sim}(X_j) = 0\) for all \(j\).

Combine (3.3.8) and (3.3.9) to see that

\[
\phi_{12}(\lambda) = \text{Var}_{\sim}(\sum_{i=1}^{S} X_i) \times \text{Var}_{\sim}(\sum_{i=1}^{S} Y_i)/E_{\sim}^{2}(\sum_{i=1}^{S} X_i \sum_{i=1}^{S} Y_i) \geq 1.
\tag{3.3.10}
\]

There is equality whenever \(Y_i\) and \(X_i\) are linearly related. Since \(X_i\) is a linear function of \(U_i\) and \(Y_i\) is a function of \(U_i\) which is never linear, the inequality is strict. Therefore,

\[
\phi_{12}(\lambda) > 1. \tag{3.3.11}
\]

This result implies that if there are a large number of finite-sample statistics to be combined, the test based on the type D critical region is more successful than Fisher's test according to asymptotic relative efficiency, for local alternatives to \(H_o\).

It should be noted that the asymptotic relative efficiency based on approximate slopes can be misleading. It has been noted (for example, by Bahadur [1967]) that tests which are identical may not have identical approximate slopes so that \(\phi_{12}(\lambda)\) is not 1. This dilemma does not occur if \(\phi_{12}(\lambda)\) is defined as the ratio of exact rather than approximate slopes. Assume that the exact distribution function of \(T_s\), \(F_s\), is such that (ii) in Definition 3.3.1 can be replaced by (ii)*:
(1) \lim_{s \to \infty} F_s(z) = F(z) and (2) there exists a function f on \((0, \infty)\) into \((0, \infty)\) such that, for any given sequence \(\{\nu_s\}\) of positive constants \(\nu_s\) such that \(\lim_{s \to \infty} \{\nu_s^2/s\} = z\),

where \(0 < z < \infty\),

\[
\frac{2}{\nu} \log[1 - F_s(\nu)] = -f(z)[1 + o(1)].
\]

Then \(c^*(\lambda) = f[b(\lambda)^2]\) is the exact slope of \(T_s\). If \(\phi_{12}^*(\lambda) = \frac{c_1^*(\lambda)}{\nu_s^2}\), then \(\phi_{12}^*(\lambda) = 1\) if the tests are indeed identical. However, \(c^*(\lambda)\) is often difficult to find, as it is for the sequence \(T_s(1)\), and hence the use of approximate measures here. Bahadur [1967] suggests, though, that for local alternatives to the null hypothesis, \(\phi_{12}^*(\lambda)\) is likely to be a good approximation of \(\phi_{12}^*(\lambda)\). Since the results above are based on the assumption that the alternatives are local and considering the inherent properties of the test based on the type D region, it is reasonable to assume that the conclusion of the superior efficiency of this test over Fisher's test, for local alternatives, is not an artifact.

If the design is not balanced, the final steps in (3.3.3) and (3.3.6), and hence the measure of relative efficiency given above, do not apply. However, similar results can be found for comparisons of the type F test and Fisher's test. Let \(Y_i = \text{tr}(\nu_i)\). Then the approximate slope of \(T_s(1)\), for local alternatives, is

\[
b_1(\lambda) = s^{-1/2} \{\Sigma_{i=1}^{s} (\theta_i/2) Y_i^2 a_i/[b(a_i+b+1)]\}
\]

\[
\times \{\Sigma_{i=1}^{s} Y_i^2 a_i/[b(a_i+b+1)]\}^{-1/2}.
\]

(3.3.12)

This result is analogous to (3.3.5) and follows immediately from (3.3.3)
and (3.3.4); the $\theta_i$ have not been factored out since the assumption that $\theta_i = Y_1 \theta$ no longer holds. Similarly, in light of (3.3.7), the approximate slope for $\{T_{s2}^{(2)}\}$ can be written as

$$b_2(\lambda) = s^{1/2} e_{i=1}^{s_{i=1}} (\theta_i/2Y_i) E_{D_0}^{s}(Y_i X_i) \times [\text{Var}_{Q_0}(\Sigma_{i=1}^{s} Y_i)]^{-1/2}.$$  

(3.3.13)

For the unbalanced case, the Bahadur asymptotic relative efficiency, for local alternatives, is $b_1^2(\lambda)/b_2^2(\lambda)$ where $b_1(\lambda)$ and $b_2(\lambda)$ are given in (3.3.12) and (3.3.13) respectively. Unfortunately, this ratio is difficult to evaluate for the unbalanced case. Consider instead the ratio of the squares of the average approximate slopes, where the average is found by integrating over the sphere $\lambda' \lambda = r^2$. The definition

$$\varphi_{12}(\lambda) = \bar{b}_1(\lambda)/\bar{b}_2(\lambda)$$  

(3.3.14)

is introduced as a measure of average Bahadur asymptotic relative efficiency, where

$$\bar{b}_1(\lambda) = \int_{\lambda' \lambda = r^2} b_1(\lambda) d\lambda.$$

Notice that this averaging is the same as that given in Definition 1.3.2.1. To evaluate $\bar{b}_1(\lambda)$ and $\bar{b}_2(\lambda)$, first apply (1.3.2.7) to find

$$\int_{\lambda' \lambda = r^2} \lambda' \lambda = \int_{\lambda' \lambda = r^2} \delta(r) \times tr(V_i) = \delta(r) \times Y_i$$  

(3.3.15)

where $\delta(r)$ is a function of $r$. Apply this integration to the right-hand side of (3.3.12) and recall (3.3.4) to find that, for local alternatives,

$$\bar{b}_1(\lambda) = s^{1/2}(\delta(r)/2)\{\Sigma_{i=1}^{s} Y_i^2 a_i/[b(a_i+b+1)]\} \times \{\Sigma_{i=1}^{s} Y_i^2 a_i/[b(a_i+b+1)]\}^{-1/2}$$
\[ = s^{-1/2}(\delta(r)/2)[\text{Var}_o(\Sigma_{i=1}^s X_i)]^{1/2}. \quad (3.3.16) \]

Similarly, from (3.3.13),
\[ \bar{b}_2(\lambda) = s^{-1/2}(\delta(r)/2)\Sigma_{i=1}^s E_o(Y_i X_i) \times [\text{Var}_o(\Sigma_{i=1}^s Y_i)]^{-1/2} \quad (3.3.17) \]
for local alternatives. As before, in the present context
\[ 0 < b_i(\lambda) < \infty, i = 1, 2. \]
It follows from (3.3.14), (3.3.16)-(3.3.17) and (3.3.8)-(3.3.11) that locally,
\[ \bar{\phi}_{12}(\lambda) = \frac{\bar{b}_2(\lambda)}{\bar{b}_1(\lambda)} = \frac{b_2(\lambda)}{b_1(\lambda)} > 1. \]
Therefore, according to the above measure of average Bahadur asymptotic relative efficiency, the type F test is superior to Fisher's test for local alternatives.

As before, Bahadur asymptotic relative efficiency is not necessarily an accurate comparison of two tests. Furthermore, the processes of averaging used above may introduce other inaccuracies or difficulties in interpretation. Nevertheless, in light of the method of derivation of the type F critical region, the above result is of interest.

3.4. Extensions to Other Problems

Locally optimal combination procedures for tests of hypotheses specifying the value of a vector of parameters have been found in this and the previous chapter. It is possible to find analogous procedures for combining certain tests of a null hypothesis of the form
\[ H_o: \mu_{q \times r} = 0, \quad (3.3.4.1) \]
even though the optimality of such procedures is not necessarily extended from previous results.

The likelihood ratio statistic, \( \Lambda \), for tests of (3.3.4.1) is often written \( U_{q,r,t} \), where \( q, r, \) and \( t \) are appropriate parameters. Let \( U_{q,r,t}^{(i)} \), \( 1 \leq i \leq s \), be \( s \) independent statistics for testing a common hypothesis; \( q \) and \( r \) need not be indexed. Gupta [1971] showed that in the noncentral linear case (that is, when the alternative has unit rank), \( U_{q,r,t}^{(i)} \) is distributed as \( \prod_{j=1}^{q} X_{ij} \) where \( X_{ij} \) has a central beta distribution \( \beta^0 ((r+1-j)/2, t_1/2) \), \( 2 \leq j \leq q \), and \( (1 - X_{11}) \) has a noncentral beta density, so that \( X_{11} \) has density

\[
\begin{align*}
E^{-\theta_i/2} & \sum_{h=0}^{\infty} \theta_i^{h} x_{11}^{r-2h-1} (1-x_{11})^{x_{11}/2h-1} / [2^h h! \beta(t_1/2, r/2+h)] \\
& = E^{-\theta_i/2} \sum_{h=0}^{\infty} \left( \frac{\theta_i}{2} \right)^{h} \beta^0 (t_1/2, r/2+h)/h!, \quad 0 \leq x_{11} \leq 1,
\end{align*}
\]

where \( \theta_i \) is the noncentrality parameter. (See Gupta for details of calculating \( \theta_i \). For the present discussion it is sufficient to note that \( \theta_i \) is dependent on \( \mu^TV_i^* \mu \) for some appropriate design matrix \( V_i^* \).)

Under \( H_0 \), \( X_{11} \) has density \( \beta^0 (r/2, t_1/2), 1 \leq i \leq s \). Therefore, if \( g_{u_1} (r, t_1/2) \) denotes the noncentral density of \( U_1 = U_{q,r,t}^{(1)} = \prod_{j=1}^{q} X_{ij} \), where \( r' = [r/2, (r+1)/2, \ldots, (r+1-q)/2] \), then

\[
\begin{align*}
g_{u_1} (r, t_1/2) & = E^{-\theta_i/2} \sum_{h=0}^{\infty} \left( \frac{\theta_i}{2} \right)^{h} \frac{1}{h!} \beta^0 (r/2+h, (r+1)/2, \ldots, (r+1-q)/2, t_1/2), \\
& = 0 \leq u_1 \leq 1.
\end{align*}
\]

Recall that the type D and type F test statistics are of the form

\[
\sum_{i=1}^{s} \gamma_i (a_1+b) u_i / b = \sum_{i=1}^{s} \gamma_i \beta^0_{u_1} (b+1, a_1) / \beta^0_{u_1} (b, a_1), \quad (3.3.4.2)
\]
where $\gamma_i$ is a weight dependent on the design matrix $V_i$ and $p_i^0(b, a_i)$ is the density of a beta-variate $U_i$ with parameters $b$ and $a_i$.

Analogously define the following as a test statistic for combining independent statistics $U_i$ for testing (3.3.4.1):

$$
\sum_{i=1}^{s} \frac{\gamma_i}{\gamma_i^o} \frac{g_{u_i}^o(r/2+1, (r+1)/2, \ldots, (r+1-q)/2; t_i/2)}{g_{u_i}(r/2, (r+1)/2, \ldots, (r+1-q)/2; t_i/2)},
$$

(3.3.4.3)

where $\gamma_i$ is a weight dependent on the design matrix $V_i^o$. If the functions $g_i = g_{u_i}^o(r; t_i/2)$ are known, then the statistic proposed in (3.3.4.3) can be calculated. For certain cases, the functions $g_i^o$ are known. See, for example, Gupta [1971] for the density of $U_{q,r,t}$ when $q = 2, 3, 4,$ or $5$. Notice that if $q = 1$ or $r = 1$, $U_{q,r,t}$ reduces to a vector and the likelihood statistic is distributed as a single beta-distributed variate which is noncentral under the alternative hypothesis. In this case the results derived earlier apply directly.

Assume again that the null hypothesis specifies the value of a vector rather than a matrix. Results similar to those in the previous sections and chapter can be derived if it is assumed that the statistics to be combined, $X_1, \ldots, X_s$, have chi-squared distributions which are noncentral under the alternative hypothesis. If $X_i$ has a noncentral chi-squared distribution with $2b_i$ degrees of freedom and noncentrality parameter $\theta_i$, then the density of $X_i$ is given by

$$
[\begin{array}{cc}
0 & -x_i/2
\end{array}] \begin{bmatrix}
\sum_{j=0}^{b_i+j-1} x_i^{b_i+j-1} / \Gamma(b_i+j) 2^{j} j!
\end{bmatrix},
$$

where $\Gamma(a) = (a-1)!$. It is easily shown that the type D and type F statistics for combining $X_1, \ldots, X_s$ are of the form...
\[ \sum_{i=1}^{s} \gamma_i \frac{x_i}{(2b_i)} = \sum_{i=1}^{s} \gamma_i \frac{\chi^2(2b_i+2)}{\chi^2(2b_i)} \]  
(3.3.4.3)

where \( \gamma_i \) is a weight dependent on the design matrix \( V_i \) as before and \( \chi^2(2b_i) \) denotes the density of a central chi-squared variate with \( 2b_i \) degrees of freedom.

However, the chi-squared-distributed statistics which arise in real problems are often statistics used in the testing of (3.3.4.1). In particular, Sugiura and Fujikoshi [1969] have shown that the nonnull distribution of \(-2 \log \Lambda\), where \( \Lambda \) is the likelihood ratio statistic mentioned above, can be approximated by a linear combination of noncentral chi-squared-distributed variates, up to order \( N^{-2} \) where \( N \) is the sample size. For large samples, the distribution is approximately a chi-squared-distribution which is noncentral under the alternative. In that case the statistic (3.3.4.3) can be used to provide a combined test, with \( X_i = -2 \log \Lambda_i \), \( 1 \leq i \leq s \). For smaller samples the result is more complicated. The overall statistic is similar to (3.3.4.2), with the central densities there replaced by the appropriate linear combinations of central chi-squared densities. Similarly, Siotani [1971] has given an asymptotic expansion of the nonnull distribution of the Hotelling-Lawley \( T_0^2 \) up to order \( N^{-2} \). Again the expansion is a linear combination of noncentral chi-squared variates which can be approximated by a single noncentral chi-squared variate for large samples. The extensions here follow in the same fashion as those involving combinations of likelihood ratio statistics.

Finally, Pillai and Young [1971] have considered approximations to the density of \( T_0^2 \) for the central case. They have proposed that the central density of \( T_0^2 \) be approximated by a generalized type II beta
variate having density

\[ u^a \left[k^{a+1} \beta(a+1,b-a-1)(1+u/k)^b\right]^{-1}, \quad 0 \leq u \leq 1. \]

If research extending this result shows that the noncentral density of \( T_o^2 \) could be approximated by a noncentral beta-type distribution, a procedure for combining \( s \) such statistics could easily be determined along the lines of the above extensions.
CHAPTER IV

APPROXIMATE CRITICAL VALUES FOR TYPE D AND TYPE F TESTS

In Chapters II and III the type D and type F critical regions for tests of hypotheses specifying the value of a vector were developed. Formulas which can be used to tabulate critical values for two-sample problems were found in Section 2.5, and some tables of critical values are presented in Chapter V. Although it is, perhaps, reasonable to seek exact solutions for three-sample and four-sample problems, as the number of samples to be combined increases, both the number of cases to be considered in performing the integration and the complexity of the integrated results increase. Furthermore, the computer costs of creating the tables of critical values increase rapidly as the calculations become longer.

It is possible, however, to use approximate rather than exact critical values in tests combining more than two samples. The type D and type F test statistics are both of the form \( \sum_{i=1}^{s} f_i U_i \), where \( U_i \) is beta-distributed with parameters \( b \) and \( a_i \), and \( f_i = (a_i + b) \gamma_i / b \) with \( \gamma_i \) an appropriately defined constant. Since the \( s \) statistics \( U_i, 1 \leq i \leq s \), are bounded and \( \sum_{i=1}^{s} \text{Var}(f_i U_i) \to \infty \) with \( s \), the Central Limit Theorem applies (Fisz [1963, pp. 206-207]).

Therefore, for all real \( z \)
\[ \Pr(Z \leq z) = \Pr \left( \frac{\sum_{i=1}^{s} [f_i U_i - E_0(f_i U_i)]}{\left[ \sum_{i=1}^{s} \operatorname{Var}_0 (f_i U_i) \right]^{1/2}} \leq z \right) \xrightarrow{s \to \infty} \Phi(z), \]  

where \( Z = \sum_{i=1}^{s} [f_i U_i - E_0(f_i U_i)] / \left[ \sum_{i=1}^{s} \operatorname{Var}_0 (f_i U_i) \right]^{1/2} \) and where \( \Phi \) is the cumulative distribution function of a standard normal random variable.

It would be useful to determine values of \( s \) which are sufficiently large to provide good approximations in (4.1) so that the standard normal tables can be used to provide approximate critical values.

Computer simulations were used to find the minimum \( s \) necessary to provide good normal approximations for normalized type D and type F test statistics for several different testing problems. Different values of \( b, a_1, \) and \( \gamma_1 \) are used to define different combination problems.

The algorithm for the simulation is as follows:

1. Define the testing problem by determining \( b, \) and the range of the \( a_1 \)'s and \( \gamma_1 \)'s.
2. Set \( s. \)
3. Generate \( s \) beta-distributed variates. (The beta variates were found by transforming two central chi-squared variates, say \( \chi_1 \) and \( \chi_2 \), with \( 2b \) and \( 2a \) degrees of freedom respectively. When \( \chi_1 \) and \( \chi_2 \) are so distributed, \( \beta = \chi_1 / (\chi_1 + \chi_2) \) has a central beta distribution with parameters \( b \) and \( a \). The variates \( \chi_1 \) and \( \chi_2 \) were found by summing the squares of, respectively, \( 2b \) and \( 2a \) numbers which were generated from a standard normal population. These normally distributed numbers were generated by the PL-1 version of program VARGEN.
as installed on the University of North Carolina Computation Center's IBM 360/75.)

4. Normalize the sum of the s beta-distributed variates in order to calculate Z in (4.1).

5. Repeat steps 3 and 4 until a total of 5000 values, say $Z_j$, $1 \leq j \leq 5000$, are generated.

6. Perform the Kolmogorov-Smirnov goodness of fit test at the .05 level of significance to measure the maximum distance $D$ between the empirical distribution function of the $\{Z_i\}$ and the standard normal cumulative distribution function and to test whether or not the values $\{Z_i\}$ are consistent with a standard normal population. (The PL-1 Scientific Subroutine Package NDTR as installed at the U.N.C. Computation Center was used to determine values of the standard normal cumulative distribution function.) If $D \leq 1.36 / \sqrt{5000} = 0.0193$, the hypothesis that the $\{Z_i\}$ were likely to have been drawn from a standard normal population is not rejected.

7. If $D > 0.0193$, increase s and go to step 3; otherwise, go to step 1 to define a new problem or else stop.

In Table 4.1 the maximum distance between the empirical distribution function of the normalized variates $Z_i$, $1 \leq i \leq 5000$, and the standard normal cumulative distribution function is given for a number of testing problems. It is assumed that $a_1 = \ldots = a_s$ and $\gamma_1 = \ldots = \gamma_s$. If $\gamma_i = \gamma$, $1 \leq i \leq s$, $Z_i$ is not a function of the $\gamma_i$'s and hence there is no loss in assuming that $\gamma_i = \gamma = 1$, $1 \leq i \leq s$. 
TABLE 4.1
VALUES OF THE KOLMOGOROV-SMIRNOV STATISTIC FOR CERTAIN SIMULATION PROBLEMS, ASSUMING CERTAIN PARAMETERS ARE CONSTANT FOR ALL SAMPLES

<table>
<thead>
<tr>
<th>b</th>
<th>γ</th>
<th>a</th>
<th>s</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>0.0262</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>0.0154</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>0.0299</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>5</td>
<td>0.0152</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>8</td>
<td>7</td>
<td>0.0348</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>8</td>
<td>12</td>
<td>0.0207</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>8</td>
<td>20</td>
<td>0.0182</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>0.0178</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>8</td>
<td>7</td>
<td>0.0278</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>8</td>
<td>12</td>
<td>0.0145</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>8</td>
<td>8</td>
<td>0.0158</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>15</td>
<td>12</td>
<td>0.0217</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>15</td>
<td>16</td>
<td>0.0136</td>
</tr>
</tbody>
</table>

Notice that for fixed b, as a increases the s needed to attain values of D less than 0.0193 also increases. This is not surprising since the beta distribution is symmetric if a = b (uniform if a = b = 1, bell-shaped if a = b > 1) but is skewed if a ≠ b. The parameter a is more likely to be larger than b in practical applications, and so the table has been prepared in that fashion. However, if α_i = α and γ_i = γ, 1 ≤ i ≤ s, then the parameters a and b are algebraically interchangeable. For example, from the table it can be concluded that if b = 2 and a = α_i = 1, 1 ≤ i ≤ s, s = 5 is the minimum s which is large enough to provide a satisfactory approximation to normality, according to the criteria previously established. It can also be concluded, considering
the relative skewness of the beta density functions involved, that
since \( s \) must exceed 12 if \( b = 3 \) and \( a = 15 \) before approximate normality
is achieved, \( s \) must be quite large indeed if \( a = 15 \) and \( b < 3 \).

Table 4.2 indicates results of simulations when it is not
assumed that the \( \gamma_i \) and the \( a_i \) are necessarily constant. Let
\[ \gamma = (\gamma_1, \ldots, \gamma_s) \] and \( a = (a_1, \ldots, a_s) \). Other simulations indicated, as
expected, that the approximate normality was very sensitive to the
inclusion of large \( a_i \) when \( b \) was small. While this table is illustrative of some effects of having varying \( \gamma_i \) and \( a_i \), the exact parameters
of the \( \gamma_i \) and \( a_i \) would have to be known before a reasonable guess at
the minimum \( s \) which is large enough to produce good approximations to
normality could be made.

**TABLE 4.2**

VALUES OF THE KOLMOGOROV-SMIROV STATISTIC FOR CERTAIN
SIMULATION PROBLEMS WITHOUT RESTRICTION ON THE
CONSTANCY OF PARAMETERS

<table>
<thead>
<tr>
<th>( b )</th>
<th>( \gamma )</th>
<th>( a )</th>
<th>( s )</th>
<th>( D )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>(1.0, 1.2, 1.4, 1.5, 1.6, 1.8, 2.0, 2.2, 2.4, 2.5, 2.6, 3.0)</td>
<td>1</td>
<td>12</td>
<td>0.0137</td>
</tr>
<tr>
<td>2</td>
<td>(1.0, 1.5, 1.75, 2.0, 2.25, 2.5, 2.75, 3.25)</td>
<td>(1, 4, 5, 7, 8, 10, 11, 14)</td>
<td>8</td>
<td>0.0207</td>
</tr>
<tr>
<td>2</td>
<td>(1.0, 1.2, 1.4, 1.5, 1.6, 1.8, 2.0, 2.2, 2.4, 2.6, 2.8)</td>
<td>(1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12)</td>
<td>12</td>
<td>0.0189</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>(1, 2, 5, 7, 8, 10, 13, 15)</td>
<td>8</td>
<td>0.0145</td>
</tr>
</tbody>
</table>
CHAPTER V

TABLES OF CRITICAL VALUES FOR TYPE D AND TYPE F TESTS

AND A NUMERICAL ILLUSTRATION

5.1. Tables of Critical Values for
Type D and Type F Tests

Tables of critical values for type F and type D statistics have
been prepared for certain parameter values. Assume that $U_i$, $i = 1, 2$,
has a central beta distribution with parameters $b$ and $a_i$ and let
$f = (a_1 + b) \gamma_1 / [(a_2 + b) \gamma_2]$ where $\gamma_i$ has an appropriate definition (see
Sections 2.4 and 3.2). Table 5.1.1 gives values of $k$ which satisfy

$$\text{Pr}(fU_1 + U_2 \geq k) = \alpha$$

for $\alpha = .01$, .05; $b = 1, 2$; $a_i = 1$ (1) 10 (2) 30, $i = 1, 2$; and
$f = 1$ (.5) 2.5. Incomplete tables are also given for $b = 1.5$. By
comparing, for example (2.5.3.2) and (2.5.3.3) for Case 3, it is clear
that there are generally more terms in the series to evaluate if $b$ is
not an integer but $a_1$ and $a_2$ are integers, for the range of parameters
chosen. Since there are more terms to evaluate, the tables for $b = 1.5$
are substantially more expensive to compute. By the time the Case 3
runs for $b = 1.5$ had been completed it was evident that sufficient
computer funds to complete the table were not available.

Solutions for values of $k$ given $a_1$, $a_2$, $b$, and $f$ were found
iteratively for the specified value of $\alpha$, except for the few instances
in which direct solutions exist. Iteration started with an initial
| b   | 1.00 | 1.01 | 1.02 | 1.03 | 1.04 | 1.05 | 1.06 | 1.07 | 1.08 | 1.09 | 1.10 | 1.11 | 1.12 | 1.13 | 1.14 | 1.15 | 1.16 | 1.17 | 1.18 | 1.19 | 1.20 | 1.21 | 1.22 | 1.23 | 1.24 | 1.25 | 1.26 | 1.27 | 1.28 | 1.29 | 1.30 |
|-----|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| 1.0 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 |
| 1.2 | 1.761 | 1.807 | 1.853 | 1.899 | 1.944 | 1.989 | 2.035 | 2.080 | 2.125 | 2.171 | 2.216 | 2.261 | 2.306 | 2.351 | 2.396 | 2.441 | 2.486 | 2.530 | 2.575 | 2.620 | 2.665 | 2.710 | 2.755 | 2.800 | 2.844 | 2.889 | 2.934 |

**TABLE 5.1.1**

**CRITICAL VALUES FOR TWO-SAMPLE TYPE D AND TYPE F TESTS**

<p>| b   | 1.00 | 1.01 | 1.02 | 1.03 | 1.04 | 1.05 | 1.06 | 1.07 | 1.08 | 1.09 | 1.10 | 1.11 | 1.12 | 1.13 | 1.14 | 1.15 | 1.16 | 1.17 | 1.18 | 1.19 | 1.20 | 1.21 | 1.22 | 1.23 | 1.24 | 1.25 | 1.26 | 1.27 | 1.28 | 1.29 | 1.30 |
|-----|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| 1.0 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 | 0.859 |
| 1.2 | 1.761 | 1.807 | 1.853 | 1.899 | 1.944 | 1.989 | 2.035 | 2.080 | 2.125 | 2.171 | 2.216 | 2.261 | 2.306 | 2.351 | 2.396 | 2.441 | 2.486 | 2.530 | 2.575 | 2.620 | 2.665 | 2.710 | 2.755 | 2.800 | 2.844 | 2.889 | 2.934 |</p>
<table>
<thead>
<tr>
<th>a1</th>
<th>f</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>14</th>
<th>16</th>
<th>18</th>
<th>20</th>
<th>22</th>
<th>24</th>
<th>26</th>
<th>28</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td></td>
<td>1.145</td>
<td>1.007</td>
<td>0.890</td>
<td>0.791</td>
<td>0.712</td>
<td>0.650</td>
<td>0.601</td>
<td>0.562</td>
<td>0.530</td>
<td>0.500</td>
<td>0.475</td>
<td>0.453</td>
<td>0.437</td>
<td>0.418</td>
<td>0.403</td>
<td>0.392</td>
<td>0.383</td>
<td>0.376</td>
<td>0.370</td>
<td>0.366</td>
<td>0.362</td>
</tr>
<tr>
<td>1.5</td>
<td></td>
<td>1.277</td>
<td>1.094</td>
<td>0.870</td>
<td>0.780</td>
<td>0.706</td>
<td>0.645</td>
<td>0.605</td>
<td>0.576</td>
<td>0.553</td>
<td>0.530</td>
<td>0.507</td>
<td>0.484</td>
<td>0.469</td>
<td>0.454</td>
<td>0.440</td>
<td>0.424</td>
<td>0.412</td>
<td>0.400</td>
<td>0.390</td>
<td>0.381</td>
<td>0.375</td>
</tr>
<tr>
<td>2.0</td>
<td></td>
<td>1.434</td>
<td>1.201</td>
<td>1.074</td>
<td>0.982</td>
<td>0.916</td>
<td>0.868</td>
<td>0.832</td>
<td>0.805</td>
<td>0.783</td>
<td>0.767</td>
<td>0.748</td>
<td>0.733</td>
<td>0.723</td>
<td>0.716</td>
<td>0.706</td>
<td>0.697</td>
<td>0.689</td>
<td>0.683</td>
<td>0.678</td>
<td>0.674</td>
<td>0.670</td>
</tr>
<tr>
<td>2.5</td>
<td></td>
<td>1.620</td>
<td>1.312</td>
<td>1.155</td>
<td>1.049</td>
<td>1.006</td>
<td>0.974</td>
<td>0.950</td>
<td>0.931</td>
<td>0.916</td>
<td>0.904</td>
<td>0.894</td>
<td>0.886</td>
<td>0.880</td>
<td>0.875</td>
<td>0.870</td>
<td>0.867</td>
<td>0.864</td>
<td>0.861</td>
<td>0.859</td>
<td>0.857</td>
<td>0.855</td>
</tr>
<tr>
<td>3.0</td>
<td></td>
<td>1.827</td>
<td>1.537</td>
<td>1.352</td>
<td>1.232</td>
<td>1.149</td>
<td>1.073</td>
<td>1.000</td>
<td>0.956</td>
<td>0.932</td>
<td>0.914</td>
<td>0.900</td>
<td>0.890</td>
<td>0.883</td>
<td>0.879</td>
<td>0.875</td>
<td>0.872</td>
<td>0.869</td>
<td>0.867</td>
<td>0.865</td>
<td>0.863</td>
<td>0.862</td>
</tr>
<tr>
<td>3.5</td>
<td></td>
<td>2.052</td>
<td>1.742</td>
<td>1.540</td>
<td>1.407</td>
<td>1.301</td>
<td>1.216</td>
<td>1.136</td>
<td>1.081</td>
<td>1.050</td>
<td>1.026</td>
<td>1.010</td>
<td>0.999</td>
<td>0.991</td>
<td>0.986</td>
<td>0.983</td>
<td>0.980</td>
<td>0.977</td>
<td>0.975</td>
<td>0.973</td>
<td>0.972</td>
<td>0.970</td>
</tr>
<tr>
<td>4.0</td>
<td></td>
<td>2.308</td>
<td>1.942</td>
<td>1.718</td>
<td>1.564</td>
<td>1.447</td>
<td>1.350</td>
<td>1.261</td>
<td>1.191</td>
<td>1.160</td>
<td>1.130</td>
<td>1.109</td>
<td>1.092</td>
<td>1.079</td>
<td>1.068</td>
<td>1.058</td>
<td>1.049</td>
<td>1.041</td>
<td>1.033</td>
<td>1.026</td>
<td>1.020</td>
<td>1.014</td>
</tr>
<tr>
<td>4.5</td>
<td></td>
<td>2.591</td>
<td>2.112</td>
<td>1.870</td>
<td>1.704</td>
<td>1.577</td>
<td>1.465</td>
<td>1.358</td>
<td>1.276</td>
<td>1.243</td>
<td>1.216</td>
<td>1.193</td>
<td>1.172</td>
<td>1.155</td>
<td>1.139</td>
<td>1.125</td>
<td>1.112</td>
<td>1.099</td>
<td>1.086</td>
<td>1.074</td>
<td>1.063</td>
<td>1.053</td>
</tr>
</tbody>
</table>

**TABLE 5.1.1 (Continued)**

\[ b = 1.0 \quad \alpha = 0.01 \]
TABLE 5.1.1 (Continued)
\[ b = 1.5 \quad a = 0.01 \]

\[
\begin{array}{cccccccccccccccccc}
\hline
a_1 \times f & & & & & & & & & & & & & & & & & & & \hline
\hline
1 & 1.0 & & & & & & & & & & & & & & & & & & & \hline
& 1.5 & & & & & & & & & & & & & & & & & & & \hline
& 2.0 & & & & & & & & & & & & & & & & & & & \hline
& 2.5 & & & & & & & & & & & & & & & & & & & \hline
2 & 1.0 & & & & & & & & & & & & & & & & & & & \hline
& 1.5 & & & & & & & & & & & & & & & & & & & \hline
& 2.0 & & & & & & & & & & & & & & & & & & & \hline
& 2.5 & & & & & & & & & & & & & & & & & & & \hline
3 & 1.0 & & & & & & & & & & & & & & & & & & & \hline
& 1.5 & & & & & & & & & & & & & & & & & & & \hline
& 2.0 & & & & & & & & & & & & & & & & & & & \hline
& 2.5 & & & & & & & & & & & & & & & & & & & \hline
4 & 1.0 & & & & & & & & & & & & & & & & & & & \hline
& 1.5 & & & & & & & & & & & & & & & & & & & \hline
& 2.0 & & & & & & & & & & & & & & & & & & & \hline
& 2.5 & & & & & & & & & & & & & & & & & & & \hline
5 & 1.0 & & & & & & & & & & & & & & & & & & & \hline
& 1.5 & & & & & & & & & & & & & & & & & & & \hline
& 2.0 & & & & & & & & & & & & & & & & & & & \hline
& 2.5 & & & & & & & & & & & & & & & & & & & \hline
6 & 1.0 & & & & & & & & & & & & & & & & & & & \hline
& 1.5 & & & & & & & & & & & & & & & & & & & \hline
& 2.0 & & & & & & & & & & & & & & & & & & & \hline
& 2.5 & & & & & & & & & & & & & & & & & & & \hline
7 & 1.0 & & & & & & & & & & & & & & & & & & & \hline
& 1.5 & & & & & & & & & & & & & & & & & & & \hline
& 2.0 & & & & & & & & & & & & & & & & & & & \hline
& 2.5 & & & & & & & & & & & & & & & & & & & \hline
8 & 1.0 & & & & & & & & & & & & & & & & & & & \hline
& 1.5 & & & & & & & & & & & & & & & & & & & \hline
& 2.0 & & & & & & & & & & & & & & & & & & & \hline
& 2.5 & & & & & & & & & & & & & & & & & & & \hline
9 & 1.0 & & & & & & & & & & & & & & & & & & & \hline
& 1.5 & & & & & & & & & & & & & & & & & & & \hline
& 2.0 & & & & & & & & & & & & & & & & & & & \hline
& 2.5 & & & & & & & & & & & & & & & & & & & \hline
10 & 1.0 & & & & & & & & & & & & & & & & & & & \hline
& 1.5 & & & & & & & & & & & & & & & & & & & \hline
& 2.0 & & & & & & & & & & & & & & & & & & & \hline
& 2.5 & & & & & & & & & & & & & & & & & & & \hline
\hline
\end{array}
\]
<table>
<thead>
<tr>
<th>$a_1$</th>
<th>$f$</th>
<th>$a_2$</th>
<th>$b = 1.5 \ a = 0.01$</th>
</tr>
</thead>
<tbody>
<tr>
<td>12.0</td>
<td>1.0</td>
<td>.987</td>
<td>.896</td>
</tr>
<tr>
<td>1.5</td>
<td>.943</td>
<td>.886</td>
<td>.841</td>
</tr>
<tr>
<td>2.0</td>
<td>.997</td>
<td>.965</td>
<td>.994</td>
</tr>
<tr>
<td>2.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14.5</td>
<td>1.5</td>
<td>.962</td>
<td>.871</td>
</tr>
<tr>
<td>1.5</td>
<td>.969</td>
<td>.696</td>
<td>.838</td>
</tr>
<tr>
<td>2.0</td>
<td>.964</td>
<td>.922</td>
<td>.889</td>
</tr>
<tr>
<td>2.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16.0</td>
<td>1.5</td>
<td>.943</td>
<td>.253</td>
</tr>
<tr>
<td>1.5</td>
<td>.935</td>
<td>.861</td>
<td>.802</td>
</tr>
<tr>
<td>2.0</td>
<td>.964</td>
<td>.909</td>
<td>.865</td>
</tr>
<tr>
<td>2.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18.0</td>
<td>1.5</td>
<td>.929</td>
<td>.839</td>
</tr>
<tr>
<td>1.5</td>
<td>.909</td>
<td>.634</td>
<td>.774</td>
</tr>
<tr>
<td>2.0</td>
<td>.994</td>
<td>.922</td>
<td>.866</td>
</tr>
<tr>
<td>2.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20.0</td>
<td>1.5</td>
<td>.918</td>
<td>.828</td>
</tr>
<tr>
<td>1.5</td>
<td>.979</td>
<td>.888</td>
<td>.814</td>
</tr>
<tr>
<td>2.0</td>
<td>.962</td>
<td>.680</td>
<td>.753</td>
</tr>
<tr>
<td>2.5</td>
<td>.978</td>
<td>.924</td>
<td>.681</td>
</tr>
<tr>
<td>22.0</td>
<td>1.5</td>
<td>.909</td>
<td>.219</td>
</tr>
<tr>
<td>1.5</td>
<td>.963</td>
<td>.797</td>
<td>.736</td>
</tr>
<tr>
<td>2.0</td>
<td>.991</td>
<td>.885</td>
<td>.841</td>
</tr>
<tr>
<td>2.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24.0</td>
<td>1.0</td>
<td>1.000</td>
<td>.922</td>
</tr>
<tr>
<td>1.5</td>
<td>.949</td>
<td>.848</td>
<td>.773</td>
</tr>
<tr>
<td>2.0</td>
<td>.916</td>
<td>.642</td>
<td>.753</td>
</tr>
<tr>
<td>2.5</td>
<td>.982</td>
<td>.911</td>
<td>.809</td>
</tr>
<tr>
<td>26.0</td>
<td>1.0</td>
<td>.993</td>
<td>.856</td>
</tr>
<tr>
<td>1.5</td>
<td>.939</td>
<td>.848</td>
<td>.773</td>
</tr>
<tr>
<td>2.0</td>
<td>.949</td>
<td>.899</td>
<td>.725</td>
</tr>
<tr>
<td>2.5</td>
<td>.938</td>
<td>.865</td>
<td>.804</td>
</tr>
<tr>
<td>28.0</td>
<td>1.0</td>
<td>.988</td>
<td>.891</td>
</tr>
<tr>
<td>1.5</td>
<td>.929</td>
<td>.839</td>
<td>.763</td>
</tr>
<tr>
<td>2.0</td>
<td>.975</td>
<td>.805</td>
<td>.610</td>
</tr>
<tr>
<td>2.5</td>
<td>.938</td>
<td>.865</td>
<td>.804</td>
</tr>
<tr>
<td>30.0</td>
<td>1.0</td>
<td>.983</td>
<td>.896</td>
</tr>
<tr>
<td>1.5</td>
<td>.922</td>
<td>.832</td>
<td>.755</td>
</tr>
<tr>
<td>2.0</td>
<td>.963</td>
<td>.673</td>
<td>.778</td>
</tr>
<tr>
<td>2.5</td>
<td>.921</td>
<td>.847</td>
<td>.788</td>
</tr>
</tbody>
</table>

TABLE 5.1.1 (Continued)
<table>
<thead>
<tr>
<th>a1</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
<th>21</th>
<th>22</th>
<th>23</th>
<th>24</th>
<th>25</th>
<th>26</th>
<th>27</th>
<th>28</th>
<th>29</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>a2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>1.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE 5.1.1 (Continued)

b = 1.5 \( \alpha = 0.05 \)
### TABLE 5.1.1 (Continued)

**$b = 1.5$  $\alpha = 0.05$**

<table>
<thead>
<tr>
<th>$a_1 f$</th>
<th>$a_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>1.0</td>
</tr>
<tr>
<td>10.5</td>
<td>1.1</td>
</tr>
<tr>
<td>10.0</td>
<td>1.2</td>
</tr>
<tr>
<td>9.5</td>
<td>1.3</td>
</tr>
<tr>
<td>9.0</td>
<td>1.4</td>
</tr>
<tr>
<td>8.5</td>
<td>1.5</td>
</tr>
<tr>
<td>8.0</td>
<td>1.6</td>
</tr>
<tr>
<td>7.5</td>
<td>1.7</td>
</tr>
<tr>
<td>7.0</td>
<td>1.8</td>
</tr>
<tr>
<td>6.5</td>
<td>1.9</td>
</tr>
<tr>
<td>6.0</td>
<td>2.0</td>
</tr>
<tr>
<td>5.5</td>
<td>2.1</td>
</tr>
<tr>
<td>5.0</td>
<td>2.2</td>
</tr>
<tr>
<td>4.5</td>
<td>2.3</td>
</tr>
<tr>
<td>4.0</td>
<td>2.4</td>
</tr>
<tr>
<td>3.5</td>
<td>2.5</td>
</tr>
<tr>
<td>3.0</td>
<td>2.6</td>
</tr>
<tr>
<td>2.5</td>
<td>2.7</td>
</tr>
<tr>
<td>2.0</td>
<td>2.8</td>
</tr>
<tr>
<td>1.5</td>
<td>2.9</td>
</tr>
<tr>
<td>1.0</td>
<td>3.0</td>
</tr>
</tbody>
</table>

**Notes:**

- The table continues from the previous page with the values for $a_1 f$ and $a_2$.
- Each row represents a different value of $a_1 f$.
- The values of $a_2$ are calculated using the given formula or method for $b = 1.5$ and $\alpha = 0.05$.

---

*This table provides values for statistical analysis, typically used in hypothesis testing or confidence interval calculations.*
<table>
<thead>
<tr>
<th>b</th>
<th>a1</th>
<th>a2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>1.261</td>
<td>1.165</td>
</tr>
<tr>
<td>1.5</td>
<td>1.457</td>
<td>1.223</td>
</tr>
<tr>
<td>2.0</td>
<td>1.639</td>
<td>1.462</td>
</tr>
<tr>
<td>2.5</td>
<td>1.827</td>
<td>1.672</td>
</tr>
<tr>
<td>3.0</td>
<td>1.985</td>
<td>2.002</td>
</tr>
<tr>
<td>3.5</td>
<td>2.119</td>
<td>2.222</td>
</tr>
<tr>
<td>4.0</td>
<td>2.238</td>
<td>2.326</td>
</tr>
<tr>
<td>4.5</td>
<td>2.344</td>
<td>2.422</td>
</tr>
<tr>
<td>5.0</td>
<td>2.440</td>
<td>2.511</td>
</tr>
<tr>
<td>5.5</td>
<td>2.533</td>
<td>2.598</td>
</tr>
<tr>
<td>6.0</td>
<td>2.621</td>
<td>2.680</td>
</tr>
<tr>
<td>6.5</td>
<td>2.704</td>
<td>2.756</td>
</tr>
<tr>
<td>7.0</td>
<td>2.784</td>
<td>2.831</td>
</tr>
<tr>
<td>7.5</td>
<td>2.860</td>
<td>2.903</td>
</tr>
<tr>
<td>8.0</td>
<td>2.934</td>
<td>2.973</td>
</tr>
<tr>
<td>8.5</td>
<td>3.003</td>
<td>3.038</td>
</tr>
<tr>
<td>9.0</td>
<td>3.067</td>
<td>3.100</td>
</tr>
<tr>
<td>9.5</td>
<td>3.127</td>
<td>3.158</td>
</tr>
<tr>
<td>10.0</td>
<td>3.184</td>
<td>3.213</td>
</tr>
</tbody>
</table>

**TABLE 5.1.1 (Continued)**

b = 2.0, a = 0.01
<table>
<thead>
<tr>
<th>a1</th>
<th>f</th>
<th>a2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12.1</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>1.166</td>
<td>1.039</td>
</tr>
<tr>
<td>1.5</td>
<td>1.066</td>
<td>1.039</td>
</tr>
<tr>
<td>2.0</td>
<td>1.027</td>
<td>1.073</td>
</tr>
<tr>
<td>2.5</td>
<td>1.068</td>
<td>1.404</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14.1</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>1.137</td>
<td>1.101</td>
</tr>
<tr>
<td>1.5</td>
<td>1.246</td>
<td>1.105</td>
</tr>
<tr>
<td>2.0</td>
<td>1.322</td>
<td>1.212</td>
</tr>
<tr>
<td>2.5</td>
<td>1.464</td>
<td>1.577</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16.1</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>1.115</td>
<td>0.992</td>
</tr>
<tr>
<td>1.5</td>
<td>1.210</td>
<td>1.073</td>
</tr>
<tr>
<td>2.0</td>
<td>1.312</td>
<td>1.165</td>
</tr>
<tr>
<td>2.5</td>
<td>1.414</td>
<td>1.265</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18.1</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>1.088</td>
<td>0.975</td>
</tr>
<tr>
<td>1.5</td>
<td>1.181</td>
<td>1.084</td>
</tr>
<tr>
<td>2.0</td>
<td>1.273</td>
<td>1.194</td>
</tr>
<tr>
<td>2.5</td>
<td>1.367</td>
<td>1.291</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20.1</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>1.064</td>
<td>0.957</td>
</tr>
<tr>
<td>1.5</td>
<td>1.159</td>
<td>1.008</td>
</tr>
<tr>
<td>2.0</td>
<td>1.234</td>
<td>1.089</td>
</tr>
<tr>
<td>2.5</td>
<td>1.305</td>
<td>1.176</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22.1</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>1.033</td>
<td>0.957</td>
</tr>
<tr>
<td>1.5</td>
<td>1.129</td>
<td>1.012</td>
</tr>
<tr>
<td>2.0</td>
<td>1.211</td>
<td>1.038</td>
</tr>
<tr>
<td>2.5</td>
<td>1.289</td>
<td>1.104</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24.1</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>1.004</td>
<td>0.937</td>
</tr>
<tr>
<td>1.5</td>
<td>1.104</td>
<td>0.980</td>
</tr>
<tr>
<td>2.0</td>
<td>1.165</td>
<td>1.055</td>
</tr>
<tr>
<td>2.5</td>
<td>1.240</td>
<td>1.117</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26.1</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>1.055</td>
<td>0.984</td>
</tr>
<tr>
<td>1.5</td>
<td>1.155</td>
<td>1.051</td>
</tr>
<tr>
<td>2.0</td>
<td>1.221</td>
<td>1.093</td>
</tr>
<tr>
<td>2.5</td>
<td>1.293</td>
<td>1.134</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>28.1</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>1.099</td>
<td>0.937</td>
</tr>
<tr>
<td>1.5</td>
<td>1.199</td>
<td>1.075</td>
</tr>
<tr>
<td>2.0</td>
<td>1.249</td>
<td>1.147</td>
</tr>
<tr>
<td>2.5</td>
<td>1.314</td>
<td>1.217</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30.1</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>1.135</td>
<td>0.976</td>
</tr>
<tr>
<td>1.5</td>
<td>1.231</td>
<td>1.035</td>
</tr>
<tr>
<td>2.0</td>
<td>1.305</td>
<td>1.103</td>
</tr>
<tr>
<td>2.5</td>
<td>1.375</td>
<td>1.165</td>
</tr>
</tbody>
</table>

**TABLE 5.1.1 (Continued)**

*b* = 2.0, *a* = 0.05
value \( k_0 \) and \( \alpha(k_0) = \Pr(fU_1 + U_2 > k_0) \) was evaluated. Iteration proceeded, producing successive values \( k_1, \ldots, k_n \), until \( |k_n - k_{n-1}| < .00005 \). Then \( k_n \) was truncated to three decimals—call the truncated value \( k_n^- \). The values \( \alpha(k_n^-) \) and \( \alpha(k_n^+) = \alpha(k_n^- + 0.001) \) were evaluated. If \( \alpha(k_n^-) \) was closer than \( \alpha(k_n^+) \) to the desired \( \alpha \)-level, \( k_n^- \) was chosen as the tabular value, \( k \); otherwise \( k_n^+ \) was chosen. The rounding of \( k \) to three decimals produces an error of \( |\alpha(k) - \alpha| \), which does not exceed 0.00020 if \( \alpha = .01 \) is the desired level of the test and 0.00060 if \( \alpha = .05 \) is the desired level. For most values the errors are substantially smaller, usually less than one-half the stated maximum for the significance level.

For values not included in the tables, interpolation is sometimes useful. Interpolation over values of \( b \) does not lead to good approximations, but interpolations over the parameters \( a_1, a_2, \) and \( f \) does result in quite accurate values for \( k \). Extrapolation for some larger values of \( f \) is also feasible. Extrapolation for larger values of \( a_1 \) and \( a_2 \) was not done since it seems clear from the values in Table 5.1.1 that extrapolation to values of \( a_1 \) and \( a_2 \) which are reasonably close to the maximum tabular value of 30 should yield good approximations to the true value of \( k \). Table 5.1.2 presents values of parameters for which interpolation or extrapolation was performed. (Since the parameters \( a_1 \) and \( a_2 \) are interchangeable if \( f = 1 \), the results for certain examples of interpolation over \( a_1 \) apply to corresponding examples of interpolation over \( a_2 \).) The asterisk indicates the parameter on which interpolation or extrapolation was performed. The value of \( k \), say \( \hat{k} \), which was found by interpolation or extrapolation is also given along with the corresponding error, \( |\alpha(\hat{k}) - \alpha| \).
| $\alpha$ | $b$ | $a_1$ | $a_2$ | $f$ | $k$ | $|\alpha(k) - \alpha|$ |
|---|---|---|---|---|---|---|
| 0.01 | 1.0 | 1.5* | 1.0 | 1.00 | 1.770 | 0.00015 |
| 0.01 | 2.0 | 1.5* | 1.0 | 1.00 | 1.875 | 0.00008 |
| 0.01 | 1.0 | 1.5* | 1.0 | 2.50 | 3.102 | 0.00011 |
| 0.01 | 2.0 | 1.5* | 30.0 | 1.00 | 1.063 | 0.00027 |
| 0.01 | 1.0 | 1.5* | 30.0 | 2.50 | 2.414 | 0.00054 |
| 0.01 | 1.0 | 29.0* | 1.0 | 1.00 | 1.040 | 0.00020 |
| 0.01 | 2.0 | 29.0* | 1.0 | 1.00 | 1.109 | 0.00009 |
| 0.01 | 1.0 | 29.0* | 1.0 | 2.50 | 1.171 | 0.00005 |
| 0.01 | 2.0 | 29.0* | 1.0 | 2.50 | 1.349 | 0.00012 |
| 0.01 | 1.0 | 29.0* | 30.0 | 1.00 | 0.209 | 0.00006 |
| 0.01 | 2.0 | 29.0* | 30.0 | 1.00 | 0.304 | 0.00003 |
| 0.01 | 1.0 | 29.0* | 30.0 | 2.50 | 0.407 | 0.00010 |
| 0.05 | 2.0 | 30.0 | 1.5* | 2.50 | 1.124 | 0.00005 |
| 0.05 | 1.0 | 30.0 | 29.0* | 2.50 | 0.279 | 0.00041 |
| 0.05 | 2.0 | 30.0 | 29.0* | 2.50 | 0.436 | 0.00036 |
| 0.01 | 1.0 | 1.0 | 1.0 | 1.25* | 2.092 | 0.00001 |
| 0.01 | 1.0 | 1.0 | 30.0 | 1.25* | 1.280 | 0.00004 |
| 0.01 | 1.0 | 30.0 | 1.0 | 1.25* | 1.055 | 0.00001 |
| 0.01 | 1.0 | 30.0 | 30.0 | 1.25* | 0.234 | 0.00016 |
| 0.05 | 2.0 | 30.0 | 30.0 | 1.25* | 0.266 | 0.00042 |
| 0.05 | 2.0 | 1.0 | 1.0 | 2.25* | 2.997 | 0.00010 |
| 0.05 | 2.0 | 1.0 | 30.0 | 2.25* | 2.256 | 0.00073 |
| 0.01 | 2.0 | 30.0 | 30.0 | 2.25* | 0.518 | 0.00000 |
| 0.05 | 1.0 | 30.0 | 30.0 | 2.25* | 0.255 | 0.00025 |
| 0.05 | 1.0 | 1.0 | 1.0 | 3.00* | 3.450 | 0.00042 |
| 0.05 | 2.0 | 1.0 | 1.0 | 3.00* | 3.708 | 0.00040 |
| 0.01 | 1.0 | 1.0 | 30.0 | 3.00* | 3.001 | 0.00042 |
| 0.01 | 1.0 | 30.0 | 1.0 | 3.00* | 1.209 | 0.00032 |
| 0.01 | 1.0 | 30.0 | 30.0 | 3.00* | 0.464 | 0.00024 |

*The asterisk signifies the parameter for which the interpolation or extrapolation was performed.
Interpolation was done using Newton's forward-difference and backward-difference formulas (Conte [1965]). Extrapolation was also done using difference formulas. For interpolation on \( a_1 \) and \( a_2 \), five known values of \( k \) were used as interpolating points; for interpolation and extrapolation on \( f \), all four known values of \( k \) for specified \( a_1 \), \( a_2 \), \( b \) and \( \alpha \) were used.

Programming for the critical values in Table 5.1.1 was done in PL-1 and the PL-1 Scientific Subroutine Package program BDTR was used in the computations. BDTR returns the incomplete beta function ratio \( I_x(b,a) \) for given \( x \), \( b \), and \( a \). As installed on the University of North Carolina Computation Center's IBM 360/75, BDTR returns incorrect values if \( b = 1 \), \( a \neq 1 \), and \( x \neq 1 \). It was possible to avoid using this subroutine in any such case by substituting the equivalent value of \( I_{1-x}(a,b) \) for \( I_x(b,a) \) as necessary.

5.2. Numerical Illustration

In this section the use of the type D and type F tests in analysis will be demonstrated in an application to data supplied by a pharmaceutical company. Data on the effects of six parallel treatments on diastolic blood pressure measured in sitting position in two hypertensive studies are used. The cell frequencies of the data are as follows:

<table>
<thead>
<tr>
<th>Clinic</th>
<th>Treatment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>11</td>
</tr>
</tbody>
</table>
The observation $x_{ijk}$ was obtained as the difference of the pre-treatment value ($Y_{ijk}$) and the average of post-treatment values collected during four visits ($z_{ijk}$). Therefore, the average decrease in diastolic blood pressure of the $j^{th}$ patient at clinic $i$ receiving treatment $k$ is given by

$$x_{ijk} = y_{ijk} - z_{ijk} \quad (i = 1, 2; j = 1, \ldots, N_i; k = 1, \ldots, 6).$$

Consider the model

$$x_{ijk} = \mu_i + \xi_{ik} + \varepsilon_{ijk}, \quad (5.2.1)$$

where $\mu_i$ is the overall mean at clinic $i$, $\xi_{ik}$ is the $k^{th}$ treatment effect at clinic $i$ (after reparameterization) and $\varepsilon_{ijk}$ is the error.

Let $X_i$ be a $N_i \times 1$ vector of the observations $x_{ijk}$ for clinic $i$ and let $\xi_i = (\mu_i, \xi_{i1}, \ldots, \xi_{i5})'$. Then (5.2.1) can be rewritten as

$$X_i = A_i \xi_i + \varepsilon_i$$

where the $m^{th}$ row of $A_i$ corresponds to the $m^{th}$ row (patient) of $X_i$ (clinic $i$) and is

$$\begin{bmatrix} 1 & 1 & 0 & 0 & 0 & 0 \\ 1 & 0 & 1 & 0 & 0 & 0 \\ 1 & 0 & 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 0 & 0 & 1 \\ 1 & -1 & -1 & -1 & -1 & -1 \end{bmatrix}$$

and $\varepsilon_i$ is the vector of errors for clinic $i$.

In each clinic the hypothesis tested is

$$H_0: \begin{bmatrix} \xi_i \end{bmatrix} \sim N_i M = 0 \quad \text{versus} \quad H_1: \begin{bmatrix} \xi_i \end{bmatrix} \sim N_i M \neq 0$$

where $C = [0_{5 \times 1}: I_{5 \times 5}]$ and $M = I$. Assuming that each error vector has an $N_i$-variate normal distribution with mean zero and $N_i \times N_i$. 
variance-covariance matrix $\sigma^2 I$, under $H_0$ the statistic $F_i = (N_i - 6) H_i E_i^{-1}/5, i = 1, 2$, has the central F distribution with 5 and $(N_i - 6)$ degrees of freedom, where $H_i$ and $E_i$, defined as in Section 1.1, are scalars in this problem. In this example $F_1(5, 46) = 2.3964, P_1 = 0.05168;$ and $F_2(5, 56) = 2.7523, P_2 = 0.02716;$ the numbers in parentheses indicate the degrees of freedom. The statistics were calculated using the MGLM program, installed at the Triangle Universities Computation Center, and the P-values were calculated by the TSO program CPTDIS, also at TUCC.

Since $M = 1$, the null hypothesis to be tested is, for each clinic, $H_0: \lambda_i = c \xi_i = 0, i = 1, 2$. For this problem the noncentrality parameters are

$$\theta_i = (c \xi_i)^\prime [c(A_iA_i^{-1}c')^{-1} c \xi_i/\sigma_i^2$$

so that

$$\lambda_i = [c(A_iA_i^{-1}c')^{-1}/\sigma_i^2].$$

(5.2.2)

For each clinic the maximum likelihood estimate of $\sigma_i^2$, $\hat{\sigma}_i^2 = X_i[I - A_i(A_iA_i^{-1}A_i')^{-1}A_i']X_i/N_i$, was substituted for $\sigma_i^2$. It is not necessary to assume that $\sigma_1^2 = \sigma_2^2$, as it would be if a single model were fitted to the data. For the problem in this example, the test of $H_0: \sigma_1^2 = \sigma_2^2$ versus $H_1: \sigma_1^2 \neq \sigma_2^2$ leads to rejection of $H_0$ at $\alpha = .10$.

In order to calculate the statistic $f_1U_1 + f_2U_2$ for the type F test it is necessary to find the values of $U_1, U_2, f_1$, and $f_2$. Each $U_i$
is a simple transformation of the F-distributed statistics $F_i$. For this example, since $b = 5/2 = 2.5$, $a_1 = 46/2 = 23.0$, and $a_2 = 56/2 = 28.0$,

$$U_1 = \frac{bF_1/a_1}{1 + bF_1/a_1} = \frac{2.5(2.3964)/23}{1 + 2.5(2.3964)/23} = 0.2067$$

and

$$U_2 = \frac{bF_2/a_2}{1 + bF_2/a_2} = \frac{2.5(2.7523)/28}{1 + 2.5(2.7523)/28} = 0.1973.$$

In order to find the $f_i$'s it is necessary to calculate $\gamma_i = \text{tr}(V_i)$, $i = 1, 2$, where the $V_i$'s are of the form given in (5.2.2). To determine the matrices $C(A_i'z_i)^{-1}C'$, $i = 1, 2$, the $6 \times 6$ matrices $(A_i'z_i)^{-1}$ which are provided by MGLM can be used. Since $C = \begin{bmatrix} 0_{5 \times 1} & I_{5 \times 5} \end{bmatrix}$,

$C(A_i'z_i)^{-1}C'$ can be found by deleting the first row and column of $(A_i'z_i)^{-1}$. The resulting $5 \times 5$ matrices were inverted to find

$$[C(A_i'z_i)^{-1}C']^{-1} = \begin{bmatrix} 18.981 & 9.000 & 9.038 & 9.000 & 9.019 \\ 18.000 & 9.000 & 9.000 & 9.000 \\ 15.922 & 9.000 & 8.961 \\ 18.000 & 9.000 \\ 16.981 \end{bmatrix}$$

and


MGLM also provides $N_i \hat{\sigma}_i^2$, so that $\hat{\sigma}_1^2$ and $\hat{\sigma}_2^2$ can be easily found:

$$N_1 \hat{\sigma}_1^2 = 2405.379 \implies \hat{\sigma}_1^2 = 2405.379/52 = 46.257;$$

$$N_2 \hat{\sigma}_2^2 = 2057.861 \implies \hat{\sigma}_2^2 = 2057.861/62 = 33.191.$$
It follows, therefore, that

\[ \gamma_1 = \text{tr}(V_1) = \text{tr}\left\{ \left[ C(A_1^t A_1)^{-1} C^t \right]^{-1}/\sigma_1^2 \right\} \]

\[ = 87.884/46.257 \]

\[ = 1.900 \]

and, similarly,

\[ \gamma_2 = \text{tr}(V_2) = 3.302. \]

The parameters \( \gamma_1 \) and \( \gamma_2 \) having been found, it is possible to calculate \( f_1 \) and \( f_2 \):

\[ f_1 = (a_1 + b) \gamma_1/b = (23.0 + 2.5)(1.900)/2.5 = 19.380; \]

\[ f_2 = (a_2 + b) \gamma_2/b = (28.0 + 2.5)(3.302)/2.5 = 40.284. \]

Finally it is possible to calculate the statistic for the type F test. Since \( f_2 > f_1 \), the form \( f_2 V_2/f_1 + U_1 = k \) is used. It follows from the above that

\[ k = 40.284 \left( 0.1973 \right)/19.380 + 0.2067 \]

\[ = 2.079 \left( 0.1973 \right) + 0.2067 = 0.617. \]

Since \( k \leq 1.0 \) and \( k f_1/f_2 \leq 1.0 \), a program using the algorithm to provide significance levels for Case 3 situations can be used to determine that, for this problem,

\[ \text{Pr}(2.079 U_2 + U_1 \geq 0.617) = .00869. \]

Therefore, the overall test is significant at \( \alpha = .01 \) whereas neither of the individual F statistics, \( F_1 \) and \( F_2 \), is significant at that level.

By contrast, Fisher's statistic for this problem is

\[ -2 \log (P_1 P_2) = -2 \log (0.05168 \times 0.02716) = 13.1374. \]

This statistic is distributed as a chi-squared with four degrees of freedom under \( H_0 \). By
use of CFTDIS it can be found that
\[ \Pr(\chi^2_4 \geq 13.1374) = .01062. \]

For this problem, the type F test is found to be more sensitive than
Fisher's test to deviations from the null hypothesis, even though there
are only two statistics combined. This result is of particular interest
in light of the results of Section 3.3, where it was shown that the
type D and type F tests are more efficient assuming that there are a
large number of statistics to be combined.

The above application illustrates the method of calculating a
statistic for the type F test. Since the type D test coincides with
the type F test if indeed the \( V_i \) are proportional, the above method of
calculation, with \( \gamma = \text{tr}(V_i) \), can be used for type D tests also.
CHAPTER VI

SUMMARY AND SOME SUGGESTIONS FOR FURTHER RESEARCH

In this dissertation two locally most powerful procedures were found for combining independent statistics which arise in the analysis of certain multiparametric and multivariate problems. The type D test for combining beta-distributed statistics was found for the case of a balanced design; the type F test was introduced for use in the case of an unbalanced design. The overall statistic for type D and type F tests is, in each case, a linear combination of the beta-distributed statistics to be combined. The exact distribution of the statistic was found in the two-sample case; the accuracy of using normal approximations for the general s-sample case was also considered. It was shown that for local alternatives, the type D test is more efficient than Fisher's test for combining statistics, according to Bahadur asymptotic relative efficiency, if there are a large number of small-sample statistics to be combined. Under the same conditions, it was shown that the type F test is more efficient than Fisher's test according to an average measure of Bahadur asymptotic relative efficiency. In a numerical example, the theoretical developments were applied to some pharmaceutical data.

Several areas of future research may be suggested. It would be useful to work out the details of the exact distribution of the type D and type F statistics for larger values of s. As noted
earlier, however, this task would be tedious and the calculations necessary to find critical values would be expensive.

It would also be useful to develop the details of the distributions of the type D and type F statistic if the statistics to be combined have chi-squared distributions. If \( s = 2 \), the exact distribution should be reasonably simple to calculate, with more complicated results for larger values of \( s \).

Another area of further research is consideration of the extensions mentioned in Section 3.4. The exact distributions of the combined test statistics mentioned there may be sufficiently complicated to warrant study of approximations.

As mentioned earlier, Littell and Folks have shown that if there are a finite number of large-sample statistics to be combined, Fisher's method is more efficient than other methods according to Bahadur asymptotic relative efficiency; the locally most powerful combination procedures were shown to be more efficient if there are a large number of finite-sample statistics to be combined, for local alternatives. Research into the relative efficiencies of Fisher's test and the locally most powerful tests for combining an intermediate number of medium-sized sample statistics for local and non-local alternatives would be illuminating.
APPENDIX A

USEFUL MATHEMATICAL RESULTS

Lemma A.1. If $U_i$ has a beta distribution with density $\beta_{u_i}$ specified in (1.1.2), then (2.3.4) and (2.3.5) are equivalent.

Proof. In (2.3.4) $\prod_{h=1}^{s} \beta_{u_h}^{\theta_h}$ is the product of $s$ infinite series of the form of (1.1.2). Since each of these series is a positive term convergent series, each is absolutely convergent and (Taylor and Mann [1972, p. 635]) the order of summation can be interchanged. It remains to be shown that each of the infinite sums can be taken outside the integral. If $b \geq 1$ and $a_j \geq 1$, then the density of each $U_j$ is uniformly bounded and the interchange is immediate. If $b = 1/2$ then for every $j$, the density of $U_j$ goes to infinity as $U_j \downarrow 0$. If $a_j = 1/2$ for some $j$, the density goes to infinity as $U_j \uparrow 1$. However, since for all $j$

$$\int_{0}^{1} \beta_{u_j}^{\theta_j} du_j = 1,$$

the dominated convergence theorem (Cramér [1945, p. 45]) can be applied. Therefore, each summation can be taken outside the integral and the lemma holds.

Lemma A.2. If $W = \{(u_1, u_2): 0 \leq u_i \leq 1, i = 1, 2\}$ and $\beta_{u_1}^0$ and $\beta_{u_2}^0$ are as defined in (1.1.3), then
\[ \int_w \int_{u_1 u_2} \beta_0^0 \beta_0^0 \, du_1 du_2 = \int_{u_1} \int_{u_2} \beta_0^0 \beta_0^0 \, du_1 du_2 \]

\[ = \int_{u_1} \int_{u_2} \beta_0^0 \beta_0^0 \, du_2 du_1, \]

where the limits of integration depend on the boundary \( w \subset W \).

**Proof.** As long as the function \( \beta_0^0 \beta_0^0 \) is integrable in \( w \), the result holds (Taylor and Mann [1972, p. 387]). The beta densities, \( \beta_0^0 \) and \( \beta_0^0 \), and their product, are integrable when \( w \subset W \).

**Lemma A.3.** Let \( f(x) = \sum_{n=0}^{\infty} a_n x^n \) be a power series with radius of convergence \( R > 0 \). The function \( f \) is continuous in the open interval of convergence of the series. If \( p \) and \( q \) are points in \([0, R)\), \( p < q \), then

\[ \int_p^q f(x) \, dx = \sum_{n=0}^{\infty} a_n \frac{q^{n+1} - p^{n+1}}{n+1}. \]

If \( q = R \), the result holds if the right hand side is convergent.

**Reference.** Taylor and Mann [1972, p. 665].

**Discussion.** In all the instances in which this lemma is used in the dissertation, the series is a Taylor series in which

\[ a_n = \frac{f^{(n)}(0)}{n!}, \]

where \( f^{(n)} \) denotes the \( n \)th derivative of \( f \).
Lemma A.4. If $0 \leq x \leq c/d$ and if $n > 0$, then

$$(c-dx)^n = \sum_{i=0}^{n^*} \binom{n}{i} (-1)^i c^{n-i} d^i x^i$$

where

$$n^* = \begin{cases} n, & \text{if } n \text{ is an integer;} \\ \infty, & \text{otherwise.} \end{cases}$$

Reference. Taylor and Mann [1972, p. 632].

Lemma A.5. Let $0 \leq x \leq 1$, $b > 0$, and $a > 0$. If

$$\beta_x(b,a) = \int_0^x u^{b-1} (1-u)^{a-1} \, du$$

is the incomplete beta function and

$$I_x(b,a) = \beta_x(b,a)/\beta(b,a)$$

is the incomplete beta function ratio, then

$$\begin{align*}
\beta_x(b,a) &= \sum_{i=0}^{(a-1)^*} \binom{a-1}{i} (-1)^i \frac{x^{b+i}}{b+i}, \\
\beta(b,a) &= \sum_{i=0}^{(a-1)^*} \binom{a-1}{i} (-1)^i b+i, \quad \text{and} \\
I_x(b,a) &= \frac{1}{\beta(b,a)} \sum_{i=0}^{(a-1)^*} \binom{a-1}{i} (-1)^i \frac{x^{b+i}}{b+i},
\end{align*}$$

(A.5.1) (A.5.2) (A.5.3)

where $(a-1)^*$ is defined in Lemma A.4.

Proof. By Lemma A.3 and A.4,

$$\beta_x(b,a) = \int_0^x u^{b-1} (1-u)^{a-1} \, du = \sum_{i=0}^{(a-1)^*} \binom{a-1}{i} (-1)^i \int_0^x u^{b+i-1} \, du$$

.
\[
\sum_{i=0}^{(a-1)^*} \binom{a-1}{i} \frac{(-1)^i}{b+i} x^{b+i}.
\]

This verifies the first claim. By definition, \( \beta_1(b,a) = \beta(b,a) \), so the second claim follows by setting \( x = 1 \) in the first result. The third claim follows by definition of \( I_x(b,a) \). The completes the proof.

**Lemma A.6.** If \( p, q, a, \) and \( b \) are real numbers such that \( q > p, b > 0, \) and \( a > 0 \), then

\[
\int_p^q (u-p)^{b-1} (q-u)^{a-1} \, du = (q-p)^{a+b-1} \beta(b,a).
\]

**Discussion.** Although the standard beta distribution specifies \( p = 0 \) and \( q = 1 \), a family of beta distributions is given by density functions of the form

\[
(u-p)^{b-1} \frac{(q-u)^{a-1}}{[\beta(b,a)(q-p)^{a+b-1}]}
\]

(Johnson and Kotz, Vol. 2 [1970, p. 37]). If \( V = (U-p)/(q-p) \), \( V \) has a standard beta distribution.

**Lemma A.7.** If \( x \geq 1, b > 0, a > 0, \) and \( c > 1 \), then

\[
\sum_{i=0}^{(a-1)^*} \binom{a-1}{i} (-1)^i x^{b+i} \beta_{1/x}(b+i,c)
\]  
(A.7.1)

converges.

**Proof.** If \( a \) is an integer the series is finite and, therefore, convergent. If \( a \) is not an integer, then notice that \( \binom{a-1}{i} (-1)^i \) is either positive or negative for all \( i > (a-1) \). If \( [a] \) is even, the terms are positive; if \( [a] \) is odd, the terms are negative, where \( [a] \) is the greatest integer in \( a \). If \( [a] \) is odd, multiply the series by \((-1)\),
which will not affect the convergence or divergence of the series. Therefore, without loss of generality, assume that the series is a positive term series in the tail.

It will be shown that (A.7.1) converges for non-integral \( a \) by showing that

\[
\sum_{i=0}^{\infty} \frac{(a-1)^i (-1)^i x^{b+i}}{b+i} \beta_{1/x}(b+i,c) < M_1 + M_2 \sum_{i=[a]}^{\infty} \frac{(a-1)^i (-1)^i}{b+i} \tag{A.7.2}
\]

where \( M_1 \) and \( M_2 \) are positive constants. By Lemma A.5,

\[
\sum_{i=0}^{\infty} \frac{(a-1)^i (-1)^i}{b+i} = \beta(b,a) \text{ and, therefore, the tail of that series converges. It follows that (A.7.2) converges if } M_1 \text{ and } M_2 \text{ are finite.}
\]

Note that

\[
\sum_{i=0}^{\infty} \frac{(a-1)^i (-1)^i x^{b+i}}{b+i} \beta_{1/x}(b+i,c) \leq \left[ \sum_{i=0}^{[a]-1} \frac{(a-1)^i (-1)^i x^{b+i}}{b+i} \beta_{1/x}(b+i,c) \right] + \left[ \sum_{i=[a]}^{\infty} \frac{(a-1)^i (-1)^i x^{b+i}}{b+i} \beta_{1/x}(b+i,c) \right]. \tag{A.7.3}
\]

Next, by Lemma A.5,

\[
x^{b+i} \beta_{1/x}(b+i,c) = x^{b+i} \left[ \frac{[c-1]}{b+i} \sum_{j=0}^{[c-1]} \frac{(-1)^j}{b+i+j} \frac{1}{x^j} \right] + \sum_{j=[c]}^{[c-1]} \frac{(-1)^j}{b+i+j} \frac{1}{x^j}
\]

\[
= \frac{1}{b+i} \left[ \sum_{j=0}^{[c-1]} \frac{(-1)^j}{b+i+j} \frac{1}{x^j} \right] + \sum_{j=[c]}^{[c-1]} \frac{(-1)^j}{b+i+j} \frac{1}{x^j}. \tag{A.7.4}
\]
The first series in (A.7.4) is finite and bounded by \( M_3 = \sum_{j=0}^{[c-1]} \left( \frac{c-1}{2} \right)^j \), which is finite. If \( c \) is an integer, the second series in (A.7.4) is 0. Otherwise, recall that \( \sum_{j=0}^{\infty} \left( -1 \right)^j \) converges if \( c-1 > 0 \) (Taylor and Mann [1972, p. 632]). Therefore, \( \sum_{j=[c]}^{\infty} \left( -1 \right)^j \) converges. Since all terms in this series are of the same sign,

\[
\left| \sum_{j=[c]}^{\infty} \left( -1 \right)^j \frac{1}{x} \right| < \sum_{j=[c]}^{\infty} \left( \frac{c-1}{2} \right)^j = M_4 < \infty.
\]

(A.7.5)

Let \( M_2 = M_3 + M_4 \), which is finite. Then

\[
x^{b+1} \beta_{1/x}(b+1,c) < M_2/(b+1).
\]

(A.7.6)

Let \( M_1 \) be the first term on the right hand side of (A.7.3). Clearly \( M_1 < \infty \). Then (A.7.2) follows from (A.7.3) in light of (A.7.6). Since \( M_1, M_2 \) and \( \sum_{i=[a]}^{\infty} \left( \frac{a-1}{2} \right)^i \) are all finite, the lemma holds as long as \( c > 1 \). (Note that in all instances when the lemma is used in the text, \( c > 1 \).)

**Lemma A.8.** If \( a > 0, b > 0, c > 0 \) and \( x \geq 1 \),

\[
\sum_{i=0}^{(a-1)^*} \left( \frac{a-1}{2} \right)^i \frac{1}{b+1} x^{b+1} \beta_{1/x}(b+1,c)
\]

converges.

**Proof.** The proof proceeds on the principles of the proof of the previous lemma. However, (A.7.4) is replaced by
\[ x^{b+1} \beta_{1/x}(b+i+1, c) < \sum_{j=0}^{[c-1]} (c-1) \binom{c-1}{j} \frac{(-1)^j}{j!} \left( \frac{1}{x} \right)^{j+1} + \sum_{j=[c]}^{(c-1)^*} (c-1) \binom{c-1}{j} \frac{(-1)^j}{j!} \left( \frac{1}{x} \right)^{j+1} \]  \hspace{1cm} (A.8.1)

If \( c \) is not an integer, the second term on the right-hand side is the tail of the series \( \sum_{j=0}^{\infty} (c-1) \binom{c-1}{j} \frac{(-1)^j}{j!} = \beta(b+i+1, c) \), which is a decreasing function of \( i \) and, therefore, is bounded. If the right-hand side of (A.8.1) is set equal to \( M_2 < \infty \), it is then clear that

\[ \left| \sum_{i=0}^{\infty} (a-1) \binom{a-1}{i} \frac{(-1)^i}{i!} \frac{x^{b+i}}{b+i} \beta_{1/x}(b+i+1, c) \right| < M_1 + M_2 \left| \sum_{i=[a]}^{\infty} (a-1) \binom{a-1}{i} \frac{(-1)^i}{i!} \right| \]  \hspace{1cm} (A.8.2)

where \( M_1 \) is the absolute value of the first \( a \) terms of the series on the left-hand side. Since the series on the right-hand side is the tail of the convergent series (A.5.2), (A.8.2) is finite and the lemma holds.

**Lemma A.9.** If \( I_x(b, a) \) is an incomplete beta function ratio defined in Lemma A.5, then

\[ I_x(b, a) = 1 - I_{1-x}(a, b). \]
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