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ABSTRACT

The validity and reproducibility of the primary end points in clinical trials is vital to its scientific integrity. Classification of fatal events for cause-specific mortality can be an expensive and time-consuming activity. Two statistical discriminant procedures (logistic discriminant analysis and recursive partitioning) and an expert system were examined and compared among themselves and with three methods used to classify fatal events in the Lipid Research Clinics (LRC) Coronary Primary Prevention Trial (CPPT). The primary objective of this research was to emulate the human classification, not to validate the LRC classification of fatal events. Of 3,806 participants in the LRC CPPT, 139 fatal events occurred. Only three events could not be used in this research. Of these methods, recursive partitioning also known as binary tree-structure classifiers, using the CART software had the highest overall agreement with the LRC classification. Only three percent of the events were misclassified. Only the clinic cardiologist’s classification was more accurate. Expert systems, and logistic discriminant were less accurate although both methods had difficulty with observations with missing data. In the absence of missing data, expert systems had an overall accuracy equal to an independent cardiologist’s review of the medical records; both methods misclassified six percent of these fatal events. Logistic discrimination and a nosologist’s classification based only on death certificate had the lowest overall accuracy. Recursive partitioning is recommended for automated classification of end points in a clinical trial. The use of expert systems is also recommended, if previous
data for the development of a classification tree is unavailable and missing data can be minimized.
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I. Introduction and Literature Review

A. Importance

In epidemiologic studies, identification and classification of events, or end points are often essential to assessing the primary hypothesis. Observations will generally be classified into one of n categories, of which n-1 categories will be considered "events." An observation incorrectly classified as an event is defined as a false positive, and an event which is incorrectly considered to be a non-event is defined as a false negative. Sensitivity is defined as the proportion of events correctly classified as events, and specificity is the proportion of non-events correctly classified as non-events. The misclassification ratio is the proportion of observations which are false negative or false positive. The reliability is one minus the misclassification ratio.

A critical element of any epidemiologic study or clinical trial in medical/epidemiological cardiovascular research is the validity and reproducibility of the classification of these end points. This can be a time-consuming and expensive activity in long term clinical trials. The cost of this process can easily run into hundreds of thousands of dollars. Its duration may be also be a threat to the consistency of this process over time. One suggestion for the standardization and cost efficiency of this process is to develop an automated system such as an expert system. Such a system could incorporate the knowledge and expertise of human experts which classify these morbidity or mortality end points. If this expert system were reliable, it could decrease the time and expense of this process. Another option is to use traditional statistical classification techniques, such as discriminant analysis or more
recently developed nonparametric methods such as classification and regression trees (also known as recursive partitioning) to classify an event as an end point. This research develops such an expert system and uses it on end points previously classified by human experts. It then evaluates these results, comparing them to various standard expert system and statistical classification techniques. The objective of this research is not to validate the correctness of the classifications made by human experts. Only the agreement of these automated methods with human classification methods is evaluated.

B. Review of Past Classifications and Suggested Improvements

There has been a substantial amount of research regarding the classification of mortality, specifically the quality of death certificate data for epidemiologic research. Remington (1984) and Kuller et al. (1980) have studied and suggested improvements in the mortality classification of large scale multicenter prevalence studies and clinical trials.

1. Review of Mortality

Many investigators have studied death certificate data looking at all cause mortality [Alderson and Meade (1967), Andersen et al. (1991a, 1991b), Curb et al. (1983), Gittlesohn and Senning (1979), Glasser (1981), James et al. (1955), Kohn (1982), Kuller et al. (1967), Rigdon (1981), Wingrave et al. (1981)]. Others have studied selected cause-specific mortality Andersen et al. (1991a, 1991b), Beadenkopf et al. (1963), Florey et al. (1969), Hook et al. (1977), Kuller et al. (1967), Paton (1957), Percy and Dolman (1978), Percy et al. (1981), Schoenberg and Powell (1968)]. The primary aim of much of this work has been to address the quality of available vital
statistics data for epidemiologic purposes. Very little research has been directed
towards the quality of these sources for end point identification and classification.

There is evidence to suggest that the cause of death as noted by the underlying
cause of death on the death certificate is inaccurate in those deaths in which an autopsy
was not performed, or the physician completing the death certificate did not use the
results of an autopsy [Andersen et al. (1991a, 1991b), Beadenkopf et al. (1963), Florey
et al. (1969), James et al. (1955), Kohn (1982), Paton (1957)]. Evidence also exists to
support the claim that death certificate cause of death often differs from that recorded
in hospital discharge records, or other clinical records [Alderson and Meade (1967),
Florey et al. (1969), Gittlesohn and Senning (1979), Hook et al. (1977), Kuller et al.
(1967), Percy et al. (1981), Rigdon (1981), Schoenberg and Powell (1968), Wigrave
et al. (1981)]. Since the 1950's, the percentages of accuracy in cause of death, either
using the autopsy or clinical record, has slowly improved. In the 1950's the accuracy
ratings were between 44 and 73 percent [James et al. (1955), Paton (1957), Beadenkopt
et al. (1963)]. In the 1960's, it ranged from approximately 60 percent to 79
percent [Alderson and Meade (1967), Florey et al. (1969), Kuller et al. (1967),
Schoenberg and Powell (1968)]. In the 1970's, it ranged from 65 to 69
percent [Gittlesohn and Senning (1979), Percy et al. (1981), Hook et al. (1977)]. In
the 1980's, accuracy ranged between 50 and 72 percent [Andersen et al. (1991a,
1991b), Wigrave et al. (1981)]. In an editorial, Glasser (1981) suggested that the
accuracy of vital statistics is dependent on the performance requirement determined by
the specific research. Kohn (1982), and Rigdon (1981) suggest that cause of death data
obtained from the death certificate is of no value, even in some broad categories of
mortality. Others recommend the cautious use of cause of death data obtained from
death certificates in epidemiology for following general trends on broad disease classes. However use of these data to investigate specific causes of death is of limited value due to their quality [Alderson and Meade (1967), Gittlesohn and Senning (1979), Hook et al. (1977), James et al. (1955), Kuller et al. (1967), Percy et al. (1981)].

2. Classification Procedures in Large Multi-Center Research Programs

A few investigators have studied the quality of the cause of death as reported on death certificates as a potential method for classify end points for cause-specific mortality. Curb et al. (1983) studied the nosological coding of cause of death from one of the fourteen centers of the Hypertension Detection and Follow-up Program (HDFP). During this seven year study, 1973-1979, the death certificate for each death was obtained from each state’s bureau of vital statistics. Using three highly trained nosologists, they found all three nosologists agreed on the three digit International Classification of Diseases, Adapted (ICDA) in 90.2 percent (691 out of 766) of the deaths and at least two of the three agreed in 99.7 percent (764 out of 766) of the death certificates examined. Looking at particular disease classifications, three out of three agreement was highest for neoplasms (97.8 percent) and lowest for myocardial infarction (88.0 percent). A 20 percent recoding (i.e., reclassifying) scheme was also instituted. The intranosologist agreement rates for three digit ICDA coding ranged from 94.8 percent to 96.1 percent.

Based on these results, Remington (1984) made some suggestions for future classification of cause-specific mortality end points in future large multi-center clinical trials. He observed that most death certificates are completed by physicians. They are highly trained clinically but often less than precise in the completing of these
documents. These documents are then subjected to the nosologist for coding. He or
she carefully applies defined and precise rules in the classification of the underlying
cause of death. Although these nosological rules often appear to make little sense to
the clinician, they have been shown to be highly reproducible. To take advantage of
the expertise of both groups, Remington suggested that study physicians complete a
study death certificate based on the clinical record using specific rules determined by
the study investigators. These study death certificates would then be subjected to
nosological classification. This recommendation was used in Studies of Left
Ventricular Dysfunction (SOLVD), a National Heart, Lung, and Blood Institute
(NHLBI) clinical trial which is currently in the field [SOLVD (1990)].

Recently, several large scale multi-center collaborative research programs with
cause-specific mortality as one of the end points have tended to use a panel of clinicians
to classify end points. For example, panels of cardiologists in a large scale
cardiovascular research programs have evaluated the cardiovascular mortality
classification [Beta Blocker Heart Attack Trial Research Group (1982), Hjermann et al.
(1981), Jacobs et al. (1990), Kuller et al. (1980), Lipid Research Clinics Program
(1984)]. Bangdiwala et al. (1989), and O'Connell et al. (1985) have investigated the
efficacy of these mortality classification panels, comparing them to the information
obtained entirely on the death certificate and coded by a trained nosologist.

Bangdiwala et al. (1989) examined the Lipid Research Clinics (LRC) Follow-up
Study (FUS) of the North American Prevalence Study mortality classification
procedure including the reproducibility of the nosological coding. This mortality
classification procedure uses nosological coding of all death certificates. In addition, if
there was any mention of cardiovascular disease, local clinic staff obtained hospital and physician records. These records were blinded, and sent independently to two cardiologists for classification. The definitions of cardiovascular deaths in this study was more specific than can be obtained using the ICDA codes alone. If the two cardiologists did not agree, the blinded records went to a full panel of cardiologists for adjudication. Using the 423 cardiovascular deaths of the first six contact years, they found an average agreement between the two independent cardiologists of 0.56 measured by the Kappa statistic. For individual pairs of cardiologists, the Kappa statistics ranged from 0.36 to 0.79. The LRC definition of coronary heart disease (CHD) requires information too specific to be contained on a death certificate. If the definitions of CHD are collapsed to definite CHD and suspect CHD death, the nosological coding and mortality classification panel had an agreement rating represented by a Kappa statistic of 0.58. This suggests only moderate agreement. All deaths from the first three contact years (365) were also resubmitted to the same nosologist for recoding. The Kappa statistic of the first and second coding was 0.96 representing extremely high agreement.

O'Connell et al. (1985) examined the LRC Coronary Primary Prevention Trial (CPPT) mortality classification procedures. The LRC CPPT used the same mortality classification scheme as the LRC FUS. They found a 95 and 100 percent agreement between nosological and mortality classification panel with ICDA codes 410-420, and 425-427 respectively. [ICDA codes 410-420 are the range for ischemic heart disease, including acute myocardial infarction, other acute and subacute forms of ischemic heart disease, chronic ischemic heart disease, angina pectoris, and asymptomatic ischemic heart disease; and for acute non-rheumatic pericarditis. ICDA codes 425-427 include
cardiomyopathy, pulmonary heart disease, and symptomatic heart disease, such as congestive heart failure, left ventricular failure, and heart block.] If only the definite CHD deaths are considered, there is a 87 and 67 percent agreement. The nosological coding was not specific enough to differentiate between definite and suspect CHD deaths, in either the LRC Follow-up Study of the North American Prevalence Study or the LRC CPPT.

C. Possible Approaches to the Automation of End Points

Several approaches to the automation of end point classification are possible. These include classical discriminant analysis, logistic regression, binary structured tree classification (also known as classification and regression trees and recursive partitioning analysis), and the development of an expert system.

1. Classical Discriminant Analysis

The goal of discriminant analysis is to assign an observation on the basis of p explanatory variables $x = (x_1, x_2, ..., x_p)^T$, of unknown origin to one of two or more groups on the basis of the values of these explanatory observations. Under the assumptions of joint multivariate normality, equal covariance matrices, and known explanatory parameters $x$, a class of optimal classification rules is based on Fisher's linear discriminant function (LDF) [Anderson (1984)]. For the two class problem, this leads to the rule:

$$[x - (\mu_1 + \mu_2) / 2]^T \Sigma^{-1} (\mu_1 - \mu_2) > \log e (q_2/q_1)$$
where \( \mu_i \) the mean vector of the \( i^{th} \) population,
\[ \Sigma \] the common covariance matrix, and,
\[ q_i \] the prior probability of the \( i^{th} \) population.

Under the assumptions of joint normality and known explanatory variables \( x \), but unequal covariance matrices, a class of optimal classification rules is based on the quadratic discriminant function (QDF) [Lachenbruch (1975)]. In standard analyses, replacing the mean and covariance matrices with observed sample mean and pooled covariance matrices yields the Wald-Anderson classification rule or sample LDF. This has been found to be relatively robust in a number of different situations. It can be expected to perform reasonably well, especially when the true discriminant function is at least approximately linear [Choi (1986)]. A further discussion of discriminant analysis in comparison to logistic discriminant analysis can be found in section I.C.2.

Kernel Density Estimation and Kth Nearest Neighbor Methods are two additional methods for classification and discrimination and are considered nonparametric in nature. This is because they make minimal assumptions regarding the form of the underlying distribution. They also have limitations common to both methods [Breiman et al. (1984)]. They are sensitive to the choice of the metric used to group observations which are similar together. There is not a simple way to handle categorical variables or missing values. They also provide little insight into the structure of the data.
2. Logistic Discriminant Analysis

Logistic regression was suggested by Walker and Duncan (1967) as an alternative to discriminant analysis for modeling the probability of an individual with a \( p \)-dimensional explanatory vector \( x \) developing a disease. They suggested this as what they call a least squares approach. This is, in fact, equivalent to estimation of the parameters by maximum likelihood, giving it desirable asymptotic properties. This approach makes no assumption regarding the distribution of \( x \). It only makes the assumption that the appropriate model is the logistic, that is of the form:

\[
\log_e (p/(1-p)) = \beta_0 + \beta_1 x_1 + \cdots + \beta_p x_p
\]

Because this function includes a wide variety of families of distributions, including mixed continuous and categorical, this form is particularly appealing with data of this type. Therefore, at least theoretically, a logistic approach is more robust than the LDF [Choi (1986)]. Efron (1975) has shown for the special case of multivariate normality, the efficiency of logistic regression relative to the LDF is less than one. However, for mixed continuous, and categorical data, the sample logistic regression approach has been shown to out-perform the sample LDF, although often only slightly [Choi (1986), Gordon (1974), Halperin et al. (1971), Press and Wilson (1987), Schmitz et al. (1983)]. Much, if not all of the data of interest in clinical trials datasets are qualitative, and would be considered to be of the mixed continuous and categorical type. Therefore, the assumption of multivariate normality is often questionable.
3. Tree Structured Methodologies

Regression trees, also known as recursive partitioning analysis, is one of the newer data analytic tools for classification and regression. A tree methodology repeatedly stratifies the observations \( x \) into smaller and smaller subgroups based on values of \( x \) that predict or classify these observations. It does not depend on models which postulate relationships with unknown values between the predictive factors, such as would be true with either discriminant analysis, or logistic regression. A more detailed description of this method can be found in chapter III.

4. Expert Systems

Artificial intelligence is defined as the software (and development of such software) which allows computers to simulate humans and human problem solving. Expert systems is one area of artificial intelligence. Specifically, it is the area in which computer algorithms aid individuals analyzing problems and making decisions in areas where there is little or no expertise or experience. Expert system software differs from conventional programming in that the software processes data using rules-of-thumb and logical operators such as \textit{and}, \textit{or}, and \textit{not}. It is highly interactive, and can be halted at any time to ask why a particular line of reasoning is being pursued. A more detailed description of expert systems can be found in chapter II.
II. Artificial Intelligence and Expert Systems

A. Background

Since the 1940's, there has been an intensive effort to develop software which would simulate humans and human problem solving. This work is usually defined as artificial intelligence. One area of artificial intelligence is the development of software which assists individuals in analyzing problems and making decisions in areas where they have little or no experience. This is known as knowledge-based expert systems, or simply expert systems. There are currently many available texts which review expert systems [Goodall (1985), Hayes-Roth et al. (1983), Harmon and King (1985), Jackson (1985), Jackson (1986), Rich (1983), Winston (1984)], in addition to a rapidly proliferating primary literature [Bobrow and Steflk (1986), Buchanan (1986), Davis (1986), Denning (1986), Duda and Shortliffe (1983), Friedman and Frank (1983), Lehner and Barth (1985), Liebowitz (1986), Michaelsen et al. (1985), O'Hare and Bell (1985), Schafer (1985), Shortliffe (1984), Thompson and Thompson (1985)]. Figure 2.1 displays the history and evolution of expert systems [Harmon and King (1985)]. Some of the applications which expert systems have been developed include: assisting managers with complex business planning and scheduling tasks; aiding physicians in diagnosing diseases specifically in areas of medicine: bacterial infections and meningitis [Evans et al. (1985)], dermatology [Vanker and VanStoecker (1984)], oncology [d'Anincourt (1986)], pulmonology [Aikins et al. (1983), Miller (1985)], internal medicine [First et al. (1985), Masarie et al. (1985), Miller et al. (1982), Miller et al. (1984)], and neurology [Jagannathan et al. (1985)]; aiding geologists in locating mineral deposits [Goodall (1985), Harmon and King (1985)]; in configuring complex
computer hardware for VAX minicomputers [Goodall (1985), Harmon and King
(1985)]; in cotton crop management [Lemmon (1986)]; and to aid mechanics in
troubleshooting locomotive problems [Goodall (1985)]. They are also being developed
for use in "intelligent tutoring systems" [Miller (1984)].

Feigenbaum, a well known researcher in the area of expert systems, more
precisely defines expert systems as: "... an intelligent computer program that uses
knowledge and inference procedure to solve problems that are difficult enough to
require significant human expertise for their solution. Knowledge necessary to perform
at such a level, plus the inference procedures used, can be thought of as a model of the
expertise of the best practitioners of the field [Harmon and King (1985)]. The
knowledge of an expert system consists of facts and heuristics. The 'facts' constitute a
body of information that is widely shared, publicly available, and generally agreed
upon by experts in a field. The 'heuristics' are mostly private, little-discussed rules of
good judgment (rules of plausible reasoning, rules of good guessing) that characterize
expert-level decision making in the field. The performance level of an expert system is
primarily a function of the size and the quality of a knowledge base it possesses."
Figure 2.1: The evolution of expert systems [Harmon and King (1985)].
Expert systems differ in several aspects from conventional programming [Goodall(1985)]. Conventional programming has been used to create large data processing systems, capable of collecting and processing large volumes of data. They process these data by complex step-by-step procedures or algorithms. They are usually oriented toward numerical processing, are run in sequential, batch processing, and are maintained by programmers. If a nonprogrammer were to examine the code of a conventional program, it is unlikely anything useful could be learned. Expert systems process data using heuristics or rules-of-thumb and are oriented towards symbolic processing. Symbolic processing is the manipulation of logical operators such as and, or, and not rather than numerical. Expert systems are usually highly interactive. The user can halt the processing at any time and ask why a particular line of reasoning is being pursued or how a particular conclusion was reached. Expert systems, unlike conventional programs, are relatively easy to modify, the knowledge base is readable, and thus can and often are maintained by experts and not programmers.

Models of human problem solving using artificial intelligence are based on the principals in cognitive psychology [Harmon and King (1985)]. Knowledge can be represented in a variety of ways. One such way is to describe knowledge on a continuum, from no knowledge to compiled knowledge. Compiled knowledge is readily usable for problem solving. There are two ways to compile knowledge. The first is from domain-independent definition such as formal study. Examples include learning from school, lectures, and reading a textbook. This results in a set of definitions, axioms and laws. This type of knowledge can be described as formal theories but may not be applied in any practical way. It can also be thought of as deep
knowledge. The second way to compile knowledge is using domain-dependent facts such as by learning from a mentor, or by experience. In this case, rules-of-thumb or heuristics are used to focus on particular facets of a problem and to solve these problems based on previous experience. This can be thought of as surface knowledge. Surface knowledge which is well organized can be easily used to solve problems within the area of the domain-dependent facts, but is usually limited in its application outside a narrow domain.

There are many features of expert systems which make them valuable in many commercial and research applications [Goodall (1985)]. In business applications, they can do a particular job with fewer staff, save money by saving time and help make decisions to work on a task with the least expensive equipment. Expert systems have been described as performing superior to humans in many instances because they make few errors (given the knowledge bases are accurate), do not become tired or bored, will not overlook a particular situation, can respond rapidly, can handle large volumes of data, can function in a hostile environment, and do not sleep or become sick. They also have some qualities which make them superior to conventional computer programs in some situations. They can perform previously unprogrammable tasks, can handle data with uncertainty or data which are incomplete, can make their knowledge explicit, that is display their line of reasoning or logic at any instance for human operators.

B. Expert System Components

Expert systems can be divided into two basic pieces [Jackson(1986)]. The knowledge base and working memory comprise one part of the system. The knowledge base contains the facts and rules that make up the expert's knowledge. These heuristics
must be obtained from the expert, by a knowledge engineer, the individual developing the expert systems. This can be and often is a formidable task. The inference engine constitutes a second part. The inference engine has two main tasks: it examines existing facts and rules attempting to add new facts when possible. It also decides the order in which inferences are made. Thus the inference engine conducts the consultation with the user.

1. Knowledge Bases

Facts and relationships which comprise a knowledge base can be represented in a variety of ways [Harmon and King(1985)]. The most general and also one of the oldest is the semantic network. In a semantic network, a collection of objects and descriptors called nodes are connected together or related by arcs called links. Another common way to represent factual information is known as object-attribute-value (O-A-V) triplets. In this scheme, a special case of a semantic network, objects may be conceptual entities such as an event or may be physical entities. Attributes are general characteristics or properties associated with the objects. The value is the specific nature of an attribute in a particular situation. For example, one such O-A-V triplet might be:

patient x
-taking vasodilators
-yes

(object)
(attribute)
(value).

Heuristic rules are used to represent relationships. Each rule contains two parts: an expression(s) or if clause(s) and a conclusion or then clause. Certainty factors (cf) can be used to represent the confidence of a particular piece of evidence. They be attached to either O-A-V triplets or rules. For example, a rule from MYCIN, an expert system
developed at Sanford University for aiding physicians in the diagnosis and treatment of bacteremia and meningitis, can be represented as follows:

<table>
<thead>
<tr>
<th>If</th>
<th>Attribute</th>
<th>Object</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Site</td>
<td>Attribute</td>
<td>Object</td>
<td>Value</td>
</tr>
<tr>
<td>Morphology</td>
<td>Site</td>
<td>Culture</td>
<td>Blood</td>
</tr>
<tr>
<td>Gram stain</td>
<td>Site</td>
<td>Organism</td>
<td>Rod</td>
</tr>
<tr>
<td>Compromised</td>
<td>Site</td>
<td>Organism</td>
<td>Gramneg</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Patient</td>
<td>True</td>
</tr>
<tr>
<td>Then</td>
<td>Identity</td>
<td>Organism</td>
<td>Pseudomonas aeruginosa</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(.6)</td>
</tr>
</tbody>
</table>

A variable rule in the same knowledge base might have the same objects and attributes and differing values could have a different then clause. Frames are another method for representing facts and relationships. A frame is a description of an object that contains slots for all the information associated with the object. Slots like attributes may store values. They may also contain default values, pointers to other frames, sets of rules or procedures by which values may be obtained. They are richer representations of knowledge but more complex and difficult to develop than O-A-V/rule systems.

2. Inference Engines

Inference engines perform two major tasks: inference and control [Harmon and King(1985)]. In simple expert systems, inference is performed with the strict application of logical rules to derive new facts from existing rules and known facts. More complex expert systems also incorporate inexact reasoning, that is, the ability to use certainty factors, both in premises and in rules. Additionally, more complex expert systems' contain the ability of resolution to discover if a new fact is valid, given a set of logical statements. The control portion of the inference engine decides with which rule to begin reasoning, and how conflicts will be resolved. The type of inference
engine can also be described by its organization in three areas: the type of chaining, the search strategy, and the type of reasoning. First, the inference engine can be started at the goal and worked backward through subgoals to choose an answer (backward chaining) or begin working with rules until a conclusion is asserted, continuing onto the next step (forward chaining). Control of forward chaining systems is somewhat more complex than that of backward chainers. The shape of the search space (associations and rules) determines whether forward or backward chaining is more efficient. A second distinguishing feature is the search strategy. In a depth-first search, the engine takes every opportunity to produce a subgoal. A breadth-first search engine sweeps across all premises in a rule before digging for greater detail. Breadth-first will be more efficient if one rule succeeds and the goal attribute value is obtained. Most expert systems employ depth-first searching. A final distinction among inference engines is the support of monotonic or nonmonotonic reasoning. In monotonic reasoning, all values concluded for an attribute remain true to the duration of the consultation; in a nonmonotonic reasoning system, facts that are true may be retracted. Most expert systems today support monotonic reasoning and may allow for carefully controlled types of nonmonotonic reasoning.

C. Expert Systems and Clinical Trials - Current Status

Until recently, statisticians were unaware of the work in expert systems. Expert systems, while gaining greater support in the medical community, has some severe limitations. Heuristic rules-of-thumb are usually developed by a knowledge engineer interviewing the expert(s), without the analysis of data. Therefore, any biases, misconceptions, inaccuracies, or misinterpretations, of the expert, or translated by the
knowledge engineer into the knowledge base will be present in the system developed. Data which may not exactly fit the structure required by the expert systems may give misleading results. This may also occur while providing no indication of problems. The use of certainty factors has been criticized as implying a probabilistic value to reasoning which is inexact, heuristically derived and based on observations which may be subjective by its very nature [Speigelhalter and Knill-Jones (1984), Spiegelhalter (1987), Lindley (1987), Shafer (1987)].

Expert systems have been used in clinical medicine since the early 1970's. The expert system MYCIN has been well documented for its' use in the diagnosis and recommendation of therapy of bacteremia and meningitis. Since its' development, applications of expert systems in clinical medicine include: use in internal medicine (INTERNIST), pulmonary medicine (PUFF), oncology (ONCOVIN), dermatology, and in reading and coding EEGs. Other than their use in oncologic study protocol management (OPAL) [d'Anincourt (1986)], most reports of expert systems in the medical literature is of their use as a diagnostic aid [Adams et al. (1986), deDombal et al. (1972), Evans et al. (1985), First et al. (1985), Jagannathan et al. (1982), Knill-Jones (1987), Masarie et al. (1985), Miller et al. (1984), Miller et al. (1982), Miller (1984), Spiegelhalter (1983), Speigelhalter and Knill-Jones (1984), Stern et al. (1974), Vanker and Van Stoecker (1984)]

Speigelhalter and Knill-Jones (1984) have developed a type of hybrid statistical-expert system for use as a clinical decision support tool for general practitioners requiring consultation by a gastroenterologist. This system was developed in response to interest in an expert systems for the general practitioner while
maintaining a probabilistic basis. This system uses branching logic which is entirely algorithmic, and uses the knowledge-based reasoning of an expert system. It also can handle missing data, and inexact reasoning, that is, predictive uncertainty. It was developed from a probabilistic base, collecting a large amount of data, and developing a scoring scheme based on a logistic model. It was from this base that the rules were obtained for the knowledge base. This system also directly interviewed the patients for data in the form of a medical history. It provides the clinician with output displaying recommendations and the reasoning for these recommendations. Hutchinson et al. (1991) has also developed an expert system for the identification and classification of adverse experiences in pharmaceutically based clinical trials. Speigelhalter and Knill-Jones (1984) are also collaborating on the development of a hybrid system for the interpretation of blood sample data in a leukemic blood laboratory.
III. Classification and Regression Trees

A. Background

Tree structured methodologies are one of the more recent and innovative data analytic tools available today for classification and regression analyses. Tree structured classifiers, more specifically binary tree structured classifiers, are constructed by repeatedly splitting (or partitioning) the sample space $X$ into more homogeneous descendant subsets [Breiman et al. (1984), p. 20-21]. The following example best describes this method:

When a patient is first seen in the emergency room of Yale-New Haven Hospital with symptoms of chest pain, normally many measurements are performed. A study was performed to develop a decision tree to classify or "predict" which of these chest pain patients are likely to be suffering from a myocardial infarction [Cook and Goldman (1984)].

Figure 3.1 was the tree structured classification rule constructed on the basis of these data. Many other examples exist in the medical literature of the use of this method; these include: Altman et al. (1986), Brand et al. (1982), Diehr et al. (1981), Dillman and Koziol (1983), Feinstein et al. (1975), Feinstein et al. (1977), Fleiss et al. (1977), Gammerman and Thatcher (1991), Giampaolo et al. (1991), Gilpin et al. (1983), Goldman et al. (1982), Goldman et al. (1988), Goldman et al. (1988), Harrell et al. (1985), Henning et al. (1976), Honigfeld et al. (1969), Klein et al. (1972), MacEntee et al. (1991), Meyers et al. (1978), Spitzer and Endicott (1968, 1969), Stewart and Stamm (1991), Streitberg et al. (1989), Sutherland et al. (1980), Wheeless et al. (1986).
Tree structured methodologies were originally developed by social scientists in the early 1960's. Leo Breiman of the University of California, Berkeley and Jerome Friedman of Stanford University began the most recent work on trees in the early 1970's. Charles Stone of the University of California, Berkeley and Richard Olshen of the University of California, San Diego joined this group, and both contributed substantially to its development [Breiman et al. (1984), p. ix]. The CART (an acronym for Classification and Regression Trees) software is a powerful and flexible piece of software written by Jerome Friedman. This software implements this technique, and automates a substantial portion of the methodology.
Figure 3.1: Computer-derived decision tree for the classification of patients with acute chest pain [Cook and Goldman (1984)].
B. Data Requirements and Analysis Assumptions

Breiman et al. (1984) use the following terminology in discussing tree structured methodologies. The original unsplit dataset in the sample space is called the root node. Repeatedly splitting the sample space into smaller and smaller subsets is to split nodes. A subset or node which has been identified as homogeneous and thus not requiring further splitting is called a terminal node. The entire process of splitting nodes to construct a classification rule (or regression rule) is to grow a tree. There are three important issues involved in the growing of trees. The first consideration is how splits are formulated within the sample space. A second important issue is how far to continue splitting the nodes, i.e., when to stop splitting and declare the node terminal. The last issue in growing trees is defining the assignment of a class to members of the terminal node. This is done by simply assigning the observations in that terminal node to the class with the highest proportion. The first two issues are discussed in the following two sections.

Each split is made at nonterminal nodes into two descendant nodes. In order to split each of the nodes, the data must be able to be standardized into a set of binary questions, based on the sample space. These binary questions can be based on either a single variable, or a combination of variables. Combinations of variables can be either linear or Boolean. Therefore, the data must have a structure of either categorical, ordinal, or continuous. Standardized binary questions would have the form $x_m \in \{R\}$ (for categorical variables) or $x_m \leq c$ (for ordered or continuous variables). There are no other data requirements or analysis assumptions.
C. Growing Trees and Splitting Rules

How splits of nodes occur is one of the important issues in the growing of trees. Breiman et al. (1984) [p. 102] use a class of splitting rules, for the two-class problem, as a simple function of node impurity with the form:

\[ i(t) = p(1|t)p(2|t) \]

where \( i(t) \) is the measure of node impurity, and \( p(a|t) \) is the proportion of class \( a \) in node \( t \), \( a = 1,2 \). For pure nodes, \( i(t) \) would equal zero, while for a node which was completely heterogeneous (i.e., a 50:50 mixture), \( i(t) \) would have a maximum value of 0.25. Several different splits could be constructed. For example, one split may produce two nodes, one pure and one somewhat homogeneous. An alternative split may produce two nodes, neither pure, but both having improved purity and requiring further splits. Breiman et al. (1984) [p. 25] use a function which reduces misclassification costs in the form:

\[ i(t) - p_{Li}(t_L) - p_{Ri}(t_R) \]

where \( i(t) \) is defined as above and \( p_{Ji}(t_J) \) is the proportion of vectors \( x \), splitting left(right) times node impurity in the left(right) node for \( J = \text{left, right} \).

The multi-class problem requires some additional strategies. Breiman et al. (1984) [p. 103-106] use two different criteria of node impurity for the multiclass problem. The Gini diversity index as the form:
\[ i(t) = \sum_{j \neq i} p(j|t)p(i|t) \]

This reduces in the two-class problem to \( i(t) = 2p(1|t)p(2|t) \), which is equivalent to the two-class criteria times the constant two. A second method is the Twoing Criterion. This criteria combines the multiple classes into two supersets of classes, and continues computations based on a two-class problem.

With regard to choices between the two splitting rules, Breiman et al. (1984) [p. 111] states:

"There are usually only slight differences between the Gini and twoing trees. In balance, comparing the two on many data sets, where they differ, the Gini splits generally appear to be better. In fact, one can give examples of two candidate splits of a node, one of which is clearly superior to another in terms of producing pure descendant nodes, in which twoing (but not Gini) selects the poorer split. For these reasons, we usually prefer the use of the Gini criterion."

Two additional parameters are available in the tree structured methods in minimize misclassification. The first is the costs of misclassification. The costs of misclassifying an observation may be different for different classes. Incorporating the costs of misclassification into the estimated expected cost is done by altering the measure of node impurity. Breiman et al. (1984) [p. 113] extend the Gini diversity index to the following estimated expected misclassification cost:

\[ i(t) = \sum_{j \neq i} C(i|j)p(i|t)p(j|t) \]

where \( C(i|j) \) is the variable misclassification costs of misclassifying a class \( j \) observation as class \( i \), and others are as previously defined. In the two class problem, this reduces to:

\[ (C(2|1) + C(1|2))p(1|2)p(2|1). \]
The second parameter which can be altered is the prior. Using equal priors tends to distribute the misclassification equally across all the classes; putting a larger prior on a class will distribute misclassifications away from that class [Breiman (1984), p. 114]. Therefore, if the data on which the tree is grown has unequal numbers in each of the classes, the proportion of misclassifications will tend not to be proportionally equal to the sample size within each class. Using priors help equalize the proportion of misclassifications across classes. Breiman et al. (1984) [p. 114] explain that this can be thought of as altering the costs of misclassification. If one class has half as many observations as a second class, and equal priors are used, there would tend to be twice as many misclassifications. In this case, the costs of misclassification for the first class would be twice that of the second. Breiman et al. (1984) [p. 114] implement use of priors within the tree structured methods by altering the costs to a unit priors and grow the trees with the altered misclassification costs.

As was mentioned in the previous section, splits can be made on categorical, ordinal, or continuous variables. They can be single variable splits based on one variable, or combination variable split based on a combination of variables.

Combination variable splits can be made on ordinal or continuous data, thus a linear combination. With some data, classes may be separated by hyperplanes not perpendicular to coordinate axes of the sample space [Breiman et al. (1984), p. 39, 132-135]. It is in these situations where linear combination variable splits may grow a tree with less misclassification. A learn search algorithm including a backward elimination procedure is used in the CART software [Breiman et al. (1984), p. 133, 171-173].
Categorical variables can also be combined into Boolean combinations. This type of combination splits has been useful in medical applications [Breiman et al. (1984), p. 39, 136-138]. An example split of this might be: Is lab test A positive and the subject has symptom B. A direct maximization procedure to search on Boolean combinations has not been found, but a stepwise procedure has been used [Breiman et al. (1984), p. 40].

D. Accuracy

Early in the development of tree structured classifiers, large trees were grown with optimistic high estimates of accuracy [Breiman et al. (1984), p. 59-60]. Any tree can be grown so that each terminal node is pure (e.g., each terminal node contains one observation). However not unlike overparameterization of other statistical models, it was found that the predictive accuracy of these classifiers was poor.

Breiman et al. (1984) [p. 61-62] considered four methods for evaluating accuracy. The resubstitution estimate simply computes an error rate based on the same data used to grow the tree. Not surprisingly, using the same data to construct the classifier gave overly optimistic estimates of accuracy [Breiman et al. (1984), p. 60]. Another method which was considered was a bootstrap estimate. For theoretical reasons, this method also did not give accurate estimates of error. The final two methods worked well and are implemented within the CART software. In the test sample method, the dataset is divided into two groups. The first group is used to grow the tree, and the second group is used to estimate error [Breiman et al. (1984), p. 73-75]. The other method used is the V-fold cross-validation method [Breiman et al. (1984), p. 75-78]. Using this method, the dataset is divided into V subsets of the
sample of approximately equal sample size. V auxiliary trees grown on the V fractions (of size \((V-1)/V\)) of the data and each tested on the remaining \((1/V)\) fraction. These are used to estimate error in the main tree, which is grown using all the data.

Accuracy is closely related to the issue of when to stop splitting nodes. Breiman et al. (1984) [p. 78] found it best to grow sufficiently large trees, and then prune them to five "honest" estimates of error. This is implemented in the following manner. Continuing the splitting of notes until at least one of three conditions exist: (1) the node is pure, (2) the members contain identical measurement vectors \(x\), or (3) there is some minimum number of observations, often set at five. Once a sufficiently large tree is grown, prune branches of the tree (i.e., nodes and descendant notes) such that this pruning minimizes the misclassification. This pruning is progressively done on each previously pruned tree until only the root node is left.

Because the absolute misclassification costs always increase with smaller trees (i.e., the more splits, the lower the resubstitution estimate of misclassification costs), pruning is done with a method known as minimal cost-complexity pruning [Breiman et al. (1984), p. 66-72]. The cost-complexity measure \(R_\alpha(T)\) is defined as:

\[
R_\alpha(T) = R(T) + \alpha \mid T \mid
\]

where:

\(R(T)\) = misclassification cost of the tree

\(\alpha\) = complexity cost per terminal node, and

\(\mid T \mid\) = number of terminal nodes.

The misclassification cost of the tree is the sum over all terminal nodes of the expected misclassification costs given terminal \(t\), times the probability of falling into terminal
node $t$. $\alpha$ is a value $\geq 0$. For each value of $\alpha$ there is a value which minimized $R_\alpha(T)$ and is unique [Breiman et al. (1984), p. 68-69]. Furthermore, for increasing values $\alpha$, a sequence of tree is developed such that each tree is a subset of the previous tree.

Once a succession of trees result from the progressive pruning of a sufficiently large tree, the problem is to select the best size tree. Using either the test sample or $V$-fold cross-validation methods for error estimation, means and standard errors of the misclassification costs can be estimated assuming a simple binomial model. Breiman et al. (1984) [p. 78, 303-311] have derived expression for these statistics. If the estimates of the misclassification costs are plotted against the number of terminal nodes from each of the trees, there is commonly a rapid decrease with small trees followed by a long, flat area, and a gradual rise for the largest tree [Breiman et al. (1984), p. 78]. Because of the instability of the minimum value for misclassification costs, Breiman et al. (1984) [p. 78] suggest a one standard error rule. That is, to choose the simplest tree (i.e., the one with the fewest number of terminal nodes) within one standard error of the tree with minimum misclassification costs.

E. Missing Data

Breiman et al. (1984) [p. 40, 140-143] have incorporated a very effective and ingenious method of dealing with missing data. This is done through the use of surrogate splits. During the process of identifying the best split, CART keeps track of all potential splits. A surrogate split is a split whose result is very similar to the original best split. Specifically, this rule is obtained by maximizing the sum of the probabilities of cases set to the each of the two descendant nodes by the best and surrogate splits [Breiman et al. (1984), p. 140-142]. This is similar to counting the
number of concordant pairs of the surrogate and original splits. A predictive measure of the advantage of a surrogate split is the relative reduction in error of using the surrogate split over assigning the split, left or right, to on the direction, left or right, that the maximum number of observations were directed [Breiman et al. (1984), p. 142]. Surrogate splits are only useful if the split based on the surrogate is highly correlated to the split based on the original variable.

By using this feature of handling missing data, one can make maximal use of the data. In contrast to many other discriminant functions, observations are not casewise deleted if there are missing data on some of the variables. When the tree is grown, observations falling into a node which is split based on a missing value is split based on the variable which most closely resembles the splitting variable. If that is also missing, the next most highly correlated variable is used in the split, and so on.

Surrogate splits have two other applications [Breiman et al. (1984), p. 41, 146-148]. The first is in variable ranking. Variable ranking is a relative measure of importance of the variable in the classification rule. It is defined as the relative magnitude of all variables of interest of the measure of importance, and is standardized to a range of 0 (low) to 100 (high). The measure of importance is the sum over all nodes of the decrease in impurity by using the surrogate variable as the splitting variable instead of the best splitting variable.

The second use of surrogate splits is in the identification of masking [Breiman et al. (1984), p. 41, 149]. Variables of high importance but not used as splitting variables within the tree are considered masked.
F. Advantages, Disadvantages, and Potential Difficulties

Some difficulties can occur when trees are grown on data where multicollinearity or other complex associations exist between class membership and potential predictive (i.e., splitting) variables [Breiman et al. (1984), p. 156]. When this happens, trees grown on newer data or samples from the original dataset may have very different structures. Breiman et al. (1984) [p. 158] find that in their experience, misclassification ratios remain fairly stable even when tree structures are not.

Often when these complex relationships exist, the use of combinations splits (either linear or Boolean), or the elimination of certain variables from the dataset can improve the misclassifications. Breiman et al. (1984) [p. 160-162] suggest that the growing of exploratory trees, either before or after the primary tree is grown. This can be useful in understanding the data. However, they also recommend to avoid growing too many exploratory trees, as this "data dredging" can bias tree growing.

Tree structured methods are clearly a product of improved computational resources. However, growing of trees involves a large number of sorts and optimizations [Breiman et al. (1984), p. 163]. Particularly with large datasets, computational resources can be strained. To minimize this problem, Breiman et al. (1984) [p. 163] have implemented the use of subsampling for the growing of trees in the CART software. Users can specify upper nodal splitting sample size. For any node to be split, from the root node onward which has a sample size greater then this upper limit, a random sample is selected to determine the split. Once the split is determined, the entire nodal population is used to split the node into it's descendant
nodes. If an upper nodal splitting sample size is specified, this sampling process continues until the nodal sample sizes are below this upper limit.

Tree structured methods have some clear advantages and disadvantages over other forms of statistical (parametric and nonparametric) analyses [Breiman et al. (1984), p. 55-57; Cook and Goldman (1984)]. One advantage of this method is the calculation of a graphical picture which can be easily understood by statistically naive researchers. This allows researchers to investigate and understand the predictive relationships between important variables in the classification of observations. Tree structured methods can be applied to any data structure by using a set of binary questions or conditions, making no assumptions regarding the underlying distributions. The final classification rule is a simple form, can be compactly stored and efficiently used to classify new data (for example to develop the classification rules of an expert system). It is designed to identify synergistic interactions among factors and may also be used to identify nonlinear relationships within the classes. The software CART, automatically grows a classification tree, and also provides estimates of misclassifications.

Despite these attractive features, there are some disadvantages. Currently only the CART software can grow classification trees. It is not widely distributed outside of universities, in part due to it's cost. As node splitting continues, the number of observations in each node decreases. This increases the potential to miss additional predictive factors during the later stages of node splitting. Without proper pruning of the tree, it may increase the multiple comparisons problem because it automatically does a stepwise variable selection and reduction process. (Pruning is automatically
done within CART, and thus the lack of pruning should not be considered a major problem.) Lastly unless combination splits are used, there is a loss of information because the set of questions are binary and do not use all the information with continuous data.

**G. CART and Clinical Trials - Current Status**

CART and other earlier versions of recursive partitioning method have been reported in the medical literature in a wide variety of specialities. Meyers et al. (1978) have used CART for analyzing meningitis in children. Fleiss et al. (1977) reported comparing CART to using other computer diagnosis aids in psychiatry. Feinstein et al. (1975) reported using it to aid in the staging of rectal cancer, and Feinstein et al. (1977) used it similarly in cancer of the larynx. Gilpin et al. (1983), Henning et al. (1976), Goldman et al. (1982), Goldman et al. (1988), and Cook and Goldman (1984), reported using CART in diagnosing acute myocardial infarctions. Stewart and Stamm (1991) and MacEntee et al. (1991) have reported it's use in with dental data and compared it to logistic discriminant analysis. Harrell et al. (1985) have compared CART to other discriminant methods with oncology data. Wheeless et al. (1986) have used it as a "prescreening alarm" for gynecologic specimens in pathology. Altman et al. (1986) have used in rheumatology to diagnosis osteoarthritis of the knee, and Streitberg et al. (1989) have reported using CART as part of an analysis of circadian blood pressures in hypertensive clinical trials.
IV. Logistic Discriminant Analysis

Logistic regression is one statistical method in a larger class of methods, specifically log linear models. Walker and Duncan (1967) first suggested logistic regression as an alternative to linear discriminant function (LDF) without the restrictive multivariate Gaussian framework. They gave a maximum conditional likelihood solution based on the product binomial logistic model. Theil (1969) soon extended this model to allow multinomial data.

Anderson (1972) noted the logistic formulation can result from a wide variety of underlying assumptions about the explanatory variables. In particular, it can result from multivariate normally distributed with equal covariance matrices, explanatory variables which are independent and binomial, or some mixture of multivariate normal and binomial. Specifically, if $D$ is a multinomial variable representing $r$ classifications, then the conditional probability

$$\Pr(D=d|x=x_1, x_2, \ldots, x_p) = \left[1 + \exp(-(\beta_0 + \beta_1 x_1 + \beta_2 x_2 + \cdots + \beta_p x_p))\right]^{-1}$$

which is equivalent to the logit of $p_j$, the probability of being classified into the $j$th disease category, that is:

$$\log_e(p_j/1-p_j) = \beta_{0j} + \beta_{1j} x_{1j} + \cdots + \beta_{pj} x_{pj}.$$

This model is linear in the logit, and is fit by iterative methods. As these estimates are well known to be maximum likelihood estimates (MLE), the parameters have desirable
qualities. Halperin et al. (1971) carefully and extensively proved the results on consistency. MLEs are well-known to be functions of sufficient statistics. Imrey et al. (1981, 1982), Kleinbaum et al. (1982), and Koch et al. (1982) have written excellent reviews of logistic regression, discussing both the theoretical and practical aspects. These provide an in-depth discussion of this method.

Halperin et al. (1971) studied the differences between the LDF and logistic regression for the estimation of parameters. Citing both theoretical, and empirical justifications based on the Framingham 12 year incidence data for CHD, and CHD death or myocardial infarction, they suggest using logistic regression over the LDF if the linear model holds but the normality assumption is violated. They note this may not be practical in instances where computing facilities are limited. The time required for compilation and execution of these two methods were 1.3 to 2 times greater for the maximum likelihood (logistic regression) method. Another benefit is that the expected number of deaths will be equal to the observed number of deaths which is not true for the LDF method [Halperin et al. (1971), Gordon (1974), Press and Wilson (1987)]. Halperin et al. (1971) noted empirically that the expected numbers of deaths per decile of risk was also similar to the observed numbers of deaths.

Schmitz et al. (1983) in a simulation study compared the performance of four classification procedures for mixtures of continuous and discrete variables: Fisher’s LDF, logistic discrimination, QDF, and a kernel method. Using four different discrimination evaluation methods to compare these discrimination procedures, they concluded that the LDF and logistic discrimination have an almost similar performance; but recommend using the LDF because the logistic method failed to produce a
classification rule in some situations. They also concluded that the kernel method always did at least as well as QDF, sometimes substantially better. For discrimination procedures with mixed continuous and discrete variables, they recommend choosing between LDF and kernel methods based on the equality/inequality of the covariance matrices.

Press and Wilson (1987) have noted several additional arguments which suggest the use of logistic regression instead of a LDF analysis. Use of discriminant function estimates can tend to hide what they define as troublesome cases within some data, by not providing danger signals. For example given an observed dataset:

\[
\begin{array}{cccccccc}
  z_i & -4 & -3 & -2 & -1 & 1 & 2 & 3 & 4 \\
  y_i & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
\end{array}
\]

a perfect fit may be obtained by \( y_i = 0 \) for \( z \leq -1 \), \( y_i = 1 \) for \( z \geq +1 \). For \(-1 < z < +1\), there is no unique solution, although the sample LDF does not provide an indicator. They also note that the estimates of the logistic model are MLEs, while the discriminant function estimators are not MLEs. By the Rao-Blackwell theorem, a smaller mean squared error of the estimated parameters can be achieved using the logistic model.

Logistic discrimination has been frequently used in cardiology with favorable results. These reports have reported accuracy comparable to the results of logistic discriminant analysis in this research. Logistic discriminant analysis has been primarily used in the area of treadmill exercise testing. One recent non-exercise logistic
discriminant analysis was reported by Chivot et al. (1990). They selected 74 coronary bypass patients and 78 control patients and were able to correctly classify these patients 86.2 percent of the time. They validated their discriminant function on an additional 40 patients and correctly classified 87.5 percent of these patients. They did not compare logistic discriminant function to any other method. Kansal et al. (1983) used a logistic discriminant function to classify patients with coronary artery disease based on a treadmill exercise test. They were able to develop and validate logistic discriminant function for men using a five or four variable model, and for women using a four or two variable model. They achieved accuracies of 80 to 81 percent in men and 74 to 77 percent in women. These were substantial improvement over previously used prediction using ST-T segment changes alone. Hung et al. (1985) substantiated and expanded these results in men with both coronary artery and multivessel disease. They used models based on clinical, fluoroscopy, exercise, and exercise thallium scans for each of the two diseases in men with discriminant function of two to eight variables. Using clinical variables alone, they found overall accuracies of 71 to 78 percent, while using all types of variables, some models had overall accuracies of 84 to 91 percent. As a general rule, models with more variables did not necessarily result in greater accuracy; higher accuracies were more common in coronary artery disease than multivessel disease. One model with eight variables in multivessel disease had an overall accuracy of 84 percent, while model based on the same type of data with only four variables in coronary artery disease had a 90 percent accuracy. Robert et al. (1991) developed a more specific logistic discriminant function for exercise testing in women. She was able to develop and validate a model which achieved a 70 percent sensitivity and a 93 percent specificity using a three variable
model. A recent non-exercise testing logistic discriminant function use was reported by Chivot et al. (1990). In their study, a logistic model was developed and validated using lipids, apolipoproteins and apolipoproteins fractions in a population of coronary bypass patients.
V. Cardiovascular Mortality Classification from the Lipid Research Clinics (LRC) Program Coronary Primary Prevention Trial (CPPT) - An Example

A. The LRC CPPT

The Coronary Primary Prevention Trial (CPPT) of the Lipid Research Clinics Program (LRC) was a clinical trial sponsored by the National Heart, Lung and Blood Institute (NHLBI) [Lipid Clinics Research Program (1979, 1984)]. This trial was a multi-center, randomized, double-blind study in 3,806 middle-aged men. The primary objective of the trial was to test the hypothesis that long-term reduction of serum cholesterol in hypercholesterolemic men initially free of clinical coronary heart disease (CHD) will lead to a lower incidence of CHD. The treatment group received cholestyramine, which lowers serum cholesterol by sequestering bile acid; the placebo group received a placebo. The average follow-up was 7.4 years. The primary end point of this trial was definite CHD death or definite nonfatal myocardial infarction. Other fatal end points were suspect CHD death and total mortality. Other non-fatal events included: suspect myocardial infarction, angina pectoris, intermittent claudication, arterial peripheral vascular disease, atherothrombotic brain infarction, transient cerebral ischemic attack, and abnormal exercise electrocardiogram. A Cardiovascular Endpoints Committee, composed of a cardiologist from each site and the central electrocardiographic coding center, was responsible for verifying and classifying end points which occurred during this trial.
When a possible end point was identified, all available clinic records and other information were reviewed by the clinic cardiologist. If he or she and other clinic physicians agreed an end point has occurred, the Central Patient Registry and Coordinating Center (CPR) was notified, and the appropriate data collection forms were completed. After identification, each end point was verified using the following procedure. The CPR collected all available documentation except drug allocation and any laboratory values which might unblind the patient or his treatment randomization. These data are reviewed by two independent members of the Cardiovascular Endpoints Committee. No individual reviewed cases from his/her site. If the clinic cardiologist and the two independent cardiologists review agreed, the case was considered verified. If there was any disagreement between the clinic and the two reviewers, or any uncertainty among the two reviewers, the case was presented to the entire Cardiovascular Endpoints Committee for adjudication.

An objective algorithm was to be used in the classification process. The Cardiovascular Endpoints Committee was empowered with redefining, if necessary, the end points. If an algorithm was changed, all relevant previously classified cases were to be reviewed again and reclassified according to the new algorithm. Because any change to an algorithm was a protocol change, this was subject to approval by the Intervention Committee, the LRC Directorate and the Safety Data Monitoring Board (SDMB).

These data were used to evaluate the three methods for automating the fatal cardiovascular end point classification. To use each of these methods, the data had to have several characteristics. The data had to have variables from at least one review
(record) by a single independent cardiologist (i.e., more than just the clinic cardiologist and the final committee classification). Of the 139 fatal end points in the LRC CPPT, 136 had a review by at least one independent reviewing cardiologists. To be useful for the three automated methods, an observation should not have missing values for all of the variables. Of the 136 records, 15 had missing values for all the relevant variables used in the classification algorithms or discriminant functions, although all 136 observations were used in this dissertation. For the nosologist, only a death certificate was necessary. The death certificate data were not available for 2 of the 136 cases, therefore the nosologist's classification was available for 134 of the 136 available fatal end points.

Missing data were a problem for both the logistic and expert system methods. Only the CART methodology handles missing data, using surrogate splitting variables, when they are available. Because of the way the data were collected, there was a large amount of missing data. Therefore, this issue could not be ignored. Since the LRC algorithm is based on the existence or presence of various data, each criteria, characteristic, or question was dichotomized into the presence/yes versus absence/no/unknown/missing responses. An important point is that the LRC classification was not considered to be truth for the purposes of this research. The objective of this study was to simulate the LRC classification, not necessarily to achieve a correct classification of these end points, or to validate the LRC classifications.
The LRC algorithm used for classification of fatal events is shown in Table 5.1.

This is the algorithm which was used by the LRC clinic and death committee cardiologists as a reference for classifying fatal end points.
Table 5.1
LRC Coronary Primary Prevention Trial
Primary Fatal End Point Definition

I. Definite Atherosclerotic coronary heart disease death - either or both of the
following categories:
   A. Death certificate with consistent underlying or immediate cause plus
      either of the following:
      1. Preterminal hospitalization with definite or suspect myocardial
         infarction (see below).
      2. Previous definite angina or suspect or definite myocardial
         infarction when no cause other than atherosclerotic
coronal heart disease could be ascribed as the cause of
death.
   B. Sudden and unexpected death (requires all three characteristics):
      1. Deaths occurring within one hour after the onset of severe
         symptoms or having last been seen without them.
      2. No known nonatherosclerotic acute or chronic process or event
         that could have been potentially lethal.
      3. An "unexpected" death occurs only in a person who is not
         confined to his home, hospital, or other institution
         because of illness within 24 hours before death.

II. Suspect atherosclerotic coronary heart disease death - one or both of the
following categories:
   A. Death certificate with consistent underlying or immediate cause but
      neither adequate preterminal documentation of the event nor
      previous atherosclerotic coronary heart disease diagnosis.
   B. Rapid and unexpected death (requires all three characteristics):
      1. Death occurring between one and 24 hours after the onset of
         severe symptoms or having last been seen without them.
      2. No known nonatherosclerotic acute or chronic process or event
         that could have been potentially lethal.
      3. An "unexpected death" occurs only in a person who is not
         confined to his home, hospital, or other institution
         because of illness within 24 hours before death.

III. Cardiovascular Death (other than coronary heart disease)
   - Death certificate with consistent, immediate or underlying cause (i.e.,
     atherosclerosis or peripheral arteries with gangrene, atherosclerotic
     arterial aneurysm with rupture, or atherosclerotic cerebrovascular disease)
Table 5.1 (continued)
LRC Coronary Primary Prevention Trial
Primary Fatal End Point Definition

IV. Non Cardiovascular Death
   - Death certificate with consistent, immediate or underlying cause (i.e.,
     deaths from all other causes).
Criteria for non-fatal definite or suspect myocardial infarction - any one or more
of the following categories:
A. Diagnostic ECG at the time of the event.
B. Ischemic cardiac pain.
C. Diagnostic enzymes.
D. A routine Lipid Research Clinics ECG is diagnostic for myocardial
   infarction while the previous one was not.
E. Equivocal ECG and equivocal enzymes.
F. Equivocal ECG alone, provided that it is not based on ST or T-wave
   changes only.

B. Expert Systems Results

The LRC algorithm was used as a basis for the development a knowledge base
for the expert system. The rules which comprise the knowledge base are displayed in
Appendix A. The engine use in this expert system used a backward chaining engine,
and was written using the VP-Expert software (Paperback Software International,
Berkeley, CA). This expert system was run on an IBM PC (8086 chip running at 4.77
MHz). This expert system classified all 136 end points in about 90 minutes. The
results of this method compared to the LRC final classification are displayed in Table
5.2. Comparing the LRC classification with that of the expert system, the expert
system worked reasonably well for the fatal end points definite CHD, suspect CHD,
and CVD. Only 40 of the 58 Non-CVD end points were classified correctly by the
expert system. Thirteen of these 18 misclassified Non-CVD end points could not be
classified by the expert system. Two additional fatal end points could also not be
classified by the expert system. Of the 15 deaths which the expert system could not
classify, all had missing data on all variables used in the knowledge base of the expert system.

Table 5.2
LRC Coronary Primary Prevention Trial
Classification of Fatal End Points

<table>
<thead>
<tr>
<th>Expert System Classification</th>
<th>Definite CHD</th>
<th>Suspect CHD</th>
<th>CVD</th>
<th>Non-CVD</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Definite CHD</td>
<td>65</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>67</td>
</tr>
<tr>
<td>Suspect CHD</td>
<td>2</td>
<td>6</td>
<td>0</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>CVD</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Non-CVD</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>Unknown</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>13</td>
<td>15</td>
</tr>
<tr>
<td>Total</td>
<td>67</td>
<td>7</td>
<td>4</td>
<td>58</td>
<td>136</td>
</tr>
</tbody>
</table>

C. CART Results

Using CART methods, several elements are necessary. Three of these elements: the splitting rule, the priors, and the costs of misclassification are important in growing classification trees. All possible combinations of the parameters used in growing trees (i.e., splitting rules, priors, and misclassification costs) were used to grow preliminary trees. Two splitting rules were used: Gini and Twoing. Two sets of priors were used: one based on the data, and an equal prior. Two misclassification costs were also used: a unit misclassification cost, and a prespecified cost. The prespecified cost used was to assign a relative cost of one of misclassifying a CVD with
a Non-CVD end point, a relative cost of two for misclassifying a definite CHD with a suspect CHD, and a relative cost of five for misclassifying a definite or suspect CHD with a CVD or Non-CVD. The trees were grown and pruned using a 10-fold cross-validation method, and a 1-SE rule for selecting trees. The misclassification results of the growing of these trees are shown in Table 5.3.

Similar results were seen for the two splitting rules. The choice of the priors, and misclassification costs were much more important in selecting an accurate tree. With this dataset, the most important of these two was the priors. Trees grown with priors specified by the data produced a more accurate tree. This was not surprising given the imbalance in the number of classes in this dataset. Of much less importance was the misclassification costs with unit costs producing better trees. Figure 5.1 displays the tree grown with a Gini splitting rule, priors specified by the data, and unit misclassification costs. The tree grown with a Twoing splitting rule, but the same priors and misclassification costs varied only at one split, and produced an identical case by case classification. The split which differs is the DWIN1 is changed to a DCSCHF.
### Table 5.3

Misclassification Results of CART
CART Output

**MISCLASSIFICATION BY CLASS**

**CROSS VALIDATION**

<table>
<thead>
<tr>
<th>CLASS</th>
<th>PRIOR PROB.</th>
<th>NO. OF CASES</th>
<th>NO. MIS-CASES CLASSIFIED</th>
<th>COST</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.493</td>
<td>67</td>
<td>3</td>
<td>0.45E-01</td>
</tr>
<tr>
<td>2</td>
<td>0.051</td>
<td>7</td>
<td>3</td>
<td>0.43E+00</td>
</tr>
<tr>
<td>3</td>
<td>0.029</td>
<td>4</td>
<td>2</td>
<td>0.50E+00</td>
</tr>
<tr>
<td>4</td>
<td>0.426</td>
<td>58</td>
<td>5</td>
<td>0.86E-01</td>
</tr>
<tr>
<td>TOTAL</td>
<td>1.000</td>
<td>0</td>
<td>13</td>
<td></td>
</tr>
</tbody>
</table>

**LEARNING SAMPLE**

<table>
<thead>
<tr>
<th>CLASS</th>
<th>NO. OF CASES</th>
<th>NO. MIS-CASES CLASSIFIED</th>
<th>COST</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>67</td>
<td>0</td>
<td>0.00E+00</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>1</td>
<td>0.14E+00</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>1</td>
<td>0.25E+00</td>
</tr>
<tr>
<td>4</td>
<td>58</td>
<td>2</td>
<td>0.34E-01</td>
</tr>
<tr>
<td>TOTAL</td>
<td>136</td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>

**CROSS VALIDATION**

<table>
<thead>
<tr>
<th>CLASS</th>
<th>PRIOR PROB.</th>
<th>NO. OF CASES</th>
<th>NO. MIS-CASES CLASSIFIED</th>
<th>COST</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.493</td>
<td>67</td>
<td>1</td>
<td>0.75E-01</td>
</tr>
<tr>
<td>2</td>
<td>0.051</td>
<td>7</td>
<td>7</td>
<td>0.33E+01</td>
</tr>
<tr>
<td>3</td>
<td>0.029</td>
<td>4</td>
<td>4</td>
<td>0.10E+01</td>
</tr>
<tr>
<td>4</td>
<td>0.426</td>
<td>58</td>
<td>3</td>
<td>0.26E+00</td>
</tr>
<tr>
<td>TOTAL</td>
<td>1.000</td>
<td>0</td>
<td>15</td>
<td></td>
</tr>
</tbody>
</table>

**LEARNING SAMPLE**

<table>
<thead>
<tr>
<th>CLASS</th>
<th>NO. OF CASES</th>
<th>NO. MIS-CASES CLASSIFIED</th>
<th>COST</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>67</td>
<td>1</td>
<td>0.75E+01</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>7</td>
<td>0.29E+01</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>4</td>
<td>0.10E+01</td>
</tr>
<tr>
<td>4</td>
<td>58</td>
<td>3</td>
<td>0.26E+00</td>
</tr>
<tr>
<td>TOTAL</td>
<td>136</td>
<td>15</td>
<td></td>
</tr>
</tbody>
</table>

**CROSS VALIDATION**

<table>
<thead>
<tr>
<th>CLASS</th>
<th>PRIOR PROB.</th>
<th>NO. OF CASES</th>
<th>NO. MIS-CASES CLASSIFIED</th>
<th>COST</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.250</td>
<td>67</td>
<td>7</td>
<td>0.10E+00</td>
</tr>
<tr>
<td>2</td>
<td>0.250</td>
<td>7</td>
<td>1</td>
<td>0.14E+00</td>
</tr>
<tr>
<td>3</td>
<td>0.250</td>
<td>4</td>
<td>2</td>
<td>0.50E+00</td>
</tr>
<tr>
<td>4</td>
<td>0.250</td>
<td>58</td>
<td>7</td>
<td>0.12E+00</td>
</tr>
<tr>
<td>TOTAL</td>
<td>1.000</td>
<td>0</td>
<td>17</td>
<td></td>
</tr>
</tbody>
</table>

**LEARNING SAMPLE**

<table>
<thead>
<tr>
<th>CLASS</th>
<th>NO. OF CASES</th>
<th>NO. MIS-CASES CLASSIFIED</th>
<th>COST</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>67</td>
<td>7</td>
<td>0.10E+00</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>1</td>
<td>0.14E+00</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>1</td>
<td>0.25E+00</td>
</tr>
<tr>
<td>4</td>
<td>58</td>
<td>4</td>
<td>0.69E-01</td>
</tr>
<tr>
<td>TOTAL</td>
<td>136</td>
<td>13</td>
<td></td>
</tr>
</tbody>
</table>
Table 5.3 (continued)

Misclassification Results of CART
CART Output

MISCLASSIFICATION BY CLASS (continued)

<table>
<thead>
<tr>
<th></th>
<th>CROSS VALIDATION</th>
<th>LEARNING SAMPLE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PRIOR PROB.</td>
<td>NO. OF CASES</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1 0.250</td>
<td>67</td>
</tr>
<tr>
<td></td>
<td>2 0.250</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>3 0.250</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>4 0.250</td>
<td>58</td>
</tr>
<tr>
<td>TOTAL</td>
<td>1.000</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NO. OF CASES</td>
<td>NO. MIS-CLASSIFIED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>67</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>58</td>
<td>58</td>
</tr>
<tr>
<td>TOTAL</td>
<td>136</td>
<td>66</td>
</tr>
</tbody>
</table>

Splitting Rule: Twoing
Priors: Data
Costs: User Specified

CROSS VALIDATION

<table>
<thead>
<tr>
<th></th>
<th>PRIOR PROB.</th>
<th>NO. OF CASES</th>
<th>NO. MIS-CLASSIFIED</th>
<th>COST</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1 0.493</td>
<td>67</td>
<td>3</td>
<td>0.45E-01</td>
</tr>
<tr>
<td></td>
<td>2 0.051</td>
<td>7</td>
<td>3</td>
<td>0.43E+00</td>
</tr>
<tr>
<td></td>
<td>3 0.029</td>
<td>4</td>
<td>2</td>
<td>0.50E+00</td>
</tr>
<tr>
<td></td>
<td>4 0.426</td>
<td>58</td>
<td>5</td>
<td>0.86E-01</td>
</tr>
<tr>
<td>TOTAL</td>
<td>1.000</td>
<td>0</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NO. OF CASES</td>
<td>NO. MIS-CLASSIFIED</td>
<td>COST</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>67</td>
<td>0</td>
<td>0.00E+00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>1</td>
<td>0.14E+00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1</td>
<td>0.25E+00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>58</td>
<td>2</td>
<td>0.34E-01</td>
<td></td>
</tr>
<tr>
<td>TOTAL</td>
<td>136</td>
<td>4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Splitting Rule: Twoing
Priors: Data
Costs: User Specified

CROSS VALIDATION

<table>
<thead>
<tr>
<th></th>
<th>PRIOR PROB.</th>
<th>NO. OF CASES</th>
<th>NO. MIS-CLASSIFIED</th>
<th>COST</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1 0.493</td>
<td>67</td>
<td>3</td>
<td>0.90E-01</td>
</tr>
<tr>
<td></td>
<td>2 0.051</td>
<td>7</td>
<td>3</td>
<td>0.17E+01</td>
</tr>
<tr>
<td></td>
<td>3 0.029</td>
<td>4</td>
<td>4</td>
<td>0.10E+01</td>
</tr>
<tr>
<td></td>
<td>4 0.426</td>
<td>58</td>
<td>5</td>
<td>0.36E+00</td>
</tr>
<tr>
<td>TOTAL</td>
<td>1.000</td>
<td>0</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NO. OF CASES</td>
<td>NO. MIS-CLASSIFIED</td>
<td>COST</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>67</td>
<td>2</td>
<td>0.60E-01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>3</td>
<td>0.13E+01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>4</td>
<td>0.10E+01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>58</td>
<td>3</td>
<td>0.26E+00</td>
<td></td>
</tr>
</tbody>
</table>
Table 5.3 (continued)

Misclassification Results of CART
CART Output

MISCLASSIFICATION BY CLASS (continued)

Splitting Rule: Twoing
Priors: Equal
Costs: Unit

<table>
<thead>
<tr>
<th>CLASS</th>
<th>PRIOR PROB.</th>
<th>NO. OF CASES</th>
<th>NO. MIS-CLASSIFIED</th>
<th>COST</th>
<th>NO. OF CASES</th>
<th>NO. MIS-CLASSIFIED</th>
<th>COST</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.250</td>
<td>67</td>
<td>9</td>
<td>0.13E+00</td>
<td>67</td>
<td>4</td>
<td>0.60E-01</td>
</tr>
<tr>
<td>2</td>
<td>0.250</td>
<td>7</td>
<td>3</td>
<td>0.43E+00</td>
<td>7</td>
<td>7</td>
<td>0.10E+01</td>
</tr>
<tr>
<td>3</td>
<td>0.250</td>
<td>4</td>
<td>2</td>
<td>0.50E+00</td>
<td>4</td>
<td>1</td>
<td>0.25E+00</td>
</tr>
<tr>
<td>4</td>
<td>0.250</td>
<td>58</td>
<td>12</td>
<td>0.21E+00</td>
<td>58</td>
<td>4</td>
<td>0.69E-01</td>
</tr>
<tr>
<td>TOTAL</td>
<td>1.000</td>
<td>0</td>
<td>26</td>
<td></td>
<td>136</td>
<td>16</td>
<td></td>
</tr>
</tbody>
</table>

Splitting Rule: Twoing
Priors: Equal
Costs: User Specified

<table>
<thead>
<tr>
<th>CLASS</th>
<th>PRIOR PROB.</th>
<th>NO. OF CASES</th>
<th>NO. MIS-CLASSIFIED</th>
<th>COST</th>
<th>NO. OF CASES</th>
<th>NO. MIS-CLASSIFIED</th>
<th>COST</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.250</td>
<td>67</td>
<td>13</td>
<td>0.61E+00</td>
<td>67</td>
<td>7</td>
<td>0.34E+00</td>
</tr>
<tr>
<td>2</td>
<td>0.250</td>
<td>7</td>
<td>2</td>
<td>0.14E+01</td>
<td>7</td>
<td>1</td>
<td>0.71E+00</td>
</tr>
<tr>
<td>3</td>
<td>0.250</td>
<td>4</td>
<td>1</td>
<td>0.25E+00</td>
<td>4</td>
<td>0</td>
<td>0.00E+00</td>
</tr>
<tr>
<td>4</td>
<td>0.250</td>
<td>58</td>
<td>53</td>
<td>0.12E+01</td>
<td>58</td>
<td>58</td>
<td>0.12E+01</td>
</tr>
<tr>
<td>TOTAL</td>
<td>1.000</td>
<td>0</td>
<td>69</td>
<td></td>
<td>136</td>
<td>66</td>
<td></td>
</tr>
</tbody>
</table>
Figure 5.1

Classification Tree for LRC CPPT Fatal End Points
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Figure 5.1 Key

DCDCHF: has death certificate consistent with underlying immediate cause (atherosclerotic coronary heart disease)

DCSCHF: has death certificate with consistent underlying or immediate cause (atherosclerotic coronary heart disease) but neither adequate preterminal documentation of the event nor previous atherosclerotic coronary heart disease

NOCHRN1: No known non-atherosclerotic acute or chronic process or event that could have been potentially lethal

HOSPMMI: pre-terminal hospitalization with definite or suspect myocardial infarction

EQECG: equivocal enzymes present

DATHCVD: death certificate with consistent underlying or immediate cause (atherosclerotic cerebrovascular disease)

DWIN1: death occurring within one hour after the onset of severe symptoms or having last been seen without symptoms

ONLY1: suspect transient cerebral ischemic attack has occurred only one time (non-fatal end point item)

NOCHRN2: no known non-atherosclerotic acute or chronic process or event that could have been potentially lethal
The results of the most accurate CART tree compared to the LRC classification are displayed in Table 5.4. The tree algorithm agreed with 132 of the 136 LRC fatal end points. The four end points which were misclassified all required the full Cardiovascular Endpoints Committee adjudication, due to disagreement with the two primary reviewers. It appears there was some disagreement regarding the clinical interpretation of certain events used in the classification, or that the documentation of the presence or absence of these events was missing.

Table 5.4
LRC Coronary Primary Prevention Trial
Classification of Fatal End Points
Comparison of CART with LRC Classification

<table>
<thead>
<tr>
<th>CART Classification</th>
<th>LRC Classification</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Definite CHD</td>
<td>Definite</td>
<td>67</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>69</td>
</tr>
<tr>
<td>Suspect CHD</td>
<td>Suspect</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>CVD</td>
<td>CVD</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Non-CVD</td>
<td>Non-CVD</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>56</td>
<td>58</td>
</tr>
<tr>
<td>Unknown</td>
<td>Unknown</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>67</td>
<td>7</td>
<td>4</td>
<td>58</td>
<td>136</td>
</tr>
</tbody>
</table>

D. Logistic Discriminant Analysis Results

The third method used in this study to classify fatal end points was logistic discrimination. A stepwise procedure was used to select the set of variables to use in the discrimination equation. A 10-fold cross-validation method was then used to
estimate the misclassification based on this set of variables. The results of the maximum likelihood estimates for the final logistic model are presented in Table 5.5. The final classifications based on the logistic discriminant function compared to the LRC classification are presented in Table 5.6. The logistic discriminant function did poorly compared to previous methods. All suspect CHD and CVD end points were misclassified. Furthermore, there was an excess in the number of Non-CVD end points classified into the definite CHD group.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Parameter Estimate</th>
<th>Standard Error</th>
<th>Wald Statistic</th>
<th>Pr &gt; Chi-Square</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept1</td>
<td>-8.3674</td>
<td>2.0006</td>
<td>17.4924</td>
<td>0.0001</td>
</tr>
<tr>
<td>Intercept2</td>
<td>-7.3243</td>
<td>1.8995</td>
<td>14.8674</td>
<td>0.0001</td>
</tr>
<tr>
<td>Intercept3</td>
<td>-6.8197</td>
<td>1.8597</td>
<td>13.4479</td>
<td>0.0002</td>
</tr>
<tr>
<td>DCDCHF</td>
<td>4.0925</td>
<td>0.6645</td>
<td>37.9334</td>
<td>0.0001</td>
</tr>
<tr>
<td>DWIN1</td>
<td>3.6510</td>
<td>1.1575</td>
<td>9.9500</td>
<td>0.0016</td>
</tr>
<tr>
<td>DEATHC</td>
<td>-1.8357</td>
<td>0.6309</td>
<td>8.4651</td>
<td>0.0036</td>
</tr>
</tbody>
</table>
Table 5.6
LRC Coronary Primary Prevention Trial
Classification of Fatal End Points

Comparison of Logistic Discrimination with LRC Classification

<table>
<thead>
<tr>
<th>Logistic Classification</th>
<th>LRC Classification</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Definite CHD</td>
<td>Suspect CHD</td>
<td>CVD</td>
<td>Non-CVD</td>
<td>Total</td>
<td></td>
</tr>
<tr>
<td>Definite CHD</td>
<td>66</td>
<td>4</td>
<td>0</td>
<td>7</td>
<td>77</td>
<td></td>
</tr>
<tr>
<td>Suspect CHD</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>CVD</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Non-CVD</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>51</td>
<td>59</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>67</td>
<td>7</td>
<td>4</td>
<td>58</td>
<td>136</td>
<td></td>
</tr>
</tbody>
</table>

E. Non-Automated LRC CPPT Trials Results

The results of other methods of end point classification were examined as a basis for comparison. Each of these methods compared to the LRC classifications are displayed in the next three tables. Table 5.7 compares the results of the clinic cardiologist's classification. Table 5.8 contrasts a randomly selected reviewer's (a cardiologist member of the Cardiovascular Endpoints Committee) blinded review. Table 5.9 presents the nosologist's classification of the fatal event based on the death certificate compared to the LRC classification. The clinic cardiologist's review was entirely consistent with the final LRC classification; in this dataset, there were no misclassifications of the fatal event by the clinic cardiologist. However, the blinded review by a member of the Cardiovascular Endpoints Committee, contained some misclassification. There was a tendency for these reviews to err on the side of not
classifying definite CHD end points when they were classified as such according the LRC classification. Five out of 67 definite CHD end points and only 2 out of 58 Non-CVD end points were misclassified. Three end points were not given a classification, presumably due to incomplete or insufficient information. Using death certificates, there was not enough information to permit a distinction between definite CHD and suspect CHD. For purposes of comparison, all suspect CHD end points were considered misclassified as definite CHD events. This method had the largest number of Non-CVD end points misclassified with 8 out of 58 events. Four of the 67 definite CHD end points were misclassified; one of these four, and another event could not be classified due to a lack of a death certificate.

Table 5.7
LRC Coronary Primary Prevention Trial
Classification of Fatal End Points
Comparison of Clinic Cardiologist with LRC Classification

<table>
<thead>
<tr>
<th>Clinic’s Classification</th>
<th>LRC Classification</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Definite CHD</td>
<td>Suspect CHD</td>
<td>CVD</td>
<td>Non-CVD</td>
<td>Total</td>
</tr>
<tr>
<td>Definite CHD</td>
<td>67</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>67</td>
</tr>
<tr>
<td>Suspect CHD</td>
<td>0</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>CVD</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>Non-CVD</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>58</td>
<td>58</td>
</tr>
<tr>
<td>Unknown</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>67</td>
<td>7</td>
<td>4</td>
<td>58</td>
<td>136</td>
</tr>
</tbody>
</table>
Table 5.8
LRC Coronary Primary Prevention Trial
Classification of Fatal End Points
Comparison of Random Cardiologist with LRC Classification

<table>
<thead>
<tr>
<th>Random Cardiologist's Classification</th>
<th>LRC Classification</th>
<th></th>
<th></th>
<th></th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Definite CHD</td>
<td>Suspect CHD</td>
<td>CVD</td>
<td>Non-CVD</td>
<td></td>
</tr>
<tr>
<td>Definite CHD</td>
<td>62</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>62</td>
</tr>
<tr>
<td>Suspect CHD</td>
<td>2</td>
<td>6</td>
<td>0</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>CVD</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Non-CVD</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>56</td>
<td>57</td>
</tr>
<tr>
<td>Unknown</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td><strong>Total</strong></td>
<td><strong>7</strong></td>
<td><strong>4</strong></td>
<td><strong>58</strong></td>
<td><strong>136</strong></td>
</tr>
</tbody>
</table>
Table 5.9
LRC Coronary Primary Prevention Trial
Classification of Fatal End Points
Comparison of Nosologist with LRC Classification

<table>
<thead>
<tr>
<th>Nosologist’s Classification</th>
<th>LRC Classification</th>
<th></th>
<th></th>
<th></th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Definite CHD</td>
<td>Suspect CHD</td>
<td>CVD</td>
<td>Non-CVD</td>
<td></td>
</tr>
<tr>
<td>Definite CHD</td>
<td>63</td>
<td>6</td>
<td>1</td>
<td>3</td>
<td>73</td>
</tr>
<tr>
<td>Suspect CHD</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CVD</td>
<td>2</td>
<td>0</td>
<td>3</td>
<td>4</td>
<td>9</td>
</tr>
<tr>
<td>Non-CVD</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>50</td>
<td>52</td>
</tr>
<tr>
<td>Unknown</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>67</td>
<td>7</td>
<td>4</td>
<td>58</td>
</tr>
</tbody>
</table>

F. Misclassification and Kappa Analyses

Misclassifications are compared in Table 5.10 for all methods considered in this study. Both the number of events and the percent of events correctly and incorrectly classified are displayed. The clinic cardiologist’s classification agreed with the LRC classification 100 percent of the time. CART trees only misclassified three percent of the LRC fatal end points. Six percent of these fatal events were misclassified by a randomly selected Cardiovascular Endpoints Committee cardiologist’s review. The expert system, logistic discrimination function, and the nosologist had approximately the same number and rate of misclassifications. Each of these methods had particular difficulties with the methodology or dataset. For the expert system, 15 of the 22 total misclassified deaths could not be classified into a category; all of these 15 events had missing data for all of the criteria used in the knowledge base used for classification.
Because of small sample sizes of some of the classification groups, logistic discrimination had little power to differentiate end points into these classes. The nosologist did not have a differentiation of two of the final fatal events classification. These were considered misclassifications.

Table 5.10
LRC Coronary Primary Prevention Trial
Misclassification of End Points with Various Methodologies

<table>
<thead>
<tr>
<th>Method</th>
<th>Statistic</th>
<th>Defn CHD</th>
<th>Susp CHD</th>
<th>CVD</th>
<th>Non-CVD</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clinic</td>
<td>n</td>
<td>67</td>
<td>7</td>
<td>4</td>
<td>58</td>
<td>136</td>
</tr>
<tr>
<td></td>
<td>%</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Random Cardio-</td>
<td>n</td>
<td>62</td>
<td>6</td>
<td>4</td>
<td>56</td>
<td>128</td>
</tr>
<tr>
<td>logist</td>
<td>%</td>
<td>95</td>
<td>86</td>
<td>100</td>
<td>97</td>
<td>94</td>
</tr>
<tr>
<td>Expert System</td>
<td>n</td>
<td>65</td>
<td>6</td>
<td>3</td>
<td>40</td>
<td>114</td>
</tr>
<tr>
<td></td>
<td>%</td>
<td>97</td>
<td>86</td>
<td>75</td>
<td>69</td>
<td>84</td>
</tr>
<tr>
<td>CART</td>
<td>n</td>
<td>67</td>
<td>6</td>
<td>3</td>
<td>56</td>
<td>132</td>
</tr>
<tr>
<td></td>
<td>%</td>
<td>100</td>
<td>86</td>
<td>75</td>
<td>97</td>
<td>97</td>
</tr>
<tr>
<td>Logistic</td>
<td>n</td>
<td>66</td>
<td>0</td>
<td>0</td>
<td>51</td>
<td>117</td>
</tr>
<tr>
<td></td>
<td>%</td>
<td>99</td>
<td>0</td>
<td>0</td>
<td>88</td>
<td>86</td>
</tr>
<tr>
<td>Nosologist</td>
<td>n</td>
<td>63</td>
<td>0</td>
<td>3</td>
<td>50</td>
<td>116</td>
</tr>
<tr>
<td></td>
<td>%</td>
<td>94</td>
<td>0</td>
<td>75</td>
<td>86</td>
<td>85</td>
</tr>
</tbody>
</table>

Table 5.11 presents a summary of the weighted kappa statistics and their standard errors. This table compares each of the methods discussed in this chapter with the final LRC fatal classification. The fatal events in this table are the 136 deaths for which data were available for the classification by these methods, except in the
following noted cases. There were two events for which a nosologist and three events for which the Cardiovascular Endpoints Committee cardiologist's review classification were not available. These events were considered unknown. Four different weights for the kappas statistics in Table 5.11 were used: (1) all four classifications plus unknown were distinct (i.e., five categories); (2) the unknown and Non-CVD death categories were considered equivalent (i.e., four categories); (3) CVD, Non-CVD, and unknown death categories were considered equivalent (i.e., three categories); and (4) Definite CHD and Suspect CHD deaths were equivalent, and CVD, Non-CVD, and unknown death categories were considered equivalent (i.e., two categories).

The results of this table of weighted kappa statistics in Table 5.11 match the results of misclassifications in Table 5.10. In general, the clinic cardiologists agreed perfectly with the LRC classification. This was followed by a very close match with the CART tree methodology. The Cardiovascular Endpoints Committee individual clinician's review was less accurate than CART, but still had quite a close agreement. The other three methods, the expert system, logistic discrimination function, and nosologist were much less accurate, and approximately the same. The other result displayed in Table 5.11 is that the less distinction between the different classes of fatal end points that is required, the higher the agreement with the LRC classification. If only two classifications are sought, then almost any method produces good results, and the expert system and individual cardiologist's review almost matched the CART tree results.

Several hypotheses of interest were identified for each of these kappa statistics. They can be analyzed by using contrasts within a weighted least squares generalized
linear model framework with one modification. The results of these calculations are presented in Table 5.12. Because all of the weighted kappa statistics of clinic cardiologist with the LRC final classification were identical and two of the measures with the logistic discrimination function were also identical, singularities existed. Furthermore, many of the kappa statistics within and across methodologies were very similar, and close to 1.0. In this situation where the kappa statistics calculated are very near the extremes of its range [0,1], very large sample sizes may be necessary for these statistics to have approximately normal distributions. The stability of these estimates become questionable.

These two difficulties were handled in the following manner. With singularities in a weighted-least-squares analysis on a contingency table, the log transformation cannot be done. A small number, 0.0625, was added to each cell. This had the effect of adding one observation uniformly distributed across the contingency table. This was implemented using SAS's PROC CATMOD, using an ADDCELL option to the MODEL statement. For the second problem of the kappa statistics near to the end of the range, a second method of addressing this problem was used. These analyses used Wald statistics using weighted least squares methods. Bloch and Kraemer (1989), Garner (1991), and Carr et al. (1989) all have suggested, in an analogous situation with rank correlation coefficients, to transform the parameters using a Fisher's z transformation. This method was used simultaneously with the ADDCELL option and was implemented using a RESPONSE statement in PROC CATMOD. The contrasts of interest are: (1) all methods examined: clinic, reviewing cardiologists, expert system, CART, logistic discrimination, and nosologist are equivalent; (2) the clinic's classification is equivalent to the reviewing cardiologist; (3) the clinic's
classification is equivalent to the nosologist; (4) the reviewing cardiologist classification is equivalent to the nosologist; and (5) all the automated methods: expert system, CART, and logistic discrimination are equivalent.

Table 5.11
LRC Coronary Primary Prevention Trial
Weighted Kappa Statistics* of Final Classification with Various Methodologies

<table>
<thead>
<tr>
<th>Methodology</th>
<th>Measure One</th>
<th>Measure Two</th>
<th>Measure Three</th>
<th>Measure Four</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clinic</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>[1.28E-9]</td>
<td>[1.28E-9]</td>
<td>[1.28E-9]</td>
<td>[1.28E-9]</td>
</tr>
<tr>
<td>Random Cardiologist</td>
<td>0.901</td>
<td>0.899</td>
<td>0.907</td>
<td>0.926</td>
</tr>
<tr>
<td></td>
<td>[0.033]</td>
<td>[0.034]</td>
<td>[0.034]</td>
<td>[0.032]</td>
</tr>
<tr>
<td>Expert System</td>
<td>0.742</td>
<td>0.886</td>
<td>0.907</td>
<td>0.926</td>
</tr>
<tr>
<td></td>
<td>[0.045]</td>
<td>[0.036]</td>
<td>[0.033]</td>
<td>[0.033]</td>
</tr>
<tr>
<td>CART</td>
<td>0.948</td>
<td>0.948</td>
<td>0.959</td>
<td>0.956</td>
</tr>
<tr>
<td></td>
<td>[0.025]</td>
<td>[0.025]</td>
<td>[0.023]</td>
<td>[0.025]</td>
</tr>
<tr>
<td>Logistic Discrimination</td>
<td>0.739</td>
<td>0.739</td>
<td>0.789</td>
<td>0.836</td>
</tr>
<tr>
<td></td>
<td>[0.051]</td>
<td>[0.051]</td>
<td>[0.049]</td>
<td>[0.047]</td>
</tr>
<tr>
<td>Nosologist</td>
<td>0.742</td>
<td>0.752</td>
<td>0.790</td>
<td>0.867</td>
</tr>
<tr>
<td></td>
<td>[0.049]</td>
<td>[0.049]</td>
<td>[0.049]</td>
<td>[0.043]</td>
</tr>
</tbody>
</table>

*Measure

1. All classifications distinct (including unknown)
2. Unknown equivalent to Non-CVD
3. Two plus Non-CVD equivalent to CVD
4. Three plus Def'n CHD equivalent to Susp CHD
Table 5.12
LRC Coronary Primary Prevention Trial
Hypothesis Tests of z-transformed Weighted Kappa Statistics* of Final Classification with Various Methodologies

Contrasts of Interest

Wald Statistic
[P-Value]

<table>
<thead>
<tr>
<th>Contrast</th>
<th>df</th>
<th>Measure</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>One</td>
<td>Two</td>
<td>Three</td>
<td>Four</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1) All methods equal</td>
<td>5</td>
<td>26.69</td>
<td>25.14</td>
<td>18.89</td>
<td>10.13</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[.0001]</td>
<td>[.0001]</td>
<td>[.0020]</td>
<td>[.0716]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2) Clinic = Cardiologist</td>
<td>1</td>
<td>4.52</td>
<td>4.53</td>
<td>3.91</td>
<td>2.82</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[.0335]</td>
<td>[.0333]</td>
<td>[.0479]</td>
<td>[.0933]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3) Clinic = Nosologist</td>
<td>1</td>
<td>10.52</td>
<td>9.80</td>
<td>7.70</td>
<td>4.77</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[.0012]</td>
<td>[.0017]</td>
<td>[.0055]</td>
<td>[.0289]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4) Cardiologist = Nosologist</td>
<td>1</td>
<td>6.08</td>
<td>5.13</td>
<td>3.49</td>
<td>1.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[.0136]</td>
<td>[.0235]</td>
<td>[.0618]</td>
<td>[.2983]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5) Expert System = CART = Logis</td>
<td>2</td>
<td>13.43</td>
<td>1.68</td>
<td>1.57</td>
<td>0.53</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dis equivalent to Logistic Dis</td>
<td></td>
<td>[.0012]</td>
<td>[.4321]</td>
<td>[.4553]</td>
<td>[.7656]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Measure
One: All classifications distinct (including unknown)
Two: Unknown equivalent to Non-CVD
Three: Two plus Non-CVD equivalent to CVD
Four: Three plus Def'nm CHD equivalent to Susp CHD

Table 5.12 confirms much of the same results comparing misclassifications and kappa statistics summaries. The answer to the question: are all seven methods of classifying death equivalent in this dataset, is no. Across three of the four, there was substantial evidence that the results were different. There was also strong evidence there were differences among the three methods not developed in this study: clinic versus cardiologist, clinic versus nosologist, and cardiologist versus nosologist. Simultaneously comparing the three methods in this study, there was only evidence of differences among the three methods for the situation where it is important to
distinguish unclassifiable deaths/unknowns from Non-CVD deaths. This may likely be
due to many unclassifiable events in the expert system, and to the large number of
events with missing data for all criteria used in the knowledge base algorithm.

G. Recalculation of LRC CPPT Primary End Point Results

Table 5.13 presents a reanalysis of the final LRC CPPT results when the
classification used was the result of the classification of the fatal events of each of the
methods examined in this chapter: LRC classification (i.e., manuscript), clinic's
classification, and single reviewing cardiologist, expert system, CART, logistic
discrimination, and the nosologists. Very small differences exist when repeating the
analyses using reclassified fatal end points. This reflects the small number of changes
to the classifications of end points used for the primary hypothesis of the LRC
manuscript. The LRC CPPT hypothesis was a decrease in definite CHD deaths or
definite myocardial infarctions. Observations would change classification only if a fatal
event classified by the LRC as a definite CHD death was classified as something else or
another fatal event was classified by the alternative methodology as a definite CHD
death. This could also change the length of follow-up time. For the clinic, there was
complete agreement so the repeat analysis was identical. For the expert system, four
events changed classification: two events became positive end points while two positive
end points became censored observations. For the CART tree, two additional deaths
became classified as definite CHD deaths, thus becoming positive end points. For the
logistic discriminant function, one positive end point, a definite CHD death became a
censored observation, and eleven deaths were reclassified as definite CHD deaths. For
the single cardiologist's review, five definite CHD deaths by LRC classification were
reclassified as other than definite CHD deaths; however one of these patients had a
definite MI prior to the definite CHD death, and thus only four events changed
classification for the primary hypothesis. For nosologist reclassified fatal events, four
definite CHD deaths became censored while ten deaths were reclassified as definite
CHD deaths. The recalculated relative risks changed no greater than from 20.0 to 23.2
percent. All changes were well with the 95 percent confidence limits of the manuscript
calculated relative risk.

<table>
<thead>
<tr>
<th>Methodology</th>
<th>Beta</th>
<th>S.E. Beta</th>
<th>RR (%)</th>
<th>Z Score</th>
<th>95% C.I.(RR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manuscript</td>
<td>-.2228</td>
<td>.1087</td>
<td>20.0</td>
<td>2.05</td>
<td>(1.0, 35.3)</td>
</tr>
<tr>
<td>Clinic Cardiologist</td>
<td>-.2228</td>
<td>.1087</td>
<td>20.0</td>
<td>2.05</td>
<td>(1.0, 35.3)</td>
</tr>
<tr>
<td>Random Cardiologist</td>
<td>-.2251</td>
<td>.1094</td>
<td>20.2</td>
<td>2.06</td>
<td>(1.1, 35.6)</td>
</tr>
<tr>
<td>Expert System</td>
<td>-.2231</td>
<td>.1087</td>
<td>20.0</td>
<td>2.05</td>
<td>(1.0, 35.4)</td>
</tr>
<tr>
<td>CART</td>
<td>-.2332</td>
<td>.1084</td>
<td>20.8</td>
<td>2.15</td>
<td>(2.0, 36.0)</td>
</tr>
<tr>
<td>Logistic Discriminant</td>
<td>-.2639</td>
<td>.1074</td>
<td>23.2</td>
<td>2.46</td>
<td>(5.2, 37.8)</td>
</tr>
<tr>
<td>Nosologist</td>
<td>-.2551</td>
<td>.1080</td>
<td>22.5</td>
<td>2.36</td>
<td>(4.3, 37.3)</td>
</tr>
</tbody>
</table>
VI. Discussion and Implications

The goal of this research was to evaluate three methods for end point classification requiring no or minimal human review. No attempt was made to ascertain the correct classification, only to compare the results of each method with that of the LRC CPPT. The dataset used for this purpose must be one which contained several varied methods for end point classification, including one which was rigorous. The LRC CPPT was an excellent dataset for this purpose. One problem in using this dataset was the quality of the individual responses from the independent reviews. Although these data were collected on data collection forms, and were keypunched, they had not undergone any clean up, clarification, or review. Thus, many hours were required for this process. In addition, many questions which arose could not be answered, and thus remained missing or unknown responses. This contributed to the error rates for those methods which would be more sensitive to missing or unknown values for responses.

The process undertaken in this study was to develop, and perform the analyses first which may be influenced by knowing the results of other analyses. Therefore, the development of the expert system was undertaken first. This should have simulated this process if it had been done at the beginning of a trial without the benefit of prior data. The rules for the knowledge base of the expert system used was based entirely on the algorithm of the LRC CPPT documented in the Policy and Procedures Manual of the LRC. Second, the CART methodology was used as some qualitative decision required in the choice of various options in the growing of classification trees. Finally, logistic discrimination was used as little to no decision was required in the process.
The dataset used was identical for all three methods, thus missing values and unresolved responses were classified with values of no and not present. Some of the additional advantages of the CART procedures in handling missing data were not fully utilized. This was done so that identical data could be used for all classification methods. The LRC algorithm also based its rules on the presence of various conditions. Only after these three automated end point classification procedures were completed was there any comparison with human methods (i.e., the LRC CPPT study method, the clinic review, a randomly selected independent review, and a nosological death certificate review).

As stated previously, expert systems would have done better if there had not been so much missing data. Expert systems usually are developed with the goal that the use will be interactive in nature. Thus any unknown, missing, or otherwise data which were available to the software can be obtained by asking the user. Results of expert systems documented in the literature usually give good results in terms of discriminative accuracy [Davis (1986), Friedman and Frank (1983), Hutchinson et al. (1991), Shortliffe (1984), Spiegelhalter (1983)]. This is not different from my results if the 15 deaths with missing data are eliminated from consideration. Of the remaining 125 deaths, only seven were misclassified. This would be 5.6 percent misclassified, a rate which is comparable with a randomly selected reviewing cardiologist and only slightly higher than CART.

There was a deliberate effort not to involve probability judgement into the development of this expert system. This topic has been one of the continuing controversies statisticians have with expert systems. How one develops this system,
assigns probabilities (or confidence factors, or belief factors), particularly when these are based on a human expert (or group of experts) subjective impressions has been the primary statistical concern. Speigelhalter has done much work on the development of expert systems for the diagnosis of disease, diagnostic aids, and classification of adverse drug reactions based on a Bayesian approach [Hutchinson et al. (1991), Speigelhalter (1983), Speigelhalter and Knill-Jones (1984)]. When developing expert systems with confidence factors, he bases these probabilities on data, not the subjective judgement of experts.

Expert systems also have several advantages. They are rapid, completely coherent, and have perfect memory. They may produce results which are difficult to arrive at by intuition due to complexity of the reasoning involved. They work 24 hours a day, do not take vacations, and allow one to reclassify events rapidly and consistently with advances in scientific knowledge and understanding. They can be developed without pre-existing data, if probability judgements are not used in the knowledge base. They can also be used by individuals with relatively little knowledge in a specific domain. They can sometimes be difficult to develop, particularly when probability judgements are used, thus necessitating the need for pre-existing data.

CART or recursive partitioning, had extremely good results. In addition, the full power of CART was not used. As previously stated, missing data were assigned the value absence/no/unknown to use identical data for each method. Despite this, only 4 of 136 end points were misclassified in the learning sample. These four end points were particularly difficult to classify; all four of these required adjudication with the full Cardiovascular Endpoints Committee.
Choice of a splitting rule, priors, and costs of misclassification provided some flexibility in the development of these classification trees. The strategy used was to use all combinations of these three choices: Gini and twoing splitting rules, proportional to the data and equal priors, and equal and user specified costs of misclassification. Trees were grown for the eight combinations on a set of data with each end point having one randomly selected from the two (or more) independent cardiologist's review. These observations were the same set as was used for the randomly selected individual cardiologist review. Although not presented, the remaining observations from individuals' review (i.e., not from a full Cardiovascular Endpoints Committee review) were then reclassified with the trees developed as a test sample. With the best classification tree, there was 100 percent agreement with the LRC classification for all 135 end points classified.

I made several observations about the choices of the three parameters used in the growing of classification trees. The choice of a splitting rules makes very little difference to the outcome of the tree and the misclassification rates. Breiman et al. (1984), and Stewart and Stamm (1991) state similar results will occur with either choice. Choice of the priors, and of the cost of misclassification make a larger difference. Unit cost of misclassification provides a more accurate classification than a scheme of higher costs of misclassification for those end points which are more dissimilar (e.g., definite CHD death and Non-CVD death). More importantly, the priors should be proportional to those in the dataset. Two of the four end point classifications have every small numbers of members in the classes. Out of 136 end points, there are only seven suspect CHD deaths and four CVD deaths. Because of these small percentages, a more reliable result is obtained using priors reflecting this
distribution. CART is known to give more accurate trees using priors based on the data if the distributions of classes are not equal. Also, if the distribution was more uniform, a priors proportional to the data would be more numerically similar to an equal priors. Using a priors proportional to the data would also be justified in the development of a tree for another study in a similar population, as a similar distribution of end points would be expected.

A few investigators have compared CART to humans in the classification of medical events or identified CART as a potentially useful method for screening observations. These results, when documented, are quite similar in accuracy to the results of this study. Wheeless et al. (1986) have documented using CART trees as a useful prescreen alarm for discriminating normal and abnormal gynecologic specimens. Goldman et al. (1982) compared CART to physicians diagnoses of acute myocardial infarctions in patients with acute chest pain. These investigators grew a classification tree with data from 482 patients from one hospital, and tested it with 468 patients from a second hospital. They found that CART had an equal sensitivity to physicians (91 percent) and a higher specificity (70 versus 67 percent). Goldman et al. (1988) expanded this study to grow a tree with 1370 patients at two hospitals. They prospectively tested this on 4770 patients at six hospitals. Similar results were obtained with a higher specificity with CART compared to physicians (74 versus 71 percent) with similar sensitivities (88.0 versus 87.8 percent). Giampaolo et al. (1991) used CART to identify chemical characteristics of compounds with induce duodenal ulcer and adrenal necrosis in pharmaceutical drug development.
The results of this study are slightly better than most comparisons of CART in the literature. However, many references compare CART to other classification methods in ways which make comparisons difficult. Many authors will eliminate observations for those methods which will not handle missing data, or may impute missing values. However, the CART method is usually at least comparable, if not superior, with other more standard methods. The most common methods used in these comparisons are logistic discriminant, and/or linear discriminant analyses.

Gammerman and Thatcher compare the application of CART diagnoses using Bayes' Theorem in two manners, assuming independence or simple Bayes, and a strict application not assuming independence or proper Bayes. In this study, CART and the proper Bayes were equivalent with 65 percent correct and the simple Bayes at 74 percent. Several problems exits with this study in that many of the diseases were relatively rare, and no documentation on the splitting rule or more importantly the priors or costs of misclassification were given. Streitberg et al. (1989) reported using CART for the selection of highly discriminating parameters for the analysis of circadian blood pressure using a spline model. They report essentially identical results with CART as with a robustified version of Fisher's LDF. Using a pruned tree, they report 15.7 percent false-positive specimens and 5.9 percent false-negative specimens.

Stewart and Stamm (1991) used the UNC Caries Risk Assessment Study database to compare the application of CART to linear discriminant analysis and logistic discriminant analysis. They found CART to produce models containing fewer variables than either of the two more classical models with similar sensitivities and specificities. The sensitivities were in the range of 56 to 66 percent in one dataset and 64 to 72 percent in a second dataset with specificities in the range of 71 to 80 percent in one
dataset and 75 to 86 percent in a second dataset. They chose to eliminate cases with missing values. MacEntee et al. (1991) compared these same three classification techniques with dental data in an elderly Canadian population. With three objectives, these investigators found a wide range of correct predictions. Using a survey of institutionalized elderly patients, they found the range of predictions from these models of 62 to 74 percent for dental complaints, of 62 to 91 percent for the use of desire for treatment, and 63 to 97 percent for the use of dental services. These results become difficult to interpret given different methods were used to handle missing data for each of these three methods. Harrell et al. (1985) compared four methods of classification for prediction in cancer patients: three methods using logistic regression (i.e., a stepwise variable selection, sickness score as a clinical index, and using incomplete principal components), and CART. They found CART to predict better than stepwise logistic discriminant with a small training sample (n=110, 61 versus 58 percent). When a larger training sample was used, logistic discriminant predicted better then CART (n=224, 67 versus 56 percent). Altman et al. (1986) directly compared using stepwise logistic discriminantion versus CART for the prediction of idiopathic osteoarthritis of the knee. They used three criteria in their analyses: one based on clinical and laboratory data, one based on clinical and radiographic and one based on clinical data alone. They found logistic and CART methods to be equally sensitive, with sensitivity of 89 to 95 percent, but that CART was more specific. Specificities for logistic methods was 69 to 86 percent whereas for CART they were all 88 percent. They also validated these results with an additional dataset, and found similar results: sensitivities of over 90 percent for both methods, with specificities of 60 to 85 percent for logistic methods and 71 to 84 percent for CART.
Logistic discrimination was chosen as one of the methods of this study because it had some important advantages over other more classical discriminant methods. Many investigators using simulations and data have shown that logistic discrimination is preferred over Fisher's LDF when the data are not normal [Halperin et al. (1971), Press and Wilson (1987), Schmitz et al. (1983), Schmitz et al. (1983), Baron (1991), Campbell et al. (1991)]. Schmitz et al. (1983b) have suggested that there is little difference between LDF and logistic discriminant in one set of data. They prefer LDF only because of software availability. This is less of a problem today. Campbell et al. (1991) in a simulation study comparing five ordinal models, multinomial logistic, and normal discriminant procedures, found logistic and normal discriminant procedures to be superior and roughly equivalent to a variety of datasets where the variables were independent and dichotomous. When the data were normal, normal discriminant procedure always performed well, ranking first or second. Whereas the multinomial logistic usually performed well with normal data, there were circumstances in which it did perform poorly. Baron (1991) found logistic discrimination preferable to other methods for multiple group classification with non-normal data, and comparable to classification by multinomial LDF for normal data.

In this research, logistic discrimination did not classify as well as the other automated classification methods. It's rates of misclassification and kappas were very comparable to nosologist's classification only using death certificates. Another result of this study, also seen by other investigators, is the number of variables which usually form the logistic discriminant function is small. In this study, only three variables entered the function. Other investigators have reported developing logistic models with the number of variables generally between two to five, with one investigator reported
one model with eight variables [Chivot et al. (1990), Ettinger and Jakobsen (1990),
Hung et al. (1985), Kansal et al. (1983), Lin and Reschke (1987), Rigby (1991),
Roberts et al. (1991), Schmitz et al. (1983b)].

There are many reports in the literature of logistic discriminant analysis not useful as a classification method. Ettinger and Jakobsen (1990) reported very high specificity (98.5 percent) using a logistic discriminant function to report caries in adult patients, but very low sensitivity (7.9 percent). They conclude that this model was not useful as it could not predict persons who would be a high risk for dental caries. Lin and Reschke (1987) reported a comparison of logistic discriminant models with six variables compared to a Bayes linear discriminant model for the prediction of susceptibility and seriousness of space motion sickness. Using a cross-validation method, they found logistic discriminant predicted 53 to 83 percent correct while the Bayes linear discriminant procedure ranged from 48 to 66 percent correct. They conclude that the logistic model predicted correctly more often (an average of 13 percent in model building), and made better use of the information (correctly classifying four to five percent more cases in cross-validation).

Spiegelhalter has continued to do research with automated classification systems in two general areas: in the development of scoring systems based on Bayes' theorem, and on probability judgements in expert systems, also based on the application of Bayes' theorem. Spiegelhalter (1985) notes that these methods are preferable to logistic discrimination, because the number of variables using this method or Fisher's LDF is small and may not be enough for adequate discrimination. Rigby (1991) has used
Spiegelhalter's scoring system to develop a Bayes' Discriminant scoring system, but has not yet reported on a comparison of these methods to logistic discrimination.

It was not the intent of this study to compare the various classification scheme with human experts or to validate their classifications. The intent was to compare automated, statistical and other, computer analysis methods of classification. Nevertheless, I observed these three non-automated methods also differed. In general, there was about the same amount of variation with non-automated methods of classifications involving human experts as there was with the automated methods. It was impressive, that the clinic cardiologist, who saw and knew individual patients and their histories agreed with the LRC classification on all fatal end points. However, this observation is difficult to interpret because the clinic cardiologist's classification was a part the LRC classification scheme. Thus, this result is not independent. In fact, the clinic cardiologist could have influenced the final classification, by the selection of medical records send to the CPR. There are no comparable reports in the literature to substantiate this result, although the SOLVD trials used this method to document cause-specific mortality [SOLVD (1990, 1991)].

Comparing human and automated methods, CART did better than the single independent cardiologist's review, and comparable to the expert system if missing data are eliminated from consideration. Using an independent single cardiologist's review, twice as many misclassifications occurred as CART. This should be considered an acceptable rate with a 94 percent overall accuracy. It is also not surprising that the nosologist, relying only on death certificates did the poorest, and that the single cardiologist's review of clinical case histories did better than the nosologist's
classification. This has been widely considered a less accurate method for classifying fatal events [Alderson and Meade (1967), Andersen et al. (1991a, 1991b), Beadenkopf et al. (1963), Curb et al. (1983), Florey et al. (1969), Gittlesohn and Senning (1979), Glasser (1981), Hook et al. (1977), James et al. (1955), Kohn (1982), Kuller et al. (1967), Paton (1957), Percy and Dolman (1978), Percy et al. (1981), Rigdon (1981), Schoenberg and Powell (1968), Wingrave et al. (1981)]. It is often used because the only information regarding the death is the death certificate and because of the expense of classifying fatal end points. For these reasons, this method was chosen for comparison. Andersen et al. (1991a, 1991b) report that with perinatal and neonatal deaths, the observed agreement was about 50 percent based on the death certificate and a more extensive cause of death. They also note that when the death certificate was correctly completed, there was considerable improvement in the accuracy of classification using only the death certificate. The nosologist's classification produced an overall accuracy and kappa statistics which were comparable to logistic discrimination, and the expert system when missing data are included.

Finally, only when we must differentiate between unknown and non-CVD fatal events was there any statistical difference among the three automated methods. Thus, a reanalysis of the trial manuscript data for the primary end point would have been the same, regardless of the method, human or automated chosen. All methods examined were comparable with regard to the misclassification of definite CHD deaths with misclassification rates no higher then six percent.

Based on these results, I would make several recommendations. The most important factor in selecting a method, human or otherwise, is to determine how
specific and accurate the final classification needs to be. The less accurate the final end points, the more acceptable most methods become. However, if preexisting data are available, or can be reasonably simulated based on summary data, I would advise using CART. This method is fast and is easily implemented. If carefully developed and used, it is also highly accurate. It is easily understood by clinicians, and thus can be more acceptable to clinicians. It also can easily and accurately handle data with missing values.

If preexisting data do not exist or cannot be derived, and missing data will not be a problem (e.g., data are analyzed at the time interactively), then the development of an expert system with clinician input, and careful monitoring would be a reasonable approach. I would rarely recommend a death certificate-based classification by a nosologist be used as the primary end point classification. Only if costs are an important consideration and accuracy is not would a nosologist's classification alone suffice. Finally, it would be prudent if any human expert system is used to carefully monitor it and supplement it with an automated system.
VII. Summary and Future Research

A. Summary

A critical element of any prevalence study or clinical trial is the validity and reproducibility of the identification and classification of end points. This is often expensive and time-consuming activity. This study was undertaken to examine several automated methods of classifying end points in an accurate, reliable, and reproducible manner. No attempt was made to assess the correctness of the original classification, only to compare the automated methods with those made by human experts. Three methods were chosen: logistic discrimination; recursive partitioning or binary tree structure classifiers, using the software CART; and expert systems. Logistic discrimination was chosen as a standard, well accepted discriminant procedure. It was considered a more appropriate technique than Fisher’s LDF given the non-normal dataset used. The CART methodology was chosen as a new and promising technique with some substantial advantages. CART makes no assumptions regarding the distributions of the data. It produces a discriminant function in the form of a decision algorithm or tree which is easily understood by non-statisticians, and easily handles missing data. Expert systems was chosen as a third automated, and non-statistical approach which has gained some popularity in the medical community.

The Lipid Research Clinics Coronary Primary Prevention Trial was a study which enrolled 3,806 men with Type II hypercholesterolemia unresponsive to control with diet alone. The primary end points of this study were definite coronary heart disease
death or definite myocardial infarction. End points of this trial were classified using a well defined and elaborate scheme. This procedure required the classification of an end point by the clinic cardiologist, and two independent cardiologists' reviews to agree, or go to a full Cardiovascular Endpoints Committee for adjudication. The fatal end points of this trial were used, as well as the clinic cardiologist's classification, and one randomly selected of the two independent cardiologist's review's classification. There was also a nosologist's classification based on the death certificates alone. These were compared to the three automated methods. Unweighted and weighted kappa statistics comparing final LRC classification with each of the study and automated methods were calculated and compared. A reanalysis of the primary end point from the manuscript was done using each of the methods examined in this investigation.

The LRC CPPT dataset was found to have a moderate number of missing values. Because the algorithm used in the expert system, and logistic discriminantion case-wise deletes missing data, for comparison, missing data was combined with response of no/unknown/absences responses. CART was the automated method with the high overall accuracy, with only three percent of the data misclassified. Only the clinic cardiologist's classification produced a more accurate classification; no fatal end points were misclassified by this method. The independent cardiologist's classification doubled the rate of misclassification with six percent of the cases misclassified. Other methods performed less well. The expert system had a sixteen percent misclassification of the cases, although if end points with all missing data are eliminated from consideration, the misclassification rate drops to 6 percent. Logistic discriminantion had a 14 percent overall misclassification rate, and the nosologist's classified 15 percent
of the end points incorrectly. Unweighted kappa statistics reflect these same relationships; however, if weights are applied to give less importance to similar or unimportant differences, all methods give kappas better then 0.84, and a test for equality of the three automated methods cannot be rejected (with a p-value of 0.43 to 0.76, depending on the weighting).

Based on these results, I would make the following recommendations: use CART whenever possible. CART is fast and is easily implemented. If carefully developed and used, it is also highly accurate. It is easily understood by clinicians, and thus can be more acceptable. It also can easily and accurately handle data with missing values. It does require that previous data exist, if only to reconstruct or simulate observations based on summary data. If this is not possible, the careful development of an expert system is a second alternative. This would require the careful monitoring of both results and data to minimize missing values. I would recommend using logistic discrimination, only as a third line alternative, when precise accuracy is not necessary. This might be done in conjunction with some sort of human classification system or review. Certainly automated systems of classification could be used alone, particularly CART, or secondarily or as part of a scheme which could also include human classification systems.

B. Future Research

There are two main directions available for future research. One direction is to apply other similar methods to the same dataset, the LRC CPPT. The same three methods could be used on the non-fatal end points of this dataset. A newer recursive partitioning method using the logistic discriminant method could be investigated. This
method, FACT or Fast Algorithm for Classification Trees, is computationally faster, but handles missing data by imputation [Loh and Vanichsetakul (1988)]. Another recursive partitioning method has recently been developed for use with censored survival data and categorical response data. This method, RECPAM or recursive partition and amalgamation, has taken the CART methodology and generalized some of the ideas [Ciampi et al. (1989a), Ciampi et al. (1989b), Ciampi et al. (1989)]. It has recently been used on a number of survival trials reported in the medical literature [Ciampi et al. (1990), Marubini et al. (1983), Nadal et al. (1988), Sagman et al. (1991), Shuster et al. (1990), Weisdorf et al. (1991)]. This methodology, either using the survival data, or using fatal end points as a categorical response variable would be an interesting investigation. It could be used to recalculate the final LRC primary statistic and also cluster patients into similar groups based on survival times. A scoring system using Spiegelhalter methods could be developed, using the other cardiologist's review of the fatal end points (i.e., the reviews not selected in this study), although this number is small. This could also be used as probability judgements for an expert system [Speigelhalter and Knill-Jones (1984)]. Finally, these non-selected end points review could be used to develop probability judgements for incorporation into an expert system.

The second major direction for future research is to apply the methods used in this study to other datasets. The Atherosclerosis Risk In Communities (ARIC) is a dataset which might provide baseline data and classifications on fatal end points. The LRC Follow-Up Study (FUS) of the North American Prevalence Study is another LRC study. In this study, a very similar procedure was used to that of the LRC CPPT with regards to how end points were classified. It should also have similar proportions of
deaths in each classification. The UNC Collaborative Studies Coordination Center was involved with a TIA/Stroke study at Bowman Gray School of Medicine in Winston-Salem. This study had an elaborate flow chart for classifying end points for which I have already developed an expert system. The Evans County dataset may have enough data, and may have end points classified in a rigorous manner, such that this dataset might be used. The Framingham data also might have fatal end points classified, and certainly would have more than ample data to be useful to investigate these classification methods. Although events leading up to the fatal end points of SOLVD may not be available, other data collected could be used to classify end points with CART, RECPAM, and logistic discriminant analysis. A dataset could be simulated, with approximate proportions seen in the LRC CPPT, with varying degrees of missing data. Finally, I am currently involved in a newly started survival trial in severe congestive heart failure using a continuously administered intravenous prostaglandin. Although the primary end point is all-cause mortality, cause-specific mortality is being collected, and is an ideal clinical trial to utilize some the methodologies investigated in this study.
Appendix I
Knowledge Base for Expert System
Language: VP Expert

ACTIONS

FOR RECN0 = 1 TO 306
GET RECN0=RECORD_NUM,B:EPVVPX,ALL
FIND VPXDEATH
PUT B:EPVVPX
RESET VPXDEATH
END;

RULE 1
IF
DCDCHF = P AND
HOSPMI = Y
THEN
VPXDEATH = DEF_CHF;

RULE 1A
IF
DCDCHF = P AND
CHOSPMI = Y
THEN
VPXDEATH = DEF_CHF;

RULE 1B
IF
DIAGECG = Y
THEN
HOSPMI = Y;

RULE 1C
IF
CARDPN = Y AND
ABENZ = Y
THEN
HOSPMI = Y;

RULE 1D
IF
CARDPN = Y AND
EQENZ = Y AND
EQECG = Y
THEN
HOSPMI = Y;

RULE 1E
IF
CARDPN = Y
THEN
HOSPMI = Y;

RULE 1F
IF
ABENZ = Y
THEN
HOSPMI = Y;

RULE 1G
IF
EQECG = Y
THEN
HOSPMI = Y;

RULE 2
IF
DCDCHF = P AND
PREVANG = Y
THEN
VPXDEATH = DEF_CHF;
RULE 3
IF
  D_WIN_1 = Y AND
  NO_CHRN1 = Y AND
  NO_HOSP1 = Y
THEN
  VPXDEATH = DEF_CHF ;

RULE 4
IF
  DCSCHF = Y
THEN
  VPXDEATH = SUSP_CHF ;

RULE 5
IF
  DCDCHF = P AND
  HOSPMI <> Y AND
  PREVANG <> Y
THEN
  VPXDEATH = SUSP_CHF ;

RULE 6
IF
  D_1_24 = Y AND
  NO_CHRN2 = Y AND
  NO_HOSP2 = Y
THEN
RULE 7
IF
  DPREFGAN = P OR
  DARTRUP = P OR
  DATHCVD = P
THEN
  VPXDEATH = CVD ;

RULE 8
IF
  DEATHC = P AND
  DPREFGAN <> P AND
  DARTRUP <> P AND
  DATHCVD <> P AND
  DCDCHF <> P AND
  DCSCHF <> Y
THEN
  VPXDEATH = NON_CVD ;
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