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ABSTRACT

A semi-parametric method, Estimated Partial Likelihood (EPL) method, is proposed for the estimation of the relative risk parameters when auxiliary covariates are present. The EPL method makes full use of the available covariates and auxiliary measurement without imposing the parametric structure on the missing procedures. The EPL function reduces to the partial likelihood function of Cox (1972) when the auxiliary is perfect measurement about true covariates. Since the EPL takes a non-parametric approach with respect to the underline missing process, therefore avoids some strong assumptions, e.g. the rare disease assumption (Prentice 1982, Pepe, Self and Prentice 1991). The asymptotic distribution theory is established for the proposed estimator for the case in which the surrogate or mismeasured covariates are categorical. The proposed EPL estimator is found to be consistent and asymptotically normally distributed. A consistent variance estimator is provided. An extension of the EPL is presented when the validation sample is a stratified random sample.
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1. INTRODUCTION

Auxiliary Covariate data is a common problem in statistical data analysis. For example, in a sub-study of the Studies of Left Ventricular Dysfunction (SOLVD) (SOLVD Investigators, 1991), the patient’s left ventricular ejection fraction (EF) is an important risk factor in predicting the patient’s congestive heart failure. However due to the complication and expensive nature of the measuring procedure, the EF, which is a standardized radionuclide measurement, is only available to a subset of 179 patients in the study. For a total of 1111 patients in the sub-study, a non-standardized across clinical centers measurement of EF is available to everyone.

In the above example, if we denote the the standard EF as $X$ and the non-standardized EF as $Z$, then the data we are dealing with is of the form,

$$\{S_i, \delta_i, X_i, Z_i\} \quad i \in V$$

$$\{S_i, \delta_i, Z_i\} \quad i \in \bar{V}$$

where $S$ denotes the observed time event, which is the minimum of potential failure $T$ and censoring time $U$. $\delta$ is the indicator of failure. $V$ is the validation sample where subjects have both $X$ and $Z$ available. $\bar{V}$ is the non-validation sample where subjects only have $Z$ available. $\beta$, the regression coefficient of $X$ is the primary interest. Let $n_V, n_{\bar{V}}$ and $n_\delta$ denote the sample size of the whole, validation and non-validation sample respectively.

The most naive approach to the data in (1) is to discard the non-validation sample and only analyze the validation sample. This could induce a substantial reduction in efficiency. A more comprehensive approach is to parameterize the underline distribution and use a fully parametric approach. However, realistic models are hard to construct, furthermore, this approach may not be robust to model misspecification. The proposed EPL approach is aimed at avoiding the stringent model assumption yet still utilize the information contained in the non-validation sample.

Denote the relative risk functions for the subjects in the validation and non-validation sample respectively as follows:

$$r_i(t) = r(\beta, X_i(t)) \quad \text{if } i \in V$$

$$\bar{r}_i(t) = \bar{r}(\beta, Z_i(t)) \quad \text{if } i \in \bar{V}$$

For the observed data we will denote the relative risk function for an individual $i$ as

$$r^*_i(t) = r_i(t)I_{i\in V} + \bar{r}_i(t)I_{i\in \bar{V}}$$

The inference about regression parameter $\beta$ can be drawn from the partial likelihood (Prentice & Self, 1983)

$$PL(\beta) = \prod_{i=1}^n \left[ \frac{r^*_i(T_i)}{\sum_{j \in \mathcal{R}(T_i)} r^*_j(T_i)} \right]^{\delta_i}$$

(3)

However, as pointed out by Prentice (1982), the induced relative risk function $\bar{r}_i(t)$ can be expressed as

$$\bar{r}_i(t) = \bar{r}(\beta, Z_i(t)) = E(\beta, X_i(t)|T_i \geq t, Z_i(t))$$

where the condition $[T_i \geq t, Z_i(t)]$ usually imply that $\bar{r}(t)$ depend on the baseline hazard and underline distribution of $X$ and $Z$. Hence the partial likelihood (3) is only useful under some special cases (e.g. under ‘rare disease’ assumption, Prentice 1982, Pepe, Self and Prentice 1991).
We propose to estimate \( \hat{r}(t) \) empirically on the basis of the validation sample observations. So the estimated relative risk function for an individual \( i \) given his observed data is:

\[
\hat{r}_i^*(t) = r_i(t)I_{[i \in V]} + \hat{r}_i(t)I_{[i \in \bar{V}]} \tag{4}
\]

where \( \hat{r}_i(t) \) is the estimated relative risk function for an individual in the non-validation sample with only auxiliary covariate process \( Z(t) \) available. Specifically, the empirical estimate of the induced relative risk function denoted by \( \hat{r}(t) \) is

\[
\hat{r}(t) = \frac{\hat{E}[r(\beta, X(t))|S \geq t, Z(t)]}{\frac{\sum_{i \in V} I_{[S_i \geq t, Z_i(t) = Z(t)]} r(\beta, X_i(t))}{\sum_{i \in V} I_{[S_i \geq t, Z_i(t) = Z(t)]}}, \tag{5}
\]

where \( Z \) is assumed discrete with \( \text{Prob}(Z = z_k) = p_{zk}, \ k = 1, \cdots, q \) and \( \sum_{k=1}^{q} p_{zk} = 1 \). The EPL estimator is the the maximizer of the resulting Estimated Partial Likelihood,

\[
EPL(\beta) = \prod_{i=1}^{n} \left[ \frac{\hat{r}_i^*(T_i)}{\sum_{j \in \pi(T_i)} \hat{r}_j^*(T_i)} \right]^{\delta_i} \tag{6}
\]

The proposed estimator has the following properties,

1. No parametric assumptions about the underlying distributions are assumed. Hence the EPL estimator is robust with respect to \( f(X|T, Z) \);
2. Leave baseline hazard function \( \lambda_0(t) \) completely arbitrary;
4. the EPL method is computationally straightforward.
5. Fully utilizes the information about \( \beta \) contained in the non-validation set.
6. Validation set needs not to be a simple random sample of the entire sample. Since the nature of the estimation of \( \hat{r} \) in the EPL method, the validation set can be a random sample stratified on \( Z \). Moreover the validation set can be time dependent. i.e. the missingness of the covariate may depend on the \( Z \) and time \( t \). The last property is very useful in the large cohort study because the subjects may enter the validation set during the study;

The rest of this article is organized as following: We will first formulate the Cox model (Cox, 1972) into a more general multivariate counting process framework in Section 2 and outline the proofs of the asymptotic properties of the proposed \( \hat{\beta}_{EPL} \). The conditions needed in the proofs can be found in Section 2 where some further definitions and notations are given as well. Rigorous proofs of the two main results in this paper are detailed in Section 3 and 4 where consistency of \( \hat{\beta}_{EPL} \) is shown and the asymptotic distribution of \( \hat{\beta}_{EPL} \) is determined. A consistent estimator of the asymptotic variance-covariance matrix is also presented in Section 4. While all of the above results are obtained assuming that the validation set is a simple random sample, a version of main results with a random validation set stratified on \( Z \) can be found in Section 5.

2. THE COUNTING PROCESS FORMULATION OF THE MODEL
In this section we shall first formulate the Cox model in the framework of the multivariate counting processes in Section 2.1. For simplicity the time interval is assumed to be finite. Without lost of generality, we shall be working on the time interval \([0,1]\). The condition that needed in developing the asymptotic theory and some definitions are presented in Section 2.2. Section 2.3 outlines the idea of proving the asymptotic theory.

Background theory for this chapter are the theories for multivariate counting processes, stochastic integrals and local martingales. We shall use the basic results from those theories without further comment. A good survey of these theories can be found in Fleming & Harrington(1991). The use of the local concept will allow us to avoid making the superfluous integrability conditions. Apart from the background theories, our basic tools are the Inverse Function Theorem(Rudin, 1964), the Inequality of Lenglart and the martingale central limit theorem of Rebolledo. The latter two theorems are not presented in this work. We usually refer to the one given in Andersen & Gill(1982) which is slightly extended with respect to the originals.

2.1. Formulation of The Model

Since we are interested in the asymptotic properties, we shall in fact consider a sequence of models, indexed by \(n = 1, 2, \ldots\). We shall generalize from the censored observation of lifetimes of \(n\) subjects to the observation (in the \(n\)th model) of an \(n\)-component counting process \(N^{(n)} = (N_1^{(n)}, \ldots, N_n^{(n)})\), where \(N_j^{(n)}\) counts the observed events in the life of the \(j\)th subject, \(j = 1, 2, \ldots, n\), over the time interval \([0,1]\). In this work, only the case of nonrecurrent events will be studied.

Specifically, the multivariate counting processes will be generated as follows,

Let \(S_j^{(n)} = \min(T_j^{(n)}, U_j^{(n)})\) be the observation of the \(j\)th subject, where \(T_j^{(n)}\) is the potential failure time, \(U_j^{(n)}\) is the potential censoring time and \(S_j^{(n)}\) is the observed event time of the \(j\)th subject in the study. The counting process \(N_j^{(n)}\) is defined by

\[
N_j^{(n)}(t) = I_{[S_j^{(n)} \leq t, \delta_j^{(n)} = 1]}
\]

where \(\delta_j^{(n)} = I_{[T_j^{(n)} \leq U_j^{(n)}]}\) indicates if the observation is a failure time. So the sample paths of \(N_1^{(n)}, \ldots, N_n^{(n)}\) are step functions that satisfy,

1. \(N_i^{(n)}(0) = 0, \quad i = 1, \ldots, n;\)
2. jump size +1 only;
3. No two components processes jumping at the same time;
4. At most one jump for each subject in the study.

In our model, properties of stochastic processes, such as being a local martingale or a predictable process, are relative to a right-continuous nondecreasing family \(\{\mathcal{F}_t^{(n)} : t \in [0,1]\}\) of sub-\(\sigma\)-algebras on the \(n\)th probability space \((\Omega^{(n)}, \mathcal{F}^{(n)}, \mathcal{P}^{(n)})\); \(\mathcal{F}_t^{(n)}\) is the filtration and can be thought of as the history of everything that happens up to time \(t\) (in the \(n\)th model).

Our basic assumption is that for each \(n\), \(N^{(n)}\) has a random intensity process \(\lambda^{(n)} = (\lambda_1^{(n)}, \ldots, \lambda_n^{(n)})\) such that

\[
\lambda_i^{(n)}(t) = Y_i^{(n)}(t)\lambda_0(t)r_i^{(n)}(t)
\]
where \( r^*_i(n)(t) \) is as defined in (2), \( Y_j^{(n)}(t) \) is the at risk process defined by \( Y_j^{(n)}(t) = I_{[S_j^{(n)} \geq t]} \) and \( \lambda_0(t) \) is a unknown but fixed underlying baseline hazard function.

In our study the covariate processes \( X^{(n)}(t) \) and \( Z^{(n)}(t) \) are assumed to be predictable and locally bounded. This assumption holds when \( X^{(n)}(t) \) and \( Z^{(n)}(t) \) are left continuous, with right hand limits and adapted.

By stating that \( N^{(n)} \) has intensity process \( \lambda^{(n)} \), we mean that the processes \( M_i^{(n)}(t) \) defined by

\[
M_i^{(n)}(t) = N_i^{(n)}(t) - \int_0^t \lambda_i^{(n)}(u) du, \quad i = 1, \ldots, n, \quad t \in [0, 1]
\]

are local martingales on the time interval \([0, 1]\). Since the intensity process \( \lambda^{(n)} \) is locally bounded as well, the local martingales (9) are in fact local square integrable martingales.

\[
< M_i^{(n)}, M_i^{(n)} >(t) = \int_0^t \lambda_i^{(n)}(u) du \quad \text{and} \quad < M_i, M_j > = 0, \quad i \neq j,
\]

i.e. \( M_i^{(n)} \) and \( M_j^{(n)} \) are orthogonal when \( i \neq j \).

The nice property of the local martingale is that if \( H_i \) is locally bounded and \( \mathcal{F}_i \)-predictable, then \( \sum_{i=1}^n \int H_i^{(n)}(t) \) is a local square integrable martingale with an easy to calculate covariance processes \( \sum_{i=1}^n \int H_i^2 d < M_i^{(n)} > \). This is one of the key ingredients in establishing asymptotic properties of \( \hat{\beta}_{EP} \).

In the following we shall drop the superscript \((n)\) everywhere. Only \( \beta \) and \( \lambda_0 \) are same in all models (i.e. for each \( n \)). Convergence in probability (\( \overset{p}{\rightarrow} \)) and convergence in distribution (\( \overset{d}{\rightarrow} \)) are always relative to the probability measures \( \mathcal{P}^{(n)} \) parameterized by \( \beta \) and \( \lambda_0 \).

Let \( C(\beta, t) \) be the logarithm of the partial likelihood (3) evaluated at time \( t \), so that according to (8) the partial likelihood (3) for the observed data is

\[
C(\beta, t) = \sum_{i=1}^n \int_0^t \log\{r^*_i(s)\} dN_i(s) - \int_0^t \log\{\sum_{i=1}^n Y_i(s)r^*_i(s)\} d\tilde{N}(s), \tag{11}
\]

where \( \tilde{N} = \sum_{i=1}^n N_i \). As we discussed in Section 1, the induced relative risk function \( r(\beta, t) \) is not known for non-validation set member unless the underlying conditional distribution function \( f_{X|S \geq t, Z}(x) \) is specified. In Section 1, we proposed to estimate \( r(\beta, t) \) empirically for non-validation set member and to draw inference about \( \beta \) from the estimated partial likelihood function (6). Then the proposed estimator \( \hat{\beta}_{EP} \) is the solution to the estimating equation \( \frac{\partial}{\partial \beta} \hat{C}(\beta, 1) = 0 \), where \( \hat{C}(\beta, 1) \) is obtained by substitute \( r^*(\beta, t) \) for \( r(\beta, t) \) in (11). The vector of derivatives \( \hat{U}(\beta, t) \) of \( \hat{C}(\beta, t) \) with respect to \( \beta \) has the form

\[
\hat{U}(\beta, t) = \sum_{i=1}^n \int_0^t \frac{r^*_i(s)}{\hat{r}_i^*(s)} dN_i(s) - \int_0^t \frac{\sum_{i=1}^n Y_i(s)\hat{r}_i^*(s)}{\sum_{i=1}^n Y_i(s)\hat{r}_i^*(s)} \tilde{N}(s),
\]

\[
= \sum_{i=1}^n \int_0^t \Delta(\hat{r}_i^*)(s) dN_i(s) \tag{12}
\]

where \( \hat{r}_i^{*(1)}(s) \) and \( \Delta(\hat{r}_i)(s) \) are defined as

\[
\hat{r}_i^{*(1)}(s) = \frac{\partial}{\partial \beta} \hat{r}_i^*(s)
\]

\[
\Delta(\hat{r}_i)(s) = \frac{\hat{r}_i^{(1)}(s)}{\hat{r}_i^*(s)} - \frac{\sum_{i=1}^n Y_i(s)\hat{r}_i^{(1)}(s)}{\sum_{i=1}^n Y_i(s)\hat{r}_i^*(s)}
\]
From (8) and (9), we can rewrite \( \breve{U}(\beta, t) \) as

\[
\breve{U}(\beta, t) = \sum_{i=1}^{n} \int_{0}^{t} \Delta(\hat{r}_i^*)(s) dM_i(s) + \sum_{i=1}^{n} \int_{0}^{t} \Delta(\hat{r}_i^*)(s) r_i^*(s) Y_i(s) \lambda_0(s) ds
\]

(13)

### 2.2. Further Definitions and Conditions

Some important notation will be defined in this section which will be used in the proofs. First the notation defined in Section 2.1 will be the same. Unless otherwise stated, all limits are taken as \( n \to \infty \), which implies \( n_v \to \infty \) and \( n_0 \to \infty \) as well, where \( n_v \) and \( \bar{v} \) are the number of subjects in validation and non-validation sets, respectively. For a matrix \( A \) or vector \( a \), we define the norm as \( ||A|| = \sup_{i,j} |a_{ij}| \) and \( ||a|| = \sup |a_i| \). For a vector \( a \), define \( |a| = \left( \sum a_i^2 \right)^{\frac{1}{2}} = (a'a)^{\frac{1}{2}} \).

We also write the matrix of \( aa' \) as \( a^\otimes 2 \) and the matrix \( (aa')(aa')' \) as \( a^\otimes 4 \). For the relative risk function \( r^* \) (as well as for \( \hat{r}^*, r, \hat{\beta} \) and \( \hat{r} \)), we let \( r^{*(j)} \) denote the \( j \)th derivative of \( r^* \) with respect to \( \beta, j = 0, 1, 2 \), where \( j = 0 \) represents the function itself.

Some further definitions are:

\[
\breve{S}^{(0)} = \frac{1}{n} \sum_{i=1}^{n} Y_i(t) \hat{r}_i^*(\beta, t)
\]

\[
\breve{S}^{(1)} = \frac{\partial}{\partial \beta} \breve{S}^{(0)} = \frac{1}{n} \sum_{i=1}^{n} Y_i(t) \hat{r}_i^{*\prime}(\beta, t)
\]

\[
\breve{S}^{(2)} = \frac{\partial}{\partial \beta} \breve{S}^{(1)} = \frac{1}{n} \sum_{i=1}^{n} Y_i(t) \hat{r}_i^{*\prime\prime}(\beta, t)
\]

\[
\breve{S}^{(3)} = \frac{1}{n} \sum_{i=1}^{n} Y_i(t) \hat{r}_i^{*\prime\prime}(\beta, t) r_i^*(\beta_0, t)
\]

\[
\breve{S}^{(4)} = \frac{1}{n} \sum_{i=1}^{n} Y_i(t) \left( \frac{\hat{r}_i^{*\prime}(\beta, t)}{\hat{r}_i^*(\beta, t)} \right)^{\otimes 2} r_i^*(\beta_0, t)
\]

\[
\breve{S}^{(5)} = \frac{1}{n} \sum_{i=1}^{n} Y_i(t) \left( \frac{\hat{r}_i^{*\prime}(\beta, t)}{\hat{r}_i^*(\beta, t)} \right)^{\otimes 2} r_i^*(\beta_0, t)
\]

\[
\breve{S}^{(6)} = \frac{1}{n} \sum_{i=1}^{n} Y_i(t) \left( \frac{\hat{r}_i^{*\prime\prime}(\beta, t)}{\hat{r}_i^*(\beta, t)} \right)^{\otimes 4} r_i^*(\beta_0, t)
\]

\[
\breve{S}^{(7)} = \frac{1}{n} \sum_{i=1}^{n} Y_i(t) \hat{r}_i^{*\prime\prime}(\beta, t) r_i^*(\beta_0, t)
\]

We define \( \breve{S}^{(j)}(\beta, t) \) as the corresponding functions with \( r^*(\beta, t) \) substituted for \( \hat{r}^*(\beta, t) \) in the above \( \breve{S}^{(j)}(\beta, t), j = 0, 1, 2, \cdots, 7 \). Also, we define

\[
\breve{s}^{(0)} = E(Y(t)r^*(\beta, t))
\]

\[
\breve{s}^{(1)} = E(Y(t)\hat{r}^{*\prime}(\beta, t))
\]

\[
\breve{s}^{(2)} = E(Y(t)\hat{r}^{*\prime\prime}(\beta, t))
\]

\[
\breve{s}^{(3)} = E(Y(t) \frac{\hat{r}^{*\prime\prime}(\beta, t)}{r^*(\beta, t)} r^*(\beta_0, t))
\]
\[ s^{(4)} = E(Y(t) \frac{r^{(1)}(\beta, t)}{r^{*}(\beta, t)})^2 r^{*}(\beta, t)) \]
\[ s^{(5)} = E(Y(t) \frac{r^{(2)}(\beta, t)}{r^{*}(\beta, t)})^2 r^{*}(\beta, t)) \]
\[ s^{(6)} = E(Y(t) \frac{r^{(1)}(\beta, t)}{r^{*}(\beta, t)})^4 r^{*}(\beta, t)) \]
\[ s^{(7)} = E(Y(t) \frac{r^{(1)}(\beta, t)}{r^{*}(\beta, t)}) r^{*}(\beta, t)) \]

and

\[
\Sigma = \int_0^1 \left[ \frac{s^{(4)}(\beta_0, \omega)}{s^{(0)}(\beta_0, \omega)} - \left( \frac{s^{(1)}(\beta_0, \omega)}{s^{(0)}(\beta_0, \omega)} \right)^2 \right] s^{(0)}(\beta_0, \omega) \lambda_0(\omega) d\omega \tag{14}
\]

\[
\Sigma_1 = \int_0^1 \left[ E \left( \frac{Y_i(\omega) \bar{r}^{(1)}(\beta_0, \omega)}{\bar{r}_i(\beta_0, \omega)} \right)^2 - \frac{s^{(1)}(\beta_0, \omega)^2}{s^{(0)}(\beta_0, \omega)} \right] \lambda_0(\omega) d\omega \tag{15}
\]

\[
\Sigma_2 = E \left\{ \int_0^1 \left( \frac{r_j^{(1)}(\beta_0, \omega)}{r_j(\beta_0, \omega)} - \frac{s^{(1)}(\beta_0, \omega)}{s^{(0)}(\beta_0, \omega)} \right) dM_j(\omega) - \frac{1 - \rho}{\rho} Q_j \right\}^2 \tag{16}
\]

\[
Q_j^5 = \frac{1}{\bar{v}} \sum_{j=1}^{\bar{v}} \int_0^1 \Delta(\bar{r}_i(\beta_0, \omega)) \frac{Y_i(\omega)Y_j(\omega)I[Z_i=Z_j]}{p_{z_i} H_{z_j}} \times [r_j(\beta_0, \omega) - \bar{r}_j(\beta_0, \omega)] \lambda_0(\omega) d\omega
\]

\[
Q_j = \int_0^1 \left( \frac{\bar{r}^{(1)}(\beta_0, \omega)}{\bar{r}_j(\beta_0, \omega)} - \frac{s^{(1)}(\beta_0, \omega)}{s^{(0)}(\beta_0, \omega)} \right) Y_j(\omega) \times (r_j(\beta_0, \omega) - \bar{r}_j(\beta_0, \omega)) \lambda_0(\omega) d\omega
\]

We also define \( \rho = \lim_{n \to \infty} \frac{n_k}{n} \) and

\[
H_x(t) = \text{Prob}(Y(t) = 1|Z = z)
\]

The following list of conditions will be assumed to hold throughout this chapter. There are a number of redundancies in them, and not all conditions are needed for every result, but in this way we hope to avoid too many technical distractions in the theorems and their proofs. Further discussion is deferred till Section 2.5.

(A) \( \int_0^1 \lambda_0(t) dt < \infty \)

(B) \( P(Y(1) = 1|Z = z_k) > 0 \quad k = 1, 2, \ldots, q \)

(C) There exists an open subset \( B \), containing \( \beta_0 \), of the Euclidean p space \( \mathbb{E}^p \). \( r^{(2)}(\beta, t) \) exists and is continuous on \( B \) for each \( t \in [0, 1] \), uniformly in \( t \), and \( \bar{r}(\beta, t) \) is bounded away from 0 on \( B \times [0, 1] \). \( \Sigma(\beta_0) \) is positive definite.

(D) \[
E\{\sup_{B \times [0, 1]} |Y(t) r^{(j)}(\beta, t)|\} < \infty \quad j = 0, 1, 2
\]
\[ E\{\sup_{B \times [0,1]}|Y(t)(\frac{r^{(1)}(\beta, t)}{r^{*}(\beta, t)})^{2j}r^{*}(\beta_0, t)|\} < \infty \quad j = 1, 2 \]

\[ E\{\sup_{B \times [0,1]}|Y(t)(\frac{r^{(2)}(\beta, t)}{r^{*}(\beta, t)})^{\delta_1}r^{*}(\beta_0, t)|\} < \infty \quad j = 1, 2 \]

(E)

\[ \sup_{0 \leq t \leq 1}|Z^{(K)}_v(t)| = O_p(1) \text{ as } K = 0, 1 \]

where

\[ Z^{(K)}_v(t) \equiv \sqrt{V} \left\{ \frac{1}{v} \sum_{i=1}^{v} I_{[Y_i=1, Z_i=v]}r^{(K)}_i(\beta, t) - E(I_{[Y(t)=1, Z=v]}r^{(K)}(\beta, t)) \right\} \quad K = 0, 1 \]

Note that the partial derivative conditions on \( r^{(j)} \) are satisfied by \( s^{(j)}, S^{(j)}, \tilde{S}^{(j)} \) and \( \tilde{r}'s \) as well under regularity conditions. Even though we list condition (E) as one of our assumptions, it is actually fulfilled in a general setting.

2.3. Outline of The Proofs of Asymptotic Theory

Since we define \( \hat{\beta}_{EPL} \) as the solution of \( \hat{U}(\beta, 1) = 0 \), a Taylor expansion of \( \hat{U}(\beta, 1) \) about \( \beta_0 \) evaluated at \( \hat{\beta}_{EPL} \) gives

\[ n^{-\frac{1}{2}} \hat{U}(\beta_0, 1) = \{-n^{-1} \frac{\partial}{\partial \beta_*} \hat{U}(\beta_0, 1)\}n^{\frac{1}{2}}(\hat{\beta}_{EPL} - \beta_0) \tag{17} \]

where \( \beta_* \) is between \( \hat{\beta} \) and \( \beta_0 \). Therefore to prove asymptotic normality of \( n^{\frac{1}{2}}(\hat{\beta}_{EPL} - \beta_0) \) it is sufficient to show

\[ n^{-\frac{1}{2}} \hat{U}(\beta_0, 1) \xrightarrow{d} N(0, \rho \Sigma_1 + (1 - \rho) \Sigma_2) \text{ as } n \to \infty \]

\[ -n^{-\frac{1}{2}} \frac{\partial}{\partial \beta_*} \hat{U}(\beta_0, 1) \xrightarrow{p} \Sigma \text{ as } n \to \infty \]

where \( \Sigma, \Sigma_1, \Sigma_2 \) and \( \rho \) will be defined later. The difficulty in proving the weak convergence of \( n^{-\frac{1}{2}} \hat{U}(\beta_0, 1) \) is that the second component in (13) does not disappear as in Andersen & Gill (1982) and Prentice & Self (1983). Therefore we cannot write \( \hat{U}(\beta, t) \) as a simple summation of local martingales. Martingale theory which is useful for inference with partial likelihood cannot be invoked here with EPL. In fact the existence of the second component here makes it impossible to write (13) as a summation of uncorrelated terms. In Section 3 we'll give a proof to show that \( n^{-\frac{1}{2}} \hat{U}(\beta_0, 1) \) still converges to a normal process.

Existence of a unique consistent solution to the EPL equations is obtained as a consequence of the Inverse Function Theorem (Rudin, 1964). Roughly speaking, the Inverse Function Theorem states that a continuously differentiable mapping \( f \) is invertible in a neighbourhood of any point \( x \) at which the linear transformation \( f^{(1)}(x) \) is invertible.

\( \hat{\beta}_{EPL} \) is the value at 0 of the inverse function \( \frac{1}{n} \hat{U}^{-1} : E^p \to B \), where \( B \) is an open subset of Euclidean \( p \) space \( E^p \) and \( \beta_0 \) is contained in \( B \). In Section 2.3 \( \frac{1}{n} \hat{U}^{-1} \) is shown to be well defined in an open neighborhood about zero with probability going to one, and \( \frac{1}{n} \hat{U}(0)^{-1} \) is shown to be a consistent estimate of \( \beta \).
3. CONSISTENCY OF $\hat{\beta}_{EPL}$

This section is divided into 2 subsections. In Section 3.1, the preliminary results are given. The consistency theorem is stated and proved in Section 3.2. The principal tool in proving consistency of $\hat{\beta}_{EPL}$ is the Inverse Function Theorem. There are several forms of the Theorem. One form of the theorem is given in Theorem 2.2(Rudin, 1964) for ease of reference. Theorem 1 is an important theorem given by Anderson and Gill(1982). Theorem 5 is the main theorem that states the existence and uniqueness of consistent estimator of $\beta$. Theorem 3, 4 and Lemma 1 - 4 are the preliminaries for Lemma 5. Note that stability results in Theorem 3, 4 and asymptotic regularity results in Lemma 1 will also be useful in the asymptotic distribution proof. An analogous proof of consistency with standard likelihood function can be found in Foutz(1977).

3.1. Preliminary Results

The following result which is due to Anderson & Gill will be used below.

**Theorem 1** Let $X; X_1, \ldots$, be iid random elements of $D_E[0, 1]$ (endowed with the Skorohod topology) where elements of $D_E[0, 1]$ are right continuous functions on $[0, 1]$ with left hand limits taking values in a separable Banach space $E$ (rather than the usual $\Re$). Suppose that

$$E(||X||) = E\sup_{t \in [0,1]} ||X(t)|| < \infty$$

For each $n$, let $t_1^{(n)} \geq \cdots \geq t_n^{(n)}$ be fixed time instants in $[0, 1]$. Let $y_i^{(n)} = I_{[t_i^{(n)}, 1]}$ and suppose that there exists a distribution function $y$ such that, on $[0, 1],$

$$\frac{1}{n} \sum_{i=1}^{n} y_i^{(n)} - y \rightarrow 0 \text{ as } n \rightarrow \infty$$

Then

$$\frac{1}{n} \sum_{i=1}^{n} X_i y_i^{(n)} - E X y \rightarrow 0 \text{ as } n \rightarrow \infty$$

The proof of Theorem 1 can be seen in Anderson and Gill(1982, Theorem III.1).

**Theorem 2 (The Inverse Function Theorem)** Suppose $f$ is a mapping from an open set $\Theta$ in $E^r$ into $E^r$, the partial derivatives of $f$ exist and are continuous on $\Theta$, and the matrix of derivatives $f'(\theta^*)$ has inverse $f'(\theta^*)^{-1}$ for some $\theta^* \in \Theta$. Write

$$\lambda = 1/(4||f'(\theta^*)^{-1}||).$$

Use the continuity of the elements of $f'(\theta^*)$ to fix a neighborhood $U_{\delta}$ of $\theta^*$ of sufficiently small radius $\delta > 0$ to insure $||f'(\theta) - f'(\theta^*)|| < 2\lambda$, whenever $\theta \in U_{\delta}$. Then (a) for every $\theta_1, \theta_2$ in $U_{\delta},$

$$|f'(\theta_1) - f'(\theta_2)| \geq 2\lambda|\theta_1 - \theta_2|,$$

and (b) the image set $f(U_{\delta})$ contains the open neighborhood with radius $\lambda \delta$ about $f(\theta^*)$.

Conclusion (a) insures that $f$ is one-to-one on $U_{\delta}$ and that $f^{-1}$ is well defined on the image set $f(U_{\delta})$. The theorem is proved in this form in Rudin( 1964, p193).
Theorem 3

\[ \sup_{\beta \in [0,1]} \| \hat{r}(\beta, t) - r(\beta, t) \| \rightarrow 0 \text{ a.s.} \]

\[ \sup_{\beta \in [0,1]} \| \hat{r}^*(\beta, t) - r^*(\beta, t) \| \rightarrow 0 \text{ a.s.} \]

**PROOF:**

\[ \hat{r}^*(\beta, t) = \frac{\frac{1}{v} \sum_{i=1}^{v} I_{[Y(t)=1, Z_i=z]} r_{i}(\beta, t)}{\frac{1}{v} \sum_{i=1}^{v} I_{[Y(t)=1, Z_i=z]} } = \frac{A}{B} \]

Since \( Y, X \) and \( Z \) are left continuous processes with right hand limits, if we reverse the time axis, we can consider \( I_{[Y(t)=1, Z_i=z]} r_{i}(\beta, t) \) and \( I_{[Y(t)=1, Z_i=z]} \) as random elements of \( D[0,1] \), where the elements of \( D[0,1] \) take values in Banach space of continuous function on \( B \). This is also a separable Banach space if we endow this space of functions with the supremum norm. Then by Result 1 and noticing that

\[ E\{\sup_{[0,1]} I_{[Y(t)=1, Z_i=z]} \} < \infty \]

we have

\[ \sup_{\beta \in [0,1]} \| B - b \| \overset{P}{\rightarrow} 0 \]  \hspace{1cm} (18)

where \( b = E(I_{[Y(t)=1, Z_i=z]} r_{i}(\beta, t)) = P(Y(t) = 1|Z = z) P(Z = z) = p_z H_z(t) \). Note also that condition (D) implies that

\[ E\{\sup_{\beta \in [0,1]} I_{[Y(t)=1, Z_i=z]} r(\beta, t) \} < \infty \]

Hence

\[ \sup_{\beta \in [0,1]} \| A - a \| \overset{P}{\rightarrow} 0 \]  \hspace{1cm} (19)

where \( a = E(I_{[Y(t)=1, Z_i=z]} r(\beta, t)) = \hat{r}(\beta, t) P_z H_z(t) \). By Condition (B), we have \( b > 0 \). Also notice that \( \hat{r}(\beta, t), (18) \) and \( (19) \), we have

\[ \sup_{\beta \in [0,1]} \| \hat{r}(\beta, t) - r(\beta, t) \| \overset{P}{\rightarrow} 0 \]  \hspace{1cm} (20)

Since \( \hat{r}^*(\beta, t) = r_{i}(\beta, t) I_{[v]} + \hat{r}_{i}(\beta, t) I_{[e]} \), so \( (20) \) implies

\[ \sup_{\beta \in [0,1]} \| \hat{r}^*(\beta, t) - r^*(\beta, t) \| \overset{P}{\rightarrow} 0. \]

The same argument works for \( \hat{r}^{(1)}(\beta, t) \) and \( \hat{r}^{(2)}(\beta, t) \). \( \Box \)

**Theorem 4**

\[ \sup_{\beta \in [0,1]} \| \hat{S}(j) - S(j) \| \overset{P}{\rightarrow} 0 \]

\[ \sup_{\beta \in [0,1]} \| S(j) - s(j) \| \overset{P}{\rightarrow} 0 \]

\[ \sup_{\beta \in [0,1]} \| \hat{S}(j) - s(j) \| \overset{P}{\rightarrow} 0 \]

where \( j = 0, 1, \ldots, 6 \).

**Lemma 1** \( s^{(j)}(\beta, t), j = 0, 1, 2, \ldots, 6, 7 \) are continuous functions of \( \beta \in B \), uniformly in \( t \in [0,1] \), \( s^{(j)} \), \( j = 0, 1, 2, \ldots, 6, 7 \), are bounded on \( B \times [0,1] \); \( s^{(0)}(\beta, t) \) is bounded away from zero on \( B \times [0,1] \).

**Lemma 2**

\[ \sup_{\beta \in B} \left| \frac{1}{n} \frac{1}{\partial \beta} \hat{U}(\beta, 1) - (-\Sigma(\beta)) \right| \overset{P}{\rightarrow} 0 \]
Lemma 3

\[ \frac{1}{n} \hat{U}(\beta_0, 1) \overset{p}{\to} 0 \text{ as } n \to \infty \]

The proofs of Theorem 4, Lemma 1, 2 and 3 are given in Appendix A.

3.2. Consistency of \( \hat{\beta}_{EPL} \)

**Theorem 5 (Consistency Theorem)** There exists a sequence \( \{ \hat{\beta}_n \} \) such that \( \hat{U}_n(\hat{\beta}_n) = 0 \) with probability going to one as \( n \to \infty \) and

\[ \hat{\beta}_n \overset{p}{\to} \beta_0 \]

If \( \{ \hat{\beta}_n \} \) also satisfies the above conditions then \( \hat{\beta}_n = \tilde{\beta}_n \) with probability going to one as \( n \to \infty \).

**Proof:** By Condition (C), \( -\Sigma(\beta_0) \) is negative definite, we may define \( \lambda = \frac{1}{4\|\Sigma^{-1}(\beta_0)\|} \). Choose \( \delta \) sufficiently small that \( \|\Sigma(\beta_0) - \Sigma(\beta)\| < \frac{\delta}{2} \) whenever \( |\beta - \beta_0| < \delta \) and that the uniform convergence of \( \frac{1}{n} \partial_{\beta} \hat{U}(\beta) \) to \( -\Sigma(\beta) \) proved in Lemma 2 holds for \( |\beta - \beta_0| < \delta \). As in Theorem 2.2, call the neighborhood of \( \beta_0 \) with radius \( \delta \) as \( U_\delta \).

Also since \( \frac{1}{n} \partial_{\beta} \hat{U}(\beta_0) \) converges to \( -\Sigma(\beta_0) \) in probability, it ensures that \( \frac{1}{n} \partial_{\beta} \hat{U}(\beta_0) \) is negative definite with probability going to one. Let \( \lambda_n = \frac{1}{4\|\Sigma^{-1}(\beta_0)\|} \) whenever \( \frac{1}{n} \partial_{\beta} \hat{U}(\beta) \) is negative definite. Then \( \lambda_n \overset{p}{\to} \lambda \). Hence we have

\[
\| \frac{1}{n} \partial_{\beta} \hat{U}(\beta) - \frac{1}{n} \partial_{\beta} \hat{U}(\beta_0) \| \leq \| \frac{1}{n} \partial_{\beta} \hat{U}(\beta) - (-\Sigma(\beta)) \|
+ \| \Sigma(\beta) - \Sigma(\beta_0) \| + \| -\Sigma(\beta_0) - \frac{1}{n} \partial_{\beta} \hat{U}(\beta_0) \|
\]

\[
< \lambda \delta
\]

with probability going to one as \( n \to \infty \) if \( |\beta - \beta_0| < \delta \). By the Inverse Function Theorem stated in Theorem 2.2 \( \frac{1}{n} \hat{U} \) is a one-to-one function from \( U_\delta \) on to \( \frac{1}{n} \hat{U}(U_\delta) \) and the image set \( \frac{1}{n} \hat{U}(U_\delta) \) contains the open neighborhood of radius \( \lambda_n \delta \) about \( \frac{1}{n} \hat{U}(\beta_0) \) with probability going to one.

By Lemma 3 we can see that \( 0 \in \hat{U}(U_\delta) \) with probability going to 1. Also we have that \( |\frac{1}{n} \hat{U}(\beta_0) - 0| < \frac{\delta}{2} \) with probability going to one as \( n \to \infty \).

Consider the inverse function \( \frac{1}{n} \hat{U}^{-1} : \frac{1}{n} \hat{U}(U_\delta) \to U_\delta \). It is well defined when \( \frac{1}{n} \hat{U} \) is one-to-one, i.e. with probability going to one, since \( 0 \in \hat{U}(U_\delta) \) with probability going to one we may conclude: (A) the root, \( \frac{1}{n} \hat{U}^{-1}(0) \), of the estimating equation exists in \( U_\delta \) with probability going to one; (B) since \( \delta \) may be taken arbitrarily small, \( \frac{1}{n} \hat{U}^{-1}(0) \) converges in probability to \( \beta_0 \); (C) by one-to-one-ness of \( \frac{1}{n} \hat{U} \) on \( U_\delta \), any other sequence \( \{ \hat{\beta} \} \) of roots to \( \hat{U}(\beta) = 0 \) necessarily lies outside of \( U_\delta \) with probability going to 1 which implies that the sequence does not converge to \( \beta_0 \). Therefore \( \hat{\beta}_{EPL} = \frac{1}{n} \hat{U}^{-1}(0) \) is a unique consistent estimator of \( \beta_0 \). □

4. ASYMPTOTIC NORMALITY OF \( \hat{\beta}_{EPL} \)

There are three subsection in this section: Section 4.1 presents the preliminary results. Section 4.2 proves the asymptotic normality of \( \hat{\beta}_{EPL} \) and a consistent asymptotic covariance matrix estimate is given in Section 4.3.
The asymptotic normality of $\hat{\beta}_{EPL}$ is obtained through three main theorems. In Theorem 6, the $n^{-\frac{1}{2}}\hat{U}(\beta_0, 1)$ is shown to be equivalent in probability to two independent summations. Theorem 7 further develops the asymptotic distribution of $n^{-\frac{1}{2}}\hat{U}(\beta_0, 1)$. Recall that the second task in showing asymptotic normality of $\hat{\beta}_{EPL}$ is to show

$$-n^{-\frac{1}{2}} \frac{\partial}{\partial \beta} \hat{U}(\beta, 1)|_{\beta = \beta^*} \xrightarrow{p} \Sigma(\beta_0).$$

This is done in Theorem 8. The main difficulty lies in proving Theorem 6, where we establish five preliminary lemmas for the proof. Lemma 4 - 8 are given in the preliminary section and the proofs of the Lemmas can be found in Appendix B.

4.1. Preliminary Results

Lemma 4

$$n^{-\frac{1}{2}} \sum_{i=1}^{n} \int_{0}^{1} (r_i^{(K)}(\beta_0, \omega) - r_i^{(K)}(\beta_0, \omega))^2 Y_i(\omega) r_i^*(\beta_0, \omega) \lambda_0(\omega) d\omega \xrightarrow{p} 0 \quad K = 0, 1$$

$$n^{-\frac{1}{2}} \sum_{i=1}^{n} \int_{0}^{1} (\hat{S}(\beta_0, \omega) - S^{(K)}(\beta_0, \omega))^2 Y_i(\omega) r_i^*(\beta_0, \omega) \lambda_0(\omega) d\omega \xrightarrow{p} 0 \quad K = 0, 1$$

Lemma 5

$$n^{-\frac{1}{2}} \sum_{i=1}^{n} \int_{0}^{1} \Delta(\hat{r}_i(\beta_0, \omega)) Y_i(\omega) r_i^*(\beta_0, \omega) \lambda_0(\omega) d\omega$$

$$\xrightarrow{p} -n^{-\frac{1}{2}} \sum_{i=1}^{n} \int_{0}^{1} \Delta(r_i^*(\beta_0, \omega)) Y_i(\omega)(\hat{r}_i^*(\beta_0, \omega) - r_i^*(\beta_0, \omega)) \lambda_0(\omega) d\omega$$

(21)

Lemma 6

$$-n^{-\frac{1}{2}} \sum_{i=1}^{n} \int_{0}^{1} \Delta(r_i^*(\beta_0, \omega)) Y_i(\omega)(\hat{r}_i^*(\beta_0, \omega) - r_i^*(\beta_0, \omega)) \lambda_0(\omega) d\omega$$

$$\xrightarrow{p} -n^{-\frac{1}{2}} \sum_{i=1}^{n} \int_{0}^{1} \Delta(\hat{r}_i(\beta_0, \omega)) Y_i(\omega)$$

$$\times \frac{1}{\nu} \sum_{j=1}^{v} I_{[Z_j=Z_i]} Y_j(\omega)(r_j(\beta_0, \omega) - \hat{r}_i(\beta_0, \omega)) \lambda_0(\omega) d\omega$$

Lemma 7

$$n^{-\frac{1}{2}} \int_{0}^{1} \left( \frac{\hat{S}^{(1)}(\beta_0, \omega)}{\hat{S}^{(0)}(\beta_0, \omega)} - \frac{s^{(1)}(\beta_0, \omega)}{s^{(0)}(\beta_0, \omega)} \right) d\tilde{M}(\omega) \xrightarrow{p} 0$$

$$n^{-\frac{1}{2}} \int_{0}^{1} \left( \frac{\hat{S}^{(1)}(\beta_0, \omega)}{\hat{S}^{(0)}(\beta_0, \omega)} - \frac{s^{(1)}(\beta_0, \omega)}{s^{(0)}(\beta_0, \omega)} \right) d\tilde{M}(\omega) \xrightarrow{p} 0$$

Lemma 8

$$-n^{-\frac{1}{2}} \frac{\tilde{v}}{\nu} \sum_{j=1}^{v} (Q_j^\nu - Q_j) \xrightarrow{p} 0$$

where $Q_j$ and $Q_j^\nu$ are as defined in Section 2.2.1.
4.2. Asymptotic Normality of $\hat{\beta}_{EPL}$

Now we are ready to prove the asymptotic normality of $\hat{\beta}_{EPL}$.

**Theorem 6**

$$n^{-\frac{1}{2}} \tilde{U}(\beta_0, 1) \overset{p}{\to} n^{-\frac{1}{2}} \sum_{i=1}^{n} \int_{0}^{1} \left( \frac{r_i^{*(1)}(\beta_0, \omega)}{r_{i}^{*}(\beta_0, \omega)} - \frac{s^{(1)}(\beta_0, \omega)}{s^{(0)}(\beta_0, \omega)} \right) dM_i(\omega) - n^{-\frac{1}{2}} \sum_{i=1}^{\tilde{v}} \tilde{Q}_j$$

where $Q_j$ is defined as in Section 2.2.1.

**PROOF OF THEOREM 6:**

$$n^{-\frac{1}{2}} \tilde{U}(\beta_0, 1) = n^{-\frac{1}{2}} \sum_{i=1}^{n} \int_{0}^{1} \left( \frac{r_i^{*(1)}(\beta_0, \omega)}{r_{i}^{*}(\beta_0, \omega)} - \frac{s^{(1)}(\beta_0, \omega)}{s^{(0)}(\beta_0, \omega)} \right) dM_i(\omega) + n^{-\frac{1}{2}} \sum_{i=1}^{n} \int_{0}^{1} \left( \frac{r_i^{*(1)}(\beta_0, \omega)}{r_{i}^{*}(\beta_0, \omega)} - \frac{s^{(1)}(\beta_0, \omega)}{s^{(0)}(\beta_0, \omega)} \right) Y_i(\omega) r_{i}^{*}(\beta_0, \omega) \lambda_0(\omega) d\omega \quad (22)$$

Note that

$$W(t) = n^{-\frac{1}{2}} \sum_{i=1}^{n} \int_{0}^{t} \left( \frac{r_i^{*(1)}(\beta_0, \omega)}{r_{i}^{*}(\beta_0, \omega)} - \frac{s^{(1)}(\beta_0, \omega)}{s^{(0)}(\beta_0, \omega)} \right) dM_i(\omega)$$

is a local Martingale with covariance at $t = 1$

$$< W > (1) = \int_{0}^{1} \sum_{i=1}^{n} \frac{1}{n} \left( \frac{r_i^{*(1)}(\beta_0, \omega)}{r_{i}^{*}(\beta_0, \omega)} - \frac{s^{(1)}(\beta_0, \omega)}{s^{(0)}(\beta_0, \omega)} \right)^2 Y_i(\omega) r_{i}^{*}(\beta_0, \omega) \lambda_0(\omega) d\omega$$

$$= \int_{0}^{1} \frac{1}{n} \sum_{i=1}^{\tilde{v}} \left( \frac{r_i^{*(1)}(\beta_0, \omega)}{r_{i}^{*}(\beta_0, \omega)} - \frac{s^{(1)}(\beta_0, \omega)}{s^{(0)}(\beta_0, \omega)} \right)^2 Y_i(\omega) r_{i}^{*}(\beta_0, \omega) \lambda_0(\omega) d\omega$$

$$= \int_{0}^{1} \sum_{k=1}^{q} \left( \frac{r_{z_k}^{*(1)}(\beta_0, \omega)}{r_{z_k}^{*}(\beta_0, \omega)} - \frac{s^{(1)}(\beta_0, \omega)}{s^{(0)}(\beta_0, \omega)} \right)^2 r_{z_k}(\beta_0, \omega)$$

$$\times \frac{1}{n} \sum_{i=1}^{\tilde{v}} I_{[Z_i = z_k]} Y_i(\omega) \lambda_0(\omega) d\omega$$

$$\overset{P}{\to} 0$$

by Theorem 3 and the fact that $\frac{1}{n} \sum_{i=1}^{\tilde{v}} I_{[Z_i = z_k]} Y_i(\omega)$ converges to $(1 - \rho)p_{z_k}H_{z_k}(\omega)$ uniformly in $\omega$ and Condition A. Hence $W(\cdot) \overset{P}{\to} 0$ by Lenglart Inequality. The above result together with Theorem 4, the first term of (22) equals to

$$n^{-\frac{1}{2}} \sum_{i=1}^{n} \int_{0}^{1} \left( \frac{r_i^{*(1)}(\beta_0, \omega)}{r_{i}^{*}(\beta_0, \omega)} - \frac{s^{(1)}(\beta_0, \omega)}{s^{(0)}(\beta_0, \omega)} \right) dM_i(\omega)$$

in probability.
The second term in (22) by Lemma 6

\[
-n^{-\frac{1}{2'}} \sum_{i=1}^{\tilde{v}} \int_{0}^{1} \left( \frac{r_i^{(1)}(\beta_0, \omega)}{\tilde{r}_i(\beta_0, \omega)} - \frac{s^{(1)}(\beta_0, \omega)}{s^{(0)}(\beta_0, \omega)} \right) Y_i(\omega) d\omega \\
\times \frac{1}{v} \sum_{j=1}^{v} I_{Z_j = Z_i} Y_j(\omega) \frac{(r_j(\beta_0, \omega) - \tilde{r}_j(\beta_0, \omega))}{PZ_i H Z_i(\omega)} \lambda_0(\omega) d\omega + o_p(1)
\]

\[
= \frac{n^{-\frac{1}{2'}}}{v} \sum_{j=1}^{v} Q_j + o_p(1)
\]

Furthermore by Lemma 8, the Theorem holds. □

**Theorem 7**

\[
n^{-\frac{1}{2'}} \hat{U}(\beta_0, 1) \xrightarrow{D} N_p(0, (1 - \rho) \Sigma_1 + \rho \Sigma_2)
\]

where the variance-covariance matrices \( \Sigma_1 \) and \( \Sigma_2 \) are as defined in (15) and (16).

**Proof:** From Theorem 6, we have

\[
n^{-\frac{1}{2'}} \hat{U}(\beta_0, 1) = n^{-\frac{1}{2'}} \sum_{i=1}^{\tilde{v}} \int_{0}^{1} \left( \frac{r_i^{(1)}(\beta_0, \omega)}{\tilde{r}_i(\beta_0, \omega)} - \frac{s^{(1)}(\beta_0, \omega)}{s^{(0)}(\beta_0, \omega)} \right) dM_i(\omega) \\
+ n^{-\frac{1}{2'}} \sum_{j=1}^{v} \left[ \int_{0}^{1} \left( \frac{r_j^{(1)}(\beta_0, \omega)}{r_j(\beta_0, \omega)} - \frac{s^{(1)}(\beta_0, \omega)}{s^{(0)}(\beta_0, \omega)} \right) dM_i(\omega) - \frac{\tilde{v}}{v} Q_j \right] + o_p(1) \quad (23)
\]

The first term and the second term on the right hand side are independent. By the martingale central limit theorem, the first term in (23) converges weakly to a continuous normal process. The covariance process of this normal process evaluated at \( t = 1 \) is \((1 - \rho) \Sigma_1 \). i.e.

\[
< W > (t) = \int_{0}^{t} n^{-1} \sum_{i=1}^{\tilde{v}} \left( \frac{r_i^{(1)}(\beta_0, \omega)}{\tilde{r}_i(\beta_0, \omega)} - \frac{s^{(1)}(\beta_0, \omega)}{s^{(0)}(\beta_0, \omega)} \right)^2 Y_i(\omega) d\omega \\
\xrightarrow{P} (1 - \rho) \int_{0}^{t} \left[ E \left( \frac{r_i^{(1)}(\beta_0, \omega)}{\tilde{r}_i(\beta_0, \omega)} - \frac{s^{(1)}(\beta_0, \omega)}{s^{(0)}(\beta_0, \omega)} \right)^2 Y_i(\omega) \right] \lambda_0(\omega) d\omega
\]

\[
< W > (1) \equiv (1 - \rho) \Sigma_1
\]

The second term in \( n^{-\frac{1}{2'}} \hat{U}(\beta_0, 1) \) is also a summation of iid terms from subjects in the validation sample. By the Central Limit Theorem, it converges to a normal distribution with mean

\[
E \left\{ \int_{0}^{1} \left( \frac{r_j^{(1)}(\beta_0, \omega)}{r_j(\beta_0, \omega)} - \frac{s^{(1)}(\beta_0, \omega)}{s^{(0)}(\beta_0, \omega)} \right) dM_j(\omega) - \frac{\tilde{v}}{v} Q_j \right\} \quad (24)
\]

and covariance

\[
\rho \text{Var} \left\{ \int_{0}^{1} \left( \frac{r_j^{(1)}(\beta_0, \omega)}{r_j(\beta_0, \omega)} - \frac{s^{(1)}(\beta_0, \omega)}{s^{(0)}(\beta_0, \omega)} \right) dM_j(\omega) - \frac{1 - \rho}{\rho} Q_j \right\} \quad (25)
\]
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The first term in the mean expression (25) is a local martingale and expected value of a local martingale is zero. The second term is also zero, since

\[
E \left\{ -\frac{\bar{v}}{\hat{v}} Q_j \right\} = -\frac{\bar{v}}{\hat{v}} E \int_0^1 Y_j(\omega)(r_j(\beta_0, \omega) - \tilde{r}_j(\beta_0, \omega)) \left( \frac{s^{(1)}(\beta_0, \omega)}{\tilde{r}_j(\beta_0, \omega)} - \frac{s^{(1)}(\beta_0, \omega)}{s^{(0)}(\beta_0, \omega)} \right) \lambda_0(\omega) d\omega
\]

\[
= -\frac{\bar{v}}{\hat{v}} E \int_0^1 E \left\{ \left( \frac{s^{(1)}(\beta_0, \omega)}{\tilde{r}_j(\beta_0, \omega)} - \frac{s^{(1)}(\beta_0, \omega)}{s^{(0)}(\beta_0, \omega)} \right) \right. \\
\times E \left[ Y_j(\omega)r_j(\beta_0, \omega) - Y_j(\omega)\tilde{r}_j(\beta_0, \omega) | Y_j(\omega) = 1, Z_j = z_j \right] \lambda_0(\omega) d\omega
\]

\[
\equiv 0
\]

The covariance matrix can be expressed as

\[
\rho \Sigma_2 \equiv \rho E \left\{ \int_0^1 \left( \frac{s^{(1)}(\beta_0, \omega)}{r_j(\beta_0, \omega)} - \frac{s^{(1)}(\beta_0, \omega)}{s^{(0)}(\beta_0, \omega)} \right) dM_j(\omega) - \frac{1 - \rho}{\rho} Q_j \right\} ^2.
\]

Since the two terms in \( n^{-1/2} \hat{U}(\beta_0, \omega) \) are from the validation and non-validation sets respectively the limiting distribution of \( n^{-1/2} \hat{U}(\beta_0, \omega) \) is normal with mean zero and covariance matrix \((1 - \rho) \Sigma_1 + \rho \Sigma_2\), where \( \Sigma_1 \) and \( \Sigma_2 \) are as defined in (15) and (16). \( \Box \)

The second step in proving the asymptotic normality of \( n^{1/2} (\hat{\beta}_{EPL} - \beta_0) \) is to show that \( -n^{-1} \frac{\partial}{\partial \beta} \hat{U}(\beta, \cdot) |_{\beta = \beta^*} \) converges to some positive definite quantity. The theorem below gives the limit of \( -n^{-1} \frac{\partial}{\partial \beta} \hat{U}(\beta, \cdot) |_{\beta = \beta^*} \).

**Theorem 8**

\[-n^{-1} \frac{\partial}{\partial \beta} \hat{U}(\beta, 1) |_{\beta = \beta^*} \xrightarrow{p} \Sigma(\beta_0) \text{ as } n \to \infty\]

where \( \beta^* \) lies between \( \hat{\beta}_{EPL} \) and \( \beta_0 \), and \( \Sigma(\beta_0) \) is positive definite.

**Proof:** Recall from Lemma 2 that \( -n^{-1} \frac{\partial}{\partial \beta} \hat{U}(\beta, 1) \xrightarrow{p} \Sigma(\beta) \) for any \( \beta \in B \) and that \( \Sigma(\beta_0) \) is positive definite, where

\[
\Sigma(\beta_0) = \int_0^1 \left[ \frac{s^{(2)}(\beta_0, \omega)}{s^{(0)}(\beta_0, \omega)} - \left( \frac{s^{(1)}(\beta_0, \omega)}{s^{(0)}(\beta_0, \omega)} \right)^2 \right] s^{(0)}(\beta_0, \omega) \lambda_0(\omega) d\omega
\]

From Lemma 1, \( \Sigma(\beta) \) is continuous in \( \beta \).

\[
\left| -\frac{1}{n} \frac{\partial}{\partial \beta} \hat{U}(\beta, 1) |_{\beta = \beta^*} - \Sigma(\beta_0) \right| \leq \left| -\frac{1}{n} \frac{\partial}{\partial \beta} \hat{U}(\beta, 1) |_{\beta = \beta^*} - \Sigma(\beta^*) \right| + |\Sigma(\beta^*) - \Sigma(\beta_0)|
\]

The first term on the right hand side of the inequality converges to zero in probability as \( n \to \infty \) by Lemma 2. The second term converges to zero as well by the continuity of \( \Sigma \) and the fact that \( \beta^* \) is between \( \hat{\beta}_{EPL} \) and \( \beta_0 \), and that \( \hat{\beta}_{EPL} \) is consistent for \( \beta_0 \) by Theorem 2.5. Therefore

\[-n^{-1} \frac{\partial}{\partial \beta} \hat{U}(\beta, 1) |_{\beta = \beta^*} \xrightarrow{p} \Sigma(\beta_0) \text{ as } n \to \infty\]

where \( \Sigma(\beta_0) \) is positive definite. \( \Box \)
Theorem 9 (Asymptotic Normality Theorem)

\[ \sqrt{n}(\hat{\beta}_{EPL} - \beta_0) \xrightarrow{D} N_p(0, \Sigma_{EPL}(\beta_0)) \]

where \( \Sigma_{EPL}(\beta_0) = \Sigma^{-1}(\beta_0)((1 - \rho)\Sigma_1 + \rho\Sigma_2)\Sigma^{-1}(\beta_0)^T \) as \( n \to \infty \).

**Proof:**

\[ n^{-\frac{1}{2}}(\hat{\beta}_{EPL} - \beta_0) = [-n^{-1}\frac{\partial}{\partial \beta} \hat{U}(\beta^*, 1)]^{-1}n^{-\frac{1}{2}} \hat{U}(\beta_0, 1) \]

by Theorem 7 and 8, the result is straightforward. \( \square \)

4.3. Asymptotic Variance Estimator

As in the ordinary partial likelihood setting, the variance estimator needs an estimator for the baseline hazard function (or cumulative hazard \( \Lambda_0(t) = \int_0^t \lambda_0(\omega)d\omega \)). A continuous estimator obtained by linear interpolation between failure times of

\[ \hat{\Lambda}_0(t) = \sum_{T_i \leq t} \frac{\delta_i}{\sum_{j \in R(T_i)} e^{\hat{\beta}x_j}} \]

for the underlying cumulative hazard was suggested by Breslow (1972, 1974) in the ordinary partial likelihood with relative risk \( r = e^{\hat{\beta}x} \) where \( \hat{\beta} \) is the partial likelihood estimate. In this work, we propose to estimate \( d\Lambda_0(t) \) by

\[ d\hat{\Lambda}_0(t) = \frac{\sum_{i=1}^n dN_i(t)}{\sum_{i=1}^n Y_i(t) \hat{r}_i(\hat{\beta}_{EPL}, t)} = \frac{1}{\hat{S}^{(0)}(\hat{\beta}_{EPL}, t)} \frac{1}{n} \sum_{i=1}^n dN_i(t) \tag{26} \]

Then estimation of \( \Sigma_{EPL} \) is done through empirically estimating each component in \( \Sigma_1, \Sigma_2 \) and \( \Sigma \). That is, the expectation in \( \Sigma_1, \Sigma_2 \) and \( \Sigma \) are estimated by taking the average in the observed data, \( r^* \) is estimated by \( \hat{r}^* \), \( s^{(j)} \) are estimated by \( \hat{S}^{(j)} \). We define

\[ \hat{\Sigma}_1(\beta) = \int_0^1 \left( \sum_{k=1}^q \frac{\hat{r}_k(\beta, t)^{\otimes 2}}{\hat{r}_k(\beta, t)} \frac{1}{n} \sum_{j=1}^n Y_j(t) I_{Z_j = z_k} - \frac{\hat{S}^{(1)}(\beta, t)^{\otimes 2}}{\hat{S}^{(0)}(\beta, t)} \right) d\hat{\Lambda}_0(t) \]

\[ \hat{\Sigma}_2(\beta) = \frac{1}{v} \sum_{j=1}^v \left\{ \int_0^1 \left( \frac{\hat{r}_j(\beta, t)}{\hat{r}_j(\beta, t)} - \frac{\hat{S}^{(1)}(\beta, t)}{\hat{S}^{(0)}(\beta, t)} \right) dM_i(t) \right. \]

\[ - \left. \frac{1 - \rho}{\rho} \int_0^1 \int_0^1 \left( \frac{\hat{r}_i(\beta, t)}{\hat{r}_i(\beta, t)} - \frac{\hat{S}^{(1)}(\beta, t)}{\hat{S}^{(0)}(\beta, t)} \right) \right. \]

\[ \times Y_i(t)(r_i(\beta, t) - \hat{r}_i(\beta, t)d\hat{\Lambda}_0(t)) \left. \right)^{\otimes 2} \]

\[ \hat{\Sigma}(\beta) = \int_0^1 \left( \hat{S}^{(4)}(\beta, t) - \frac{\hat{S}^{(1)}(\beta, t)^{\otimes 2}}{\hat{S}^{(0)}(\beta, t)} \right) d\hat{\Lambda}_0(t) \tag{27} \]

Then the estimator of \( \Sigma_{EPL}(\beta_0) \) is given by

\[ \hat{\Sigma}_{EPL}(\hat{\beta}_{EPL}) = \hat{\Sigma}(\hat{\beta}_{EPL})^{-1}((1 - \rho)\hat{\Sigma}_1(\hat{\beta}_{EPL}) + \rho\hat{\Sigma}_2(\hat{\beta}_{EPL}))(\hat{\Sigma}(\hat{\beta}_{EPL})^{-1})^T \tag{28} \]

The following theorem shows that \( \hat{\Sigma}_{EPL}(\hat{\beta}_{EPL}) \) is a consistent variance estimator of \( \Sigma_{EPL}(\beta_0) \).
Theorem 10

\[ \hat{\Sigma}_{EPL}(\hat{\beta}_{EPL}) \xrightarrow{p} \Sigma_{EPL}(\beta_0) \text{ as } n \to \infty. \]

The proof of the Theorem is provided in Appendix C.

5. ASYMPTOTIC THEORY WITH STRATIFIED VALIDATION SET

Suppose that the validation set is not a simple random sample of the entire study sample as we assumed thus far in this chapter. Rather it is a random sample stratified on the auxiliary \( Z \). Let \( d_i, i = 1, \ldots, q \) and \( 0 \leq d_i \leq 1 \), denotes the predecided probability that goes to the validation set for a subject with auxiliary \( z_i \) in the study, i.e. \( 100 \times d_i \) percent subjects who have the auxiliary value \( z_i \) will be randomly chosen to be in the validation set; and the other \( 100 \times (1 - d_i) \) percent subjects will be in the non-validation set. Hence the validation size \( n_v \) in this case is

\[ n_v = \sum_{i=1}^{q} d_i \times p_i \times n \]

where \( n \) is the entire sample size and \( p_i = \text{Prob}(Z = z_i). \)

Let \( \hat{\beta}_{EPL}^* \) denotes the EPL estimator obtained from the above stratified set up. Since the subjects both in the validation set and non-validation set are still independendent and identically distributed, the proof of the asymptotic theory in the Section 2.3 and 2.4 are still valid here except that the asymptotic variance of \( \hat{\beta}_{EPL}^* \) is different with \( \hat{\beta}_{EPL} \). The large sample theory of \( \hat{\beta}_{EPL}^* \) are given by following theorems.

Theorem 11 The \( \hat{\beta}_{EPL}^* \) is consistent estimator of \( \beta \).

PROOF: See proof of Theorem 5. \( \Box \)

Theorem 12

\[ \sqrt{n}(\hat{\beta}_{EPL}^* - \beta) \xrightarrow{D} N_p(0, \Sigma_{EPL}^*) \text{ as } n \to \infty. \]

where \( \Sigma_{EPL}^* = \Sigma^{-1}((1 - \sum_{i=1}^{q} d_i \times p_i) \Sigma_1 + \sum_{i=1}^{q} d_i \times p_i \Sigma_2)(\Sigma^{-1})^T \) and

\[ \Sigma_2 \equiv E \left\{ J_0^1 (\frac{\Sigma_{1}(\beta, \omega)}{\Sigma_{0}(\beta, \omega)}) \right\} dM_j(\omega) \]

\[ \Sigma, \Sigma_1 \text{ and } Q_j \text{ are the same as defined in Section 2.2} \]

PROOF: The proof of this theorem is analogous to the proof of Theorem 9. \( \Box \)

The proposed estimator of the asymptotic variance \( \hat{\Sigma}_{EPL}^*(\beta) \) is given by

\[ \hat{\Sigma}_{EPL}^*(\hat{\beta}_{EPL}) = \hat{\Sigma}(\hat{\beta}_{EPL})^{-1}((1 - \sum_{i=1}^{q} \hat{d}_i \times \hat{p}_i) \hat{\Sigma}_1(\hat{\beta}_{EPL})^* + \rho \hat{\Sigma}_2^*(\hat{\beta}_{EPL}))\hat{\Sigma}(\hat{\beta}_{EPL})^{-1})^T \tag{29} \]

where \( \hat{d}_i \) and \( \hat{p}_i \) are the empirical estimates from the sample. i.e. \( \hat{p}_i \) is the proportion of subjects in the entire sample that have the value \( z_i \); \( \hat{d}_i \) is the ratio of the number of subjects in the validation set with \( z_i \) divided by the number of subjects in the entire sample who have \( z_i \).

The following theorem shows that \( \hat{\Sigma}_{EPL}^*(\hat{\beta}_{EPL}) \) is a consistent variance estimator of \( \Sigma_{EPL}(\beta) \).
Theorem 13

\[ \hat{\Sigma}_{EPL}(\hat{\beta}_{EPL}) \xrightarrow{p} \Sigma_{EPL}(\beta) \text{ as } n \to \infty \]

**Proof:** The proof of this theorem is analogous to the proof of Theorem 10. □

4. DISCUSSION

The finite condition (A) is easy to justify in practice. The infinite interval case cannot be derived from the finite interval case by a simple mapping. This is because \( \int_0^\infty \lambda_0(t)dt = \infty \) in general. Some extra conditions have to be made ensuring that the contribution to the test statistics from data on \((\tau, \infty)\) can be made arbitrarily small, uniformly in \(n\), by taking \(\tau\) large enough. Anderson and Gill (1982) outlined the proof of such extension when the covariate is bounded in the case of ordinary partial likelihood with complete covariate data (Theorem 4.2 in Anderson and Gill, 1982). A reference of the tightness condition on \([\tau, \infty)\) can be found in Fleming and Harrington (1991).

Recall that the empirical estimation of induced relative risk function \( \tilde{\tau} \) requires for a subject with \( Z \) at time \( t \) in the non-validation set that there exist subjects still at risk and sharing the same auxiliary \( Z \) in the validation set. Hence condition (B) is a natural assumption ensuring that EPL can be carried out in large samples.

The regularity condition (C) on boundedness and continuity allows the interchange of orders of various limiting operations.

Condition (D) ensures the asymptotic stability of \( S^{(j)}(t), j = 0, 1, \ldots, 7 \). Note that the uniformity of convergence in \( \beta \) is not needed in the asymptotic normality proofs. However the consistency proof needs the uniformity of convergence in \( \beta \). Prentice and Self (1983) considered a general form of relative risk function \( \tau \), rather than \( e^{\beta X} \) as in Anderson and Gill. The asymptotic stability assumption we have assumed in this work is not more than that in Prentice and Self (1983). This makes sense because after all the relative risk \( r^* \) in this work is of a general form.

Finally Condition (E), the uniformly boundedness of \( Z_{(k)}^D(t) \), is needed to ensure the asymptotic normality. By modern empirical theory this assumption is satisfied in some general set ups. For example if \( r(\beta, x) = e^{\beta x} \) and \( x \) is time independent, then it can be shown that the Condition (E) holds. A survey of these results can be found in Wellner [10].

Appendix A. Proof of Preliminary Results for Consistency

**Proof of Theorem 4:** The proof of this theorem is only demonstrated for \( j = 0 \). For the other cases of \( j \), the proofs are analogous.

\[
\hat{S}^{(0)} - S^{(0)} = \frac{1}{n} \sum_{i=1}^{n} Y_i(t) \hat{\tau}_i^*(\beta, t) - \frac{1}{n} \sum_{i=1}^{n} Y_i(t) r_i^*(\beta, t)
\]

\[
= \frac{1}{n} \sum_{i=1}^{n} Y_i(t) (\hat{\tau}_i^*(\beta, t) - r_i^*(\beta, t))
\]

\[
= \frac{1}{n} \sum_{i=1}^{n} Y_i(t) (\hat{\tau}_i(\beta, t) - \hat{\tau}_i(\beta, t))
\]

\[
= \sum_{k=1}^{q} (\hat{\tau}_k(\beta, t) - \hat{\tau}_k(\beta, t)) \frac{1}{n} \sum_{i=1}^{n} Y_i(t) I[Z_i = s_k]
\]
By Theorem 3,
\[ \| \hat{\bar{\tilde{r}}}_k(\beta, t) - \bar{\tilde{r}}_k(\beta, t) \|_{\mathcal{B}[0,1]} \xrightarrow{a.s.} 0 \text{ for any } k = 1, \ldots, q. \]

Since
\[ \| \hat{S}^{(0)} - S^{(0)} \| \leq \sum_{k=1}^{q} \| \hat{\bar{\tilde{r}}}_k(\beta, t) - \bar{\tilde{r}}_k(\beta, t) \| \| \frac{1}{n} \sum_{i=1}^{n} Y_i(t)I[Z_i = z_k] \| \]
and
\[ \| \frac{1}{n} \sum_{i=1}^{n} Y_i(t)I[Z_i = z_k] \| \leq 1 \]

Then
\[ \sup_{\mathcal{B}[0,1]} \| \hat{S}^{(0)} - S^{(0)} \| \xrightarrow{P} 0. \]

The same argument works for \( \hat{S}^{(j)} \), where \( j = 1, 2, \ldots, 6 \).

The second convergence in the Lemma can be shown using the same types of arguments as in Theorem 3. As in Theorem 3, we can treat \( Y_i(t)\bar{r}_i^*(\beta, t) \) as random elements of \( D[0,1] \) (after reversing the time axis!). By condition (D) and Theorem 1, we can show that
\[ \sup_{\mathcal{B}[0,1]} \| \hat{S}^{(j)} - S^{(j)} \| \xrightarrow{P} 0 \]
for \( j = 0, 1, 2, \ldots, 6, 7 \).

The third expression of the theorem is an immediate consequence of the first two results. \( \square \)

**Proof Lemma 1:** Recall that
\[ s^{(0)} = E(Y(t)r(X(t)\beta) \]

Since \( r^*(X(t)\beta) \) is continuous in \( \beta \) on \( \mathcal{B} \), for any \( \beta \to \beta^* \) in \( \mathcal{B} \), we have
\[ \sup_{t} |Y(t)r^*(X(t)\beta)| \xrightarrow{P} \sup_{t} |Y(t)r^*(X(t)\beta^*)| \text{ as } \beta \to \beta^*. \]

From Condition (D)
\[ E(\sup_{[0,1]} Y(t)r^*(X(t)\beta)) < \infty \]

Hence by the Dominated Convergence Theorem (Chung, 1977), \( s^{(0)}(\beta) \xrightarrow{P} s^{(0)}(\beta^*) \) as \( \beta \to \beta^* \), so \( s^{(0)} \) is continuous function of \( \beta \in \mathcal{B} \) for each \( \beta \) uniformly in \( t \in [0,1] \). The same argument applies to \( s^{(j)} \), \( j = 1, 2, \ldots, 6, 7 \).

Also by Condition (D), \( s^{(j)}, j = 0, 1, 2, \ldots, 6, 7 \), are bounded on \( \mathcal{B} \times [0,1] \).

Since \( \tilde{r}(\beta, t) \) is bounded away from zero, we have
\[ \tilde{r}(\beta, t) = E(r(\beta, t)|Y(t) = 1, Z = z) = E(Y(t)r(\beta, t)|Z = z)/P(Y(t) = 1|Z = z) \]

By Condition (B) and (C) that \( P(Y(t) = 1|Z = z) > 0 \) and \( \tilde{r}(\beta, t) \) is bounded away from zero, we have \( E(Y(t)r(\beta, t)|Z = z) \) bounded away from zero. Hence \( s^{(0)} = E(E(Y(t)r(\beta, t)|Z = z)) \) is bounded away from zero. \( \square \)

**Proof Lemma 2:**
\[ \frac{1}{n} \frac{\partial}{\partial \beta} \tilde{U}(\beta, 1) = \frac{1}{n} \int_{0}^{1} \sum_{i=1}^{n} \left[ \frac{\tilde{r}_i^{(2)}(\beta, t)\tilde{r}_i^*(\beta, t) - \tilde{r}_i^{(1)}(\beta, t)^2}{\tilde{r}_i^*(\beta, t)^2} \right] \]
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\[
- \frac{\hat{S}^{(2)}(\beta, t)\hat{S}^{(0)}(\beta, t) - \hat{S}^{(1)}(\beta, t)^2}{\hat{S}^{(0)}(\beta, t)^2} dN_i(t) = \int_0^1 \frac{1}{n} \sum_{i=1}^n \left[ \frac{r_i^{*2}(\beta, t)}{\hat{r}_i^*(\beta, t)} - \left( \frac{r_i^{*(1)}(\beta, t)}{\hat{r}_i^*(\beta, t)} \right)^2 \right. \\
- \frac{\hat{S}^{(2)}(\beta, t)}{\hat{S}^{(0)}(\beta, t)} + \left( \frac{\hat{S}^{(1)}(\beta, t)}{\hat{S}^{(0)}(\beta, t)} \right)^2 \right] \nu_i(t) r_i^*(\beta_0, t) \lambda_0(t) dt
\]

Define

\[
A(\beta, 1) = \int_0^1 \frac{1}{n} \sum_{i=1}^n \left[ \frac{r_i^{*2}(\beta, t)}{\hat{r}_i^*(\beta, t)} - \left( \frac{r_i^{*(1)}(\beta, t)}{\hat{r}_i^*(\beta, t)} \right)^2 \right. \\
- \frac{\hat{S}^{(2)}(\beta, t)}{\hat{S}^{(0)}(\beta, t)} + \left( \frac{\hat{S}^{(1)}(\beta, t)}{\hat{S}^{(0)}(\beta, t)} \right)^2 \right] \nu_i(t) r_i^*(\beta_0, t) \lambda_0(t) dt
\]

Then using (9) one can write

\[
\frac{1}{n} \frac{\partial}{\partial \beta} \hat{U}(\beta, 1) - A(\beta, 1) = \int_0^1 \frac{1}{n} \sum_{i=1}^n \left[ \frac{r_i^{*2}(\beta, t)}{\hat{r}_i^*(\beta, t)} - \left( \frac{r_i^{*(1)}(\beta, t)}{\hat{r}_i^*(\beta, t)} \right)^2 \right.
\]

\[
- \frac{\hat{S}^{(2)}(\beta, t)}{\hat{S}^{(0)}(\beta, t)} + \left( \frac{\hat{S}^{(1)}(\beta, t)}{\hat{S}^{(0)}(\beta, t)} \right)^2 \left] dM_i(t)
\]

Since (C) ensures the \( r_i^{*(j)}(\beta, t) \) and \( \hat{S}^{(j)}(\beta, t) \) to be predictable and locally bounded for \( \beta \in B \), therefore \( \frac{\partial}{\partial \beta} \hat{U}(\beta, 1) - A(\beta, 1) \) is a local square integrable martingale with variance process \( B(\beta, 1) \) given by

\[
B(\beta, 1) = \int_0^1 \frac{1}{n^2} \sum_{i=1}^n \left[ \frac{r_i^{*2}(\beta, t)}{\hat{r}_i^*(\beta, t)} - \left( \frac{r_i^{*(1)}(\beta, t)}{\hat{r}_i^*(\beta, t)} \right)^2 \right.
\]

\[
- \frac{\hat{S}^{(2)}(\beta, t)}{\hat{S}^{(0)}(\beta, t)} + \left( \frac{\hat{S}^{(1)}(\beta, t)}{\hat{S}^{(0)}(\beta, t)} \right)^2 \right] \lambda_i(t) dt
\]

We would like to show that \( B(\beta, 1) \to 0 \), so that \( \frac{1}{n} \frac{\partial}{\partial \beta} \hat{U}(\beta, 1) \) and \( A(\beta, 1) \) would be shown to converge in probability to the same limit. Expanding the squared term in the above expression gives

\[
B(\beta, 1) = \int_0^1 \frac{1}{n^2} \sum_{i=1}^n \left( \frac{r_i^{*2}(\beta, t)}{\hat{r}_i^*(\beta, t)} \right)^2 r_i^*(\beta_0, t) \lambda_0(t) dt
\]

\[
+ \int_0^1 \frac{1}{n^2} \sum_{i=1}^n \left( \frac{r_i^{*(1)}(\beta, t)}{\hat{r}_i^*(\beta, t)} \right)^2 r_i^*(\beta_0, t) \lambda_0(t) dt
\]

\[
+ \int_0^1 \frac{1}{n} \left( \frac{\hat{S}^{(2)}(\beta, t)}{\hat{S}^{(0)}(\beta, t)} \right)^2 S^{(0)}(\beta_0, t) \lambda_0(t) dt
\]

\[
+ \int_0^1 \frac{1}{n} \left( \frac{\hat{S}^{(1)}(\beta, t)}{\hat{S}^{(0)}(\beta, t)} \right)^2 S^{(0)}(\beta_0, t) \lambda_0(t) dt
\]

+ the interaction terms of the 4 components in above
The final two integrals in this expression converges in probability to zero uniformly in $\beta$, in view of Lemma 1, 3, on $S^{(4)}$ along with the finite interval Condition (A). The interaction term will converged to zero if the first two terms do upon applying the Schwarz inequality and the convergence just noted in the last two terms.

The first two terms above are $\frac{1}{n} \hat{S}^{(5)}, \frac{1}{n} \hat{S}^{(6)}$ respectively. By Theorem 4 and Lemma 1 and Condition (A), the first two terms converge to zero uniformly in $B$. It now follows that $\|B(\beta, 1)\|_B \to 0$ so that by an inequality of Lenglart (Appendix 1 of Anderson and Gill, 1982) $\frac{\partial}{\partial \beta} \hat{U}(\beta, 1)$ converges in probability to the same limit as does $A(\beta, 1)$, uniformly in $\beta \in B$.

From Lemma 1 and 2 and Condition (A)

$$A(\beta, 1) = \int_0^1 [\hat{S}^{(3)}(\beta, t) - \frac{\hat{S}^{(2)}(\beta, t)}{\hat{S}^{(0)}(\beta, t)} S^{(0)}(\beta, t)$$

$$- \hat{S}^{(4)}(\beta, t) + (\frac{\hat{S}^{(1)}(\beta, t)}{\hat{S}^{(0)}(\beta, t)}) \otimes^2 S^{(0)}(\beta, t)] \lambda_0(t)dt$$

$$\to \int_0^1 [s^{(3)}(\beta, t) - \frac{s^{(2)}(\beta, t)}{s^{(0)}(\beta, t)} s^{(0)}(\beta, t)$$

$$- s^{(4)}(\beta, t) + (\frac{s^{(1)}(\beta, t)}{s^{(0)}(\beta, t)}) \otimes^2 s^{(0)}(\beta, t)] \lambda_0(t)dt$$

$$\equiv - \Sigma(\beta) \text{ uniformly in } \beta$$

since $s^{(3)}(\beta, t) = s^{(2)}(\beta, t)$, $\Sigma(\beta)$ at $\beta = \beta_0$ equals

$$\int_0^1 \left[\frac{s^{(4)}(\beta_0, t)}{s^{(0)}(\beta_0, t)} - \left(\frac{s^{(1)}(\beta_0, t)}{s^{(0)}(\beta_0, t)}\right) \otimes^2 s^{(0)}(\beta_0, t)\right] \lambda(t)dt = \Sigma(\beta_0)$$

which is positive definite by Condition (C). □

**Proof Lemma 3:** Recall

$$\frac{1}{n} \hat{U}(\beta_0, 1) = \frac{1}{n} \sum_{i=1}^n \int_0^1 \left(\frac{\hat{r}_t^{(1)}(\beta_0, t)}{\hat{r}_t^{(0)}(\beta_0, t)} - \frac{\hat{S}^{(1)}(\beta_0, t)}{\hat{S}^{(0)}(\beta_0, t)}\right) dN_i(t)$$

Define

$$A(\beta_0, 1) = \frac{1}{n} \sum_{i=1}^n \int_0^1 \left(\frac{\hat{r}_t^{(1)}(\beta_0, t)}{\hat{r}_t^{(0)}(\beta_0, t)} - \frac{\hat{S}^{(1)}(\beta_0, t)}{\hat{S}^{(0)}(\beta_0, t)}\right) Y_i(t) r_t^{(0)}(\beta_0, t) \lambda_0 dt$$

then by similar argument as in Lemma 2, $\hat{U}(\beta_0, 1) - A(\beta_0, 1)$ is a local square integrable martingale with covariance process $B(\beta_0, 1)$ given by

$$B(\beta_0, 1) = \int_0^1 \frac{1}{n^2} \sum_{i=1}^n \left(\frac{\hat{r}_t^{(1)}(\beta_0, t)}{\hat{r}_t^{(0)}(\beta_0, t)} - \frac{\hat{S}^{(1)}(\beta_0, t)}{\hat{S}^{(0)}(\beta_0, t)}\right) \otimes^2 Y_i(t) r_t^{(0)}(\beta_0, t) \lambda_0 dt$$

$$= \int_0^1 \left[\frac{1}{n} \hat{S}^{(3)}(\beta_0, t) + \frac{1}{n} \left(\frac{\hat{S}^{(1)}(\beta_0, t)}{\hat{S}^{(0)}(\beta_0, t)}\right) \otimes^2 S^{(0)}(\beta_0, t)$$

$$- 2 \frac{1}{n} \hat{S}^{(7)}(\beta_0, t) \frac{\hat{S}^{(1)}(\beta_0, t)}{\hat{S}^{(0)}(\beta_0, t)} \lambda_0(t) dt$$
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Each term converges to zero by noting Theorem 4 and Lemma 1 and Condition (A). Hence \( \frac{1}{n} \bar{U}(\beta_0, 1) \) converges to the same limit as \( A(\beta_0, 1) \). Observe that

\[
\frac{1}{n} \sum_{i=1}^{n} \tilde{r}_i^{(1)}(\beta_0, t) Y_i(t) r_i^*(\beta_0, t) = \frac{1}{n} \sum_{i=1}^{n} Y_i(t) r_i^{*(1)}(\beta_0, t) + \frac{1}{n} \sum_{i=1}^{n} Y_i(t) \tilde{r}_i(\beta_0, t) \tilde{r}_i(\beta_0, t) \\
= \frac{1}{n} \sum_{i=1}^{n} Y_i(t) r_i^{*(1)}(\beta_0, t) + \frac{\bar{v}}{n} \sum_{k=1}^{q} \frac{n_q}{\bar{v}} \sum_{j=1}^{q} Y_j(t) \tilde{r}_k(\beta_0, t) \tilde{r}_k(\beta_0, t) I_{[Z_j=zk]} \\
\overset{P}{\to} \rho E(Y(t) r^{(1)}(\beta_0, t)) + (1 - \rho) \sum_{k=1}^{q} p_{zk} H_{zk}(t) \tilde{r}_k^{(1)}(\beta_0, t) \text{ uniformly in } t \text{ by Theorem 3 and (D)} \\
= E(Y(t) r^{(1)}(\beta_0, t)) = s^{(1)}(\beta_0, t)
\]

Hence

\[
A(\beta_0, 1) \overset{P}{\to} \int_0^1 (s^{(1)}(\beta_0, t) - s^{(1)}(\beta_0, t)) \lambda_0(t) dt = 0
\]

\( \bar{U}(\beta_0, 1) \overset{P}{\to} 0. \) □

**Appendix B. Proof of Preliminary Results for Normality**

**Proof Lemma 4:**

The first expression

\[
= n^{-\frac{1}{2}} \bar{v} \sum_{i=1}^{\bar{v}} \int_0^1 (\tilde{r}_i^{(K)}(\beta_0, \omega) - \tilde{r}_i^{(K)}(\beta_0, \omega))^2 Y_i(\omega) \tilde{r}_i(\beta_0, \omega) \lambda_0(\omega) d\omega \\
= n^{-\frac{1}{2}} \int_0^1 \sum_{k=1}^{q} (\tilde{r}_k^{(K)}(\beta_0, \omega) - \tilde{r}_k^{(K)}(\beta_0, \omega))^2 \tilde{r}_k(\beta_0, \omega) \\
\times \sum_{i=1}^{\bar{v}} I_{[Z_i=zk]} Y_i(\omega) \lambda_0(\omega) d\omega \\
= \sum_{k=1}^{q} \int_0^1 \sqrt{n}(\tilde{r}_k^{(K)}(\beta_0, \omega) - \tilde{r}_k^{(K)}(\beta_0, \omega) ) (\tilde{r}_k^{(K)}(\beta_0, \omega) - \tilde{r}_k^{(K)}(\beta_0, \omega)) \bar{r}_k(\beta_0, \omega) \\
\times \frac{1}{n} \sum_{i=1}^{\bar{v}} I_{[Z_i=zk]} Y_i(\omega) \lambda_0(\omega) d\omega
\]

where \( q \) is the index value of \( Z \), the first term in above expression is \( O_p(1) \) by condition (E), the second term converges to zero uniformly in \( \omega \) by Theorem 3, Condition (D) implies that \( \tilde{r}_k(\beta_0, \omega) \) is bounded uniformly in \( \omega \), the last term is bounded uniformly in \( \omega \). Finally with Condition (A) the first expression converges to zero in probability.
The second expression in the Lemma

\[ \sqrt{n} \int_0^1 (\hat{S}^{(k)}(\beta_0, \omega) - S^{(k)}(\beta_0, \omega))^2 S^{(0)}(\beta_0, \omega) \lambda_0(\omega) d\omega \]

\[ = \sqrt{n} \int_0^1 \left[ \frac{1}{n} \sum_{i=1}^n Y_i(\omega)(\hat{r}_i^{*(K)}(\beta_0, \omega) - \hat{r}_i^{*(K)}(\beta_0, \omega)) \right] \times (\hat{S}^{(k)}(\beta_0, \omega) - S^{(k)}(\beta_0, \omega)) S^{(0)}(\beta_0, \omega) \lambda_0(\omega) d\omega \]

\[ = \sqrt{n} \int_0^1 \left[ \sum_{k=1}^q (\hat{r}_i^{(k)}(\beta_0, \omega) - \hat{r}_i^{(k)}(\beta_0, \omega)) \right] \times \frac{1}{n} \sum_{i=1}^n I_{[Z_i = z_k]} Y_i(\omega)(\hat{S}^{(k)}(\beta_0, \omega) - S^{(k)}(\beta_0, \omega)) S^{(0)}(\beta_0, \omega) \lambda_0(\omega) d\omega \]

\[ \xrightarrow{p} 0 \]

by Theorem 4, Lemma 1, Condition (A) and a similar argument as was used above for the first expression. □

**Proof of Lemma 5:** By Taylor expansion

\[ f(x, y) = f(x_0, y_0) + \frac{\partial f(x, y)}{\partial x} \bigg|_{(x_0, y_0)} (x - x_0) \]

\[ + \frac{\partial f(x, y)}{\partial y} \bigg|_{(x_0, y_0)} (y - y_0) + O((x - x_0)^2 + (y - y_0)^2) \]

...if \( \frac{\partial^2 f}{\partial x^2}, \frac{\partial^2 f}{\partial y^2}, \text{and} \ \frac{\partial^2 f}{\partial x \partial y} \) are finite. We have

\[ \frac{\hat{r}_i^{*(1)}}{\hat{r}_i^{*}} = \frac{r^{*(1)}(\hat{r}_i^{*} - r^{*})}{\hat{r}_i^{*}} + O([\hat{r}_i - r^{*}]^2 + (\hat{r}_i^{*(1)} - r^{*(1)})^2) \]

\[ \frac{\hat{S}^{(1)}}{S^{(0)}} = \frac{\hat{S}^{(1)}}{S^{(0)}} + O((\hat{S}^{(1)} - S^{(1)})^2) \]

With the above expansion, the left side of (21) can be expressed as

\[ -n^{-\frac{1}{2}} \int_0^1 \sum_{i=1}^n \left( \frac{\hat{r}_i^{*(1)}(\beta_0, \omega) - S^{(1)}(\beta_0, \omega)}{\hat{r}_i^{*}(\beta_0, \omega) - S^{(0)}(\beta_0, \omega)} \right) Y_i(\omega) \]

\[ \times (\hat{r}_i^{*}(\beta_0, \omega) - \hat{r}_i^{*}(\beta_0, \omega)) \lambda_0(\omega) d\omega + \text{the remainder} \]

From Lemma 4, the remainder goes to zero in probability. Therefore the result holds. □

**Proof of Lemma 6:** Notice that \( \hat{r}_i^{*}(\beta_0, \omega) - \hat{r}_i^{*}(\beta_0, \omega) = 0 \) for \( i \in V \), the left side of (21) is

\[ \text{left} = -n^{-\frac{1}{2}} \sum_{i=1}^n \Delta(\hat{r}_i^{*}(\beta_0, \omega)) Y_i(\omega)(\hat{r}_i^{*}(\beta_0, \omega) - \hat{r}_i^{*}(\beta_0, \omega)) \lambda_0(\omega) d\omega \]

while the right hand side of (21) is

\[ \text{right} = -n^{-\frac{1}{2}} \sum_{i=1}^n \Delta(\hat{r}_i^{*}(\beta_0, \omega)) Y_i(\omega) \]

\[ \times \frac{1}{n} \sum_{j=1}^n I_{[Z_j = Z_i]} Y_j(\omega) (\hat{r}_i^{*}(\beta_0, \omega) - \hat{r}_i^{*}(\beta_0, \omega)) \lambda_0(\omega) d\omega \]
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Therefore

\[ \text{left} - \text{right} \]

\[ = -n^{-\frac{1}{2}} \sum_{i=1}^{\bar{v}} \int_{0}^{1} \Delta(\bar{r}_i(\beta_0, \omega)) Y_i(\omega)(\bar{r}_i(\beta_0, \omega) - \bar{r}_i(\beta_0, \omega)) \]

\[ \times \left( \frac{1}{\nu} \sum_{j=1}^{v} I_{[Z_j = Z_i]} Y_j(\omega) - pZ_iH_{Z_i}(\omega) \right) \frac{1}{\nu} \sum_{i=1}^{\bar{v}} I_{[Z_i = z_k]} Y_i(\omega) \lambda_0(\omega) d\omega \]

\[ = \sum_{k=1}^{q} \int_{0}^{1} \Delta(\bar{r}_{z_k}(\beta_0, \omega))\sqrt{n}(\bar{r}_{z_k}(\beta_0, \omega) - \bar{r}_{z_k}(\beta_0, \omega)) \]

\[ \times \left( \frac{1}{\nu} \sum_{j=1}^{v} I_{[Z_j = z_k]} Y_j(\omega) - pZ_kH_{Z_k}(\omega) \right) \lambda_0(\omega) d\omega \]

\[ \to 0 \]

by noting (18) and Condition (E). □

**Proof of Lemma 7:** Since \( \tilde{M}(\omega) \) is a local martingale and \( \frac{\hat{s}^{(1)}(\omega)}{\hat{s}^{(0)}(\omega)} - \frac{s^{(1)}(\omega)}{s^{(0)}(\omega)} \) is predictable, then

\[ W = n^{-\frac{1}{2}} \int_{0}^{1} \left( \frac{\hat{s}^{(1)}(\beta_0, \omega)}{\hat{s}^{(0)}(\beta_0, \omega)} - \frac{s^{(1)}(\beta_0, \omega)}{s^{(0)}(\beta_0, \omega)} \right) \tilde{M}(\omega) d\omega \]

is a martingale with covariance process \(< W > (1)\).

\[ < W > (1) \]

\[ = \int_{0}^{1} \frac{1}{n} \left[ \frac{\hat{s}^{(1)}(\beta_0, \omega)}{\hat{s}^{(0)}(\beta_0, \omega)} - \frac{s^{(1)}(\beta_0, \omega)}{s^{(0)}(\beta_0, \omega)} \right]^2 d < \tilde{M}, \tilde{M} > \]

\[ = \int_{0}^{1} \left( \frac{\hat{s}^{(1)}(\beta_0, \omega)}{\hat{s}^{(0)}(\beta_0, \omega)} - \frac{s^{(1)}(\beta_0, \omega)}{s^{(0)}(\beta_0, \omega)} \right)^2 S^{(0)}(\beta_0, \omega) \lambda_0(\omega) d\omega \]

By Theorem 4 and Condition A,

\[ < W > (1) \overset{p}{\to} 0 \]

Therefore the Lemma holds by Lenglart Inequality. The proof of the second expression in Lemma is analogous. □

**Proof of Lemma 8:**

\[ -n^{-\frac{1}{2}} \bar{v} \sum_{j=1}^{v} Q_j \bar{y} \]

\[ = - \int_{0}^{1} n^{-\frac{1}{2}} \sum_{j=1}^{\bar{v}} \sum_{i=1}^{\bar{v}} \left( \frac{r_i^{(1)}(\beta_0, \omega)}{r_i(\beta_0, \omega)} - \frac{s^{(1)}(\beta_0, \omega)}{s^{(0)}(\beta_0, \omega)} \right) Y_i(\omega) \]

\[ \times \left( \frac{1}{\nu} \sum_{j=1}^{v} I_{[Y_j(\omega), Z_j = Z_i]} \left( r_j(\beta_0, \omega) - \bar{r}_i(\beta_0, \omega) \right) \right) pZ_iH_{Z_i}(\omega) \lambda_0(\omega) d\omega \]

\[ = - \int_{0}^{1} n^{-\frac{1}{2}} \sum_{i=1}^{\bar{v}} \left( \frac{r_i^{(1)}(\beta_0, \omega)}{r_i(\beta_0, \omega)} - \frac{s^{(1)}(\beta_0, \omega)}{s^{(0)}(\beta_0, \omega)} \right) \left( pZ_iH_{Z_i}(\omega) \right) Y_i(\omega) \]

\[ \times \left( \frac{1}{\nu} \sum_{j=1}^{v} I_{[Y_j(\omega), Z_j = Z_i]} \left( r_j(\beta_0, \omega) - \bar{r}_i(\beta_0, \omega) \right) \right) \lambda_0(\omega) d\omega \]
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\[
= - \int_0^1 \sum_{k=1}^q \left( \frac{\tilde{r}_{z_k}(\beta_0, \omega)}{\tilde{f}_{z_k}(\beta_0, \omega)} - \frac{s^{(1)}(\beta_0, \omega)}{s^{(0)}(\beta_0, \omega)} \right) \lambda(\omega) d\omega \\
\times \sqrt{n}(\frac{1}{v} \sum_{j=1}^v f(Y_j(\omega) = 1, Z_j = z_k)(r_j(\beta_0, \omega) - \tilde{r}_{z_k}(\beta_0, \omega))) \\
\times n^{-1} \sum_{i=1}^\tilde{v} I[Y_i(\omega) = 1, Z_i = z_k] \lambda(\omega) d\omega
\]

Observe

\[
\frac{1}{n} \sum_{i=1}^\tilde{v} I[Y_i(\omega) = 1, Z_i = z_k] \rightarrow^p (1 - \rho)p_{z_k} H_{z_k}(\omega) \text{ uniformly in } \omega
\]

Moreover with

\[
Z^v = \sqrt{n}(\frac{1}{v} \sum_{j=1}^v I[Y_j(\omega) = 1, Z_j = z_k](r_j(\beta_0, \omega) - \tilde{r}_{z_k}(\beta_0, \omega)))
\]

as was assumed in Condition (E) that \(\sup_{0 \leq \omega \leq 1} |Z^v| = O_p(1)\). Hence it is clear that

\[
-n^{-1} \frac{\tilde{v}}{V} \sum_{j=1}^v Q^\nu_j
\]

\[
= - \int_0^1 \sum_{k=1}^q \left( \frac{\tilde{r}_{z_k}(\beta_0, \omega)}{\tilde{f}_{z_k}(\beta_0, \omega)} - \frac{s^{(1)}(\beta_0, \omega)}{s^{(0)}(\beta_0, \omega)} \right) \\
\times \frac{n^{-\frac{1}{2}}}{v} \sum_{j=1}^v I[Y_j(\omega) = 1, Z_j = z_k](r_j(\beta_0, \omega) - \tilde{r}_{z_k}(\beta_0, \omega)) \lambda(\omega) d\omega + o_p(1)
\]

\[
= - \frac{\tilde{v}}{V} \sum_{j=1}^v (Y_j(\omega) - r_j(\beta_0, \omega)) \\
\times \left( \frac{\tilde{r}_{j}(\beta_0, \omega)}{\tilde{f}_{j}(\beta_0, \omega)} - \frac{s^{(1)}(\beta_0, \omega)}{s^{(0)}(\beta_0, \omega)} \right) \lambda(\omega) d\omega + o_p(1)
\]

\[
= -n^{-\frac{1}{2}} \frac{\tilde{v}}{V} \sum_{j=1}^v Q^\nu_j + o_p(1)
\]

Therefore

\[
-n^{-\frac{1}{2}} \frac{\tilde{v}}{V} \sum_{j=1}^v (Q^\nu_j - Q^\nu_j)^p \rightarrow 0.
\]

The result holds. \(\Box\)

**APPENDIX C: PROOFS OF VARIANCE ESTIMATOR**

**Proof:** First, we will show that

\[
\hat{\Sigma}_1(\beta) \rightarrow^p \Sigma_1(\beta) \text{ as } n \rightarrow \infty
\]

for any \(\beta\). Note that

\[
\hat{\Sigma}_1(\beta) - \Sigma_1(\beta) = \int_0^1 \left[ \left( E\left( \frac{\tilde{r}^{(1)}(\beta, t)^2}{\tilde{r}(\beta, t)} Y(t) \right) \right) \right]
\]
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\[
- \sum_{k=1}^{q} \frac{\tilde{p}_{z_k}(\beta, t)}{\tilde{r}_{z_k}(\beta, t)} \frac{1}{n} \sum_{j=1}^{n} Y_j(t)I_{[Z_j = z_k]} \]
\[
+ \left( \frac{\tilde{s}^{(1)}(\beta, t)}{\tilde{s}^{(0)}(\beta, t)} \frac{1}{n} \sum_{j=1}^{n} Y_j(t)I_{[Z_j = z_k]} \right) \int_0^1 \left( \frac{\tilde{s}^{(1)}(\beta, t)}{\tilde{s}^{(0)}(\beta, t)} \right) d\lambda_0(t) \]
\[
+ \int_0^1 \sum_{k=1}^{q} \frac{\tilde{p}_{z_k}(\beta, t)}{\tilde{r}_{z_k}(\beta, t)} \frac{1}{n} \sum_{j=1}^{n} Y_j(t)I_{[Z_j = z_k]} \times (\lambda_0(t) dt - \frac{1}{\tilde{s}^{(0)}(\beta, t)} \sum_{i=1}^{n} dN_i(t)) \]  

(30)

By Theorem 3 and (18), we have
\[
\sum_{k=1}^{q} \frac{\tilde{p}_{z_k}(\beta, t)}{\tilde{r}_{z_k}(\beta, t)} \frac{1}{n} \sum_{j=1}^{n} Y_j(t)I_{[Z_j = z_k]} \rightarrow_P \sum_{k=1}^{q} \frac{\tilde{r}_{z_k}(\beta, t)}{\tilde{r}_{z_k}(\beta, t)} P(Y(t) = 1, Z = z_k)
\]
\[
= \mathbb{E} \left( \frac{\tilde{r}_{z_k}(\beta, t)}{\tilde{r}_{z_k}(\beta, t)} Y(t) \right) \text{ uniformly in } t
\]

(31)

With Theorem 7 and above result, the first integration in (30) converges to 0 in probability. By (26) the second integration in (30) can be expressed as
\[
\sum_{k=1}^{q} \frac{\tilde{p}_{z_k}(\beta, t)}{\tilde{r}_{z_k}(\beta, t)} \frac{1}{n} \sum_{j=1}^{n} Y_j(t)I_{[Z_j = z_k]} (d\lambda_0(t)
\]
\[
- \frac{1}{\tilde{s}^{(0)}(\beta, t)} \mathbb{S}^{(0)}(\beta, t) d\lambda_0(t) - \frac{1}{\tilde{s}^{(0)}(\beta, t)} \frac{1}{n} \sum_{i=1}^{n} dM_i(t))
\]
\[
= \int_0^1 \sum_{k=1}^{q} \frac{\tilde{p}_{z_k}(\beta, t)}{\tilde{r}_{z_k}(\beta, t)} \frac{1}{n} \sum_{j=1}^{n} Y_j(t)I_{[Z_j = z_k]} \left( (1 - \frac{\tilde{s}^{(0)}(\beta, t)}{\tilde{s}^{(0)}(\beta, t)}) d\lambda_0(t)
\]
\[- \frac{1}{\tilde{s}^{(0)}(\beta, t)} \frac{1}{n} \sum_{i=1}^{n} dM_i(t))
\]

(32)

By Theorem 7 and (31), the first term in (32) converges to zero for any \( \beta \). The second term is a local martingale. It can be shown as in the proof of Lemma 2.2 that this local martingale converges to zero. This is done by showing the covariance process of this local martingale equals to
\[
- \frac{1}{n^2} \int_0^1 \left( \sum_{k=1}^{q} \frac{\tilde{p}_{z_k}(\beta, \omega)}{\tilde{r}_{z_k}(\beta, \omega)} \frac{1}{n} \sum_{j=1}^{n} Y_j(\omega)I_{[Z_j = z_k]} \right) \frac{1}{\tilde{s}^{(0)}(\beta, \omega)} \mathbb{S}^{(0)}(\beta, \omega)
\]
\[
= \frac{1}{n} \int_0^1 \left( \frac{1}{n} \sum_{j=1}^{n} Y_j(\omega) \frac{\tilde{p}_{z_k}(\beta, \omega)}{\tilde{r}_{z_k}(\beta, \omega)} \right) \frac{1}{\tilde{s}^{(0)}(\beta, \omega)} \mathbb{S}^{(0)}(\beta, \omega)
\]
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\[
\lim_{P} 0
\]

By noticing that \( \hat{S}^{(0)}(\beta, t) \overset{P}{\rightarrow} s^{(0)}(\beta, t) \) uniformly in \( t \), \( s^{(0)}(\beta, t) \) is bounded away from zero and that

\[
\frac{1}{n} \sum_{j=1}^{n} Y_j(\omega) \epsilon_j^{(1)}(\beta, \omega) \odot E(Y(t) \epsilon_j^{(1)}(\beta, t) \odot) \overset{P}{\rightarrow} E(Y(t) \epsilon_j^{(1)}(\beta, t) \odot)
\]

where \( s^{(4)}(\beta, t) \) by Lemma 2.1 is uniformly bounded on \([0, 1] \times B\). Therefore by Lenglart Inequality, we have that the second term in (32) converges to zero in probability for any \( \beta \). This implies

\[
|\hat{\Sigma}_1(\beta) - \Sigma_1(\beta)| \overset{P}{\rightarrow} 0.
\]

Similarly we can show that

\[
|\hat{\Sigma}_2(\beta) - \Sigma_2(\beta)| \overset{P}{\rightarrow} 0
\]

\[
|\hat{\Sigma}(\beta) - \Sigma(\beta)| \overset{P}{\rightarrow} 0
\]

With the convergence of \( \hat{\Sigma}_1(\beta) \), \( \hat{\Sigma}_2(\beta) \), and \( \hat{\Sigma}(\beta) \), we have

\[
|\hat{\Sigma}_{EPL}(\beta) - \Sigma_{EPL}(\beta)| \overset{P}{\rightarrow} 0.
\]  \(\text{(33)}\)

Hence

\[
|\hat{\Sigma}_{EPL}(\hat{\beta}_{EPL}) - \Sigma_{EPL}(\beta_0)| \leq |\hat{\Sigma}_{EPL}(\hat{\beta}_{EPL}) - \Sigma_{EPL}(\hat{\beta}_{EPL})| + |\Sigma_{EPL}(\hat{\beta}_{EPL}) - \Sigma_{EPL}(\beta_0)| \overset{P}{\rightarrow} 0 \text{ as } n \rightarrow \infty
\]

by the fact that (33) holds and that \( \Sigma_{EPL} \) is continuous in \( \beta \) and \( \hat{\beta}_{EPL} \overset{P}{\rightarrow} \beta_0 \) as \( n \rightarrow \infty \).
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