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ABSTRACT

We observe $X_1, \ldots, X_m$ and $Y_1, \ldots, Y_n$ where $X_i$'s are i.i.d. with density $g$ and $Y_i$'s are independent of $X_i$'s and i.i.d. with density $g((\cdot - \Delta)/\rho)$. This paper presents an asymptotically efficient estimator of $(\Delta, \rho)$. The results of this paper are different from those of Park (1987) in two points. At first we consider unpaired two samples with different sample sizes, whereas Park (1987) dealt with paired sample cases. Secondly, we do not assume location–scale structure in $X_i$'s, while on the other hand he considered the case where $X_i$'s have that structure. It turns out that having location–scale structure in $X_i$'s or not, does not make any significant difference in terms of efficient score function but one may prefer our consideration when one is not quite sure about the structure of the first sample.
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1. Introduction

We observe $X_1, \ldots, X_n$, $Y_1, \ldots, Y_n$ where $X_i$'s are i.i.d. random variables having a common density $g$ with respect to Lebesgue measure and $Y_i$'s are independent of $X_i$'s and i.i.d. with a common density $g\left[\frac{\cdot - \Delta}{\rho}\right]$. Our interest is in estimating the parameter $(\Delta, \rho)$ with minimal conditions on the density $g$. In this paper we present an asymptotically efficient estimator of $(\Delta, \rho)$ with minimal conditions on the density $g$.

A slightly different problem is as follows: $X_i$'s and $Y_i$'s are the same as the above except that now $g(\cdot)$ is of the form $g_0\left[\frac{\cdot - \mu}{a}\right]$, in other words, $X_i$'s have another common location-scale structure. This problem has a long history since Stein (1956) first investigated that one can estimate $(\Delta, \rho)$ as well with $g_0$ unknown as with $g_0$ known at the presence of unknown nuisance parameter $(\mu, a)$, so called, adaptation is possible. Some earlier works of this sort include Weiss and Wolfowitz (1970) and Wolfowitz (1974). But they put too many conditions on the density $g_0$. A completely definitive result was obtained by Park (1987) for the case $m = n$ where he used only the minimal conditions on the density $g_0$, which is finite Fisher information, to get asymptotic efficiency. Problems with location shift only were considered by Bhattacharya (1967), van Eden (1970), Beran (1974, 1978) and Stone (1975).

Of course with the model described in the first paragraph in this section, adaptation is not possible because the score function for $(\Delta, \rho)$ is not orthogonal to the nuisance parameter scores (scores for $g$). But the efficient score function for $(\Delta, \rho)$ (for definition see Begun et al. (1983) or Bickel et al. (1986)), which determines the difficulty of the problem, is equivalent to that with the model described in the second paragraph where $X_i$; i.i.d. $g_0\left[\frac{\cdot - \mu}{a}\right]$, $Y_i$; i.i.d. $g_0\left[\frac{\cdot - \Delta}{a\rho} - \frac{\mu}{a}\right]$ up to constant term which depends on $\mu$ and $a$ as we will see it in Section 2. Hence in terms of difficulty of estimating $(\Delta, \rho)$, the two models are closely related. But in this paper we deal with the first because we may encounter the situation where we do not know even the structure of $X_i$'s.
Briefly speaking, our estimator of $\Delta, \rho$ will be constructed in section 3 as follows: First we find an initial estimator $(\tilde{\Delta}_N, \tilde{\rho}_N)$ which makes us be able to locate $(\Delta, \rho)$ with rate of convergence $N^{\frac{1}{2}}$, then we add an estimate of the efficient influence function to that. In fact, our estimator turns out to be asymptotically linear with the efficient influence function.

One final note is that we avoid considerable technical details in proving our main theorem because they can be referred to Park (1987), instead we will sketch the proof in section 4.

2. Preliminaries

First we start with stating the conditions we need.

\[(C_1) \quad \frac{m}{m+n} \to p \quad \text{as} \quad m, n \to \infty.\]

\[(C_2) \quad g \text{ is absolutely continuous, has the first derivative } \dot{g} \text{ and } \int (1+x^2) \left(\frac{g'}{g}\right)^2 (x) \, dx < \infty.\]

Note that our model can be molded to one sample model by introducing a random indicator variable $Z$ such that $P[Z=1]=p$. Hence, we observe i.i.d. $(X_1, Z_1), \ldots, (X_N, Z_N)$ ($N=m+n$) with density function $f(x, z, \Delta, \rho, g)$ with respect to the product $\mu$ of Lebesgue measure $\nu$ and counting measure on $R^1 \times \{0,1\}$, where

\[f(x, z, \Delta, \rho, g) = \left(\frac{1}{\rho} g\left(\frac{x-\Delta}{\rho}\right)\right)^z \{g(x)\}^{1-z} \nu(x),\]

\[p(0) = p \quad \text{and} \quad p(1) = 1-p = q.\]
2.1 \( \sqrt{N} \) - consistent estimate

At first we need to construct \( \sqrt{N} \) - consistent estimate \( \tilde{\theta}_N = (\Delta_N, \tilde{\rho}_N) \) of \( \theta = (\Delta, \rho) \) which satisfy

\[
N^{\frac{1}{2}}(\tilde{\theta}_N - \theta) = O_P(\theta, g) \tag{1}
\]

where \( P_{\theta, g} \) is the probability measure having density \( f(\cdot, g(\cdot)) \) with respect to the product measure \( \mu \). Let \( \psi(x) = 2x/(1-x^2) \) and \( \chi(x) = x\psi(x) - 1 \) and define the M-estimate \( \hat{\theta}_N = (\Delta_N, \tilde{\rho}_N) \) corresponding to \( \psi \) and \( \chi \) to be any solution of

\[
\begin{align*}
\frac{1}{n} \sum_{i; Z_i = 1} \psi \left( \frac{X_i - \Delta_N}{\tilde{\rho}_N} \right) &= \frac{1}{m} \sum_{i; Z_i = 0} \psi \left( \frac{X_i - \Delta_N}{\tilde{\rho}_N} \right) \\
\frac{1}{n} \sum_{i; Z_i = 1} \chi \left( \frac{X_i - \Delta_N}{\tilde{\rho}_N} \right) &= \frac{1}{m} \sum_{i; Z_i = 0} \chi \left( \frac{X_i - \Delta_N}{\tilde{\rho}_N} \right)
\end{align*}
\tag{2.2.a, b}
\]

The choice of \( \psi \) and \( \chi \) is rather arbitrary except that the system of equations

\[
\begin{align*}
E \left[ \psi \left( \frac{X - \Delta}{\rho} \right) \bigg| Z = 1 \right] &= E \left[ \psi(X) \bigg| Z = 0 \right] \\
E \left[ \chi \left( \frac{X - \Delta}{\rho} \right) \bigg| Z = 1 \right] &= E \left[ \chi(X) \bigg| Z = 0 \right]
\end{align*}
\tag{2.3.a, b}
\]

has a unique solution \( \theta = (\Delta, \rho) \) and the estimate defined through the equation (2.2) converges to this solution with rate \( N^{\frac{1}{2}} \). By Maronna (1976) these two requirements are met with our \( \psi \) and \( \chi \) defined above (actually we need a simple two-sample generalization of the results of Maronna (1976)).
2.2 Efficient score function

Let \( \mathcal{F} \) be the collection of all probability densities on \( \mathbb{R}^1 \) with respect to Lebesgue measure \( \nu \) and set \( \mathcal{B}_2 = \{ P_{\theta,g} \mid g \in \mathcal{F} \} \), the collection of all probability measures \( P_{\theta,g} \), which has density \( f(\cdot, \theta, g) \) with respect to \( \mu \), with \( g \) varying over \( \mathcal{F} \) and \( \theta = (\Delta, \rho) \) fixed. As defined in Begun et al. (1983) and Bickel et al. (1986), the efficient score function for estimating \( \theta \) is the orthogonal component of the score function for \( \theta \) to the scores for nuisance parameter \( g \). Now the score function for \( \theta \), denoted by \( \ell = (\ell_1, \ell_2)^T \), is

\[
\ell = (\ell_1, \ell_2)^T = \left[-\frac{z}{\rho} \frac{\dot{g}}{g}(x), -\frac{z}{\rho} \left(1 + \frac{x}{\rho} \frac{\dot{g}}{g}(x)\right)\right]^T
\]

where \( \bar{x} = (x-\Delta)/\rho \). If we let \( \mathcal{B}_2 \) (following the notation in Bickel et al. (1986)) be the tangent space of \( \mathcal{B}_2 \), the space of all scores for \( g \) (for definition of tangent space see Pfanzagl (1982) or Bickel et al. (1986)), it can be easily verified that

\[
\mathcal{B}_2 = \{ z h(\bar{x}) + (1-z) h(x) \mid \int h(x) g(x) \, dx = 0 \}.
\]

Now it simply involves a straightforward calculation to get

\[
(2.4) \quad \Pi(\ell \mid \mathcal{B}_2) = \left[\frac{-z}{\rho} \left(\frac{\dot{g}}{g}(x) + (1-z) \frac{\dot{g}}{g}(x)\right), \frac{-z}{\rho} \left(z \frac{\dot{g}}{g}(\bar{x}) + 1 + (1-z) (x \frac{\dot{g}}{g}(x) + 1)\right)\right]^T.
\]

where \( \Pi(\cdot \mid \mathcal{B}_2) \) is the projection operator on \( \mathcal{B}_2 \). Hence the efficient score function for estimating \( \theta \), denoted by \( \ell^* \), is

\[
(2.5) \quad \ell^*(x,z,\theta,g) = \ell - \Pi(\ell \mid \mathcal{B}_2), \text{ with } (2.4);
\]

\[
= \frac{1}{\rho} \left\{ (p-1) z \frac{\dot{g}}{g}(\bar{x}) + p(1-z) \frac{\dot{g}}{g}(x), (p-1) z \left(\frac{\dot{g}}{g}(\bar{x}) + 1\right) + p(1-z) \left(x \frac{\dot{g}}{g}(x) + 1\right)\right\}^T.
\]

**Remark 2.1.** Suppose we observe i.i.d. \((X_1, Z_1), \ldots, (X_N, Z_N)\) with density function \( f(x,z,\mu,\Delta,\rho,g) \) with respect to \( \mu \) where
\[ f(x,z,\mu,a,\Delta,\rho,g) = \left\{ \frac{1}{a\rho} \frac{g}{a} \left( \frac{z}{z} - \frac{\mu}{a} \right) \right\} x \left\{ \frac{1}{a} \frac{g}{a} \left( \frac{z}{z} - \mu \right) \right\}^{-1} p(z) \]

\( p(0) = p, \quad p(1) = 1 - p = q \quad \text{and} \quad g \in \mathcal{G}_o \), the collection of all densities \( g \) with respect to Lebesgue measure \( \nu \) which make \((\mu,a)\) identifiable. Then after going through a simple calculation we arrive at the following efficient score function.

\[ \ell^*(x,z,\theta,g) = \frac{1}{\rho} \begin{bmatrix} \frac{1}{a} & 0 \\ \mu & 1 \end{bmatrix} \begin{bmatrix} (p-1)z \frac{g}{g}(\overline{x}) + p(1-z) \frac{g}{g}(\overline{x}) \\ (p-1)z \left( \frac{\overline{x}}{x} \frac{g}{g}(\overline{x}) + 1 \right) + p(1-z) \left( \frac{\overline{x}}{x} \frac{g}{g}(\overline{x}) + 1 \right) \end{bmatrix} \]

where \( \overline{x} = (x-\mu)/a \) and \( \overline{x} = (x-\Delta)/a\rho - \mu/a \). Comparing these two efficient score functions in (2.5) and (2.6), we can see that they are essentially the same except the constant matrix which depends on \((\mu,a)\). Hence in terms of the difficulty of estimating \((\Delta,\rho)\), the two models are closely related as one can expect it from their structures.

\[ \ell = x \log \lambda(x) d \lambda \left( x \right) + (x \Delta) \delta(x-1) + \overline{x} \delta(\overline{x}) \]

2.3 Asymptotic lower bound

Let

\[ I_* = E_{\theta,g} \ell^* \ell^T(X,Z,\theta,g) \]

Then by Theorem 3.1 of Begun et al. (1983), which is an extended version of the representation theorem of Hájek (1970) for semiparametric cases and a special case of proposition 9 and 10 of Le Cam (1972), the limit law of every regular estimator (for definition see Begun et al. (1983) or Bickel et al. (1986)) may be represented as the convolution of \( N(0, I_*) \) with some distribution which depends on \((\theta,g)\) only. Also Theorem 3.2 of Begun et al. (1983), which is a special case of Hájek–Le Cam–Millar asymptotic minimax theorem (see Hájek (1972), Le Cam (1972), (1979) and Millar (1979, 1984)), states that \( E \ell(Z_*) \) is the asymptotic minimax bound for all "generalized
procedures (see Millar (1979)) where \( \ell: \mathbb{R}^2 \to \mathbb{R}^+ \) is a bowl shaped loss function (i.e. \( \ell(x) = \ell(-x) \), \( \{x : \ell(x) \leq c\} \) is convex for every \( c \geq 0 \) and \( \ell \) is continuous a.e. Lebesgue) and \( Z_\star \sim \mathcal{N}(0, I_\star^{-1}). \) In particular, if \( \ell \) is the squared error loss function, \( tr(I_\star^{-1}) \) is the asymptotic minimax bound.

3. Main Result

Our main goal in this paper is to construct an estimate of \( \theta = (\Delta, \rho) \) which is asymptotically normal with mean \( 0 \) and variance \( I_\star^{-1} \) defined in section 2.3. This estimate will be obtained by adding an estimate of the efficient influence function \( \frac{1}{N} I_\star^{-1} \sum_{i=1}^{N} \ell^*(X_j, Z_j, \theta, g) \) to the initial estimate \( \tilde{\theta}_N. \) First of all we need to estimate the unknown density \( g. \) Let

\[
g_N(x, \theta) = b_N + \frac{1}{Nb_N} \sum_{i=1}^{N} \left\{ Z_i K \left[ \frac{x - X_i}{b_N} \right] + (1 - Z_i) K \left[ \frac{x - X_i}{b_N} \right] \right\}
\]

where \( X_i = (X_i - \Delta) / \rho, \) \( K(y) = e^{-y} / (1 + e^{-y})^2, \) logistic density function and \( \{b_N, N \geq 1\} \) is a sequence of positive constants converging to zero at a rate to be chosen later. Here the choice of the kernel function \( K \) is not critical but it should have some properties described in section 2, Chapter 1 of Park (1987). Now let

\[
\hat{g}_N(x, \theta) = \left[ \frac{\partial}{\partial x} g_N(x, \theta) \right] / g_N(x, \theta).
\]

As an estimate of \( \hat{g} / g, \hat{h}_N \) may have good properties but as we can see it in the expression of \( \ell^* \) in (2.5), \( \hat{h}_N \) also should serve as an estimate of \( x(\hat{g} / g)(x) \) in the form of \( x \hat{h}_N(x, \tilde{\theta}_N) \) which might be (actually turned out to be) uncontrollable even if \( \hat{h}_N \) has good properties as an estimate of \( \hat{g} / g. \) Hence we rather use a smoothly truncated version of \( \hat{h}_N \) defined by

\[
\hat{h}_N(x, \theta) = \left\{ \left[ \frac{\partial}{\partial x} g_N(x, \theta) \right] / \hat{g}_N(x, \theta) \right\} \cdot b(c_N^{-1} x)
\]
where \( c_N \to \infty \) at a rate to be chosen later, \( b(\cdot) \) is a symmetric function such that \( b(x) = 1 \) if \( 0 \leq x \leq 1 \), \( c(x) \), \( 1 \leq x \leq 2 \), and \( c(x) \) is a smooth function such that \( c(1) = 1 \), \( c(2) = 0 \), \( c'(1) = c'(2) = c^*(1) = c^*(2) = 0 \), \( c'(x) \leq \theta \), \( |c'(x)| \lesssim H_1 \), and \( |c^*(x)| \lesssim H_2 \) for some positive numbers \( H_1 \) and \( H_2 \) whenever \( 1 \leq x \leq 2 \). This smooth truncating function \( b(\cdot) \) has been used in Park (1987). Let \( \ell^*(x, z, \theta) \) be an estimate of the efficient score function \( \ell^*(x, \theta, \theta, g) \), defined by replacing \( (g/g) \) with \( \hat{h}_N(\cdot, \theta_N) \) and \( p \) with \( m/N \) in the expression of \( \ell^* \) in (2.5). Namely,

\[
\ell^*(x, z, \theta) = \frac{1}{\rho} \left[ -\frac{m}{N} z \hat{h}_N(x, \theta_N) + m \frac{1-z}{N} \hat{h}_N(x, \theta_N), -\frac{m}{N} z \{ \hat{h}_N(x, \theta_N) + 1 \} \right]^T 
\]

where \( \bar{x} = (x-\Delta)/\rho \). With \( \hat{I}_* \) defined by

\[
\hat{I}_* = \frac{1}{N} \sum_{j=1}^N \frac{\partial}{\partial \theta} \ell^*(X_j, Z_j, \theta) \bigg|_{\theta=\theta_N} \left[ \begin{array}{c} 1 \\ 0 \\ \vdots \\ 0 \\ \varphi(x) \end{array} \right] 
\]

Theorem 3.1. If \( N b_{10} c_N^{-6} \to \infty \) and \( (C1) \) and \( (C2) \) are satisfied, then

\[
N^\frac{1}{2} (\hat{\theta}_N - \theta_N) \to N(0, I_*) \quad \text{in } P_{\theta_N, g_N}
\]

in probability for any sequence \( (\theta_N, g_N) \) such that \( |N^\frac{1}{2} (\hat{\theta}_N - \theta)| \to 0 \) and \( \|N^\frac{1}{2} (g_N^\frac{1}{2} - g^\frac{1}{2}) - h\|_\nu \to 0 \) as \( N \to \infty \) for some \( t \in \mathbb{R}^2 \) and \( h \in L^2(\nu) \) where \( \nu \) is Lebesgue measure and \( \|\cdot\|_\nu \) is the usual \( L^2(\nu) \)-norm.

Note that

\[
I_* = \frac{1}{\rho^2} p(1-p) \begin{bmatrix} I_{0,g} & I_{1,g} \\ I_{1,g} & I_{2,g} \end{bmatrix} = p(1-p) I_{**}
\]
where \( I_{a,g} = \int x^a g^2 / g \, dx \), \( a = 0, 1, 2 \). Hence incorporating with the condition \( m/(m+n) \to p \), an equivalent statement to (3.7) can be written as follows:

\[
\sqrt{\frac{mn}{N}} (\hat{\theta}_N - \theta_N) \to N(0, I_{g}^{-1}).
\]

(3.9)

The statement in (3.9) is more familiar to us than the statement in (3.7) in two-sample problems.

**Remark 3.1.** It is an immediate consequence of Theorem 3.1 that under the condition of Theorem 3.1, we have

\[
P_{\theta,g} \{ N(\hat{\theta}_N - \theta)^T \hat{I}_g(\hat{\theta}_N - \theta) \leq \chi^2(1-\alpha) \} \to 1-\alpha
\]

(3.10)

for \( 0 < \alpha < 1 \) where \( \chi^2(1-\alpha) \) is the 100(1-\alpha)th percentile of chi-square distribution with degree of freedom 2. As discussed in Park (1987), the confidence region based on (3.10) is optimal in the sense that it has the smallest area asymptotically among all the confidence regions for \( \theta \) based on regular estimates with the correct asymptotic coverage probability \( (1-\alpha) \).

Our proof of Theorem 3.1 is based on Lemma 3.1. Before stating the lemma, we introduce an important property of estimates, namely asymptotic linearity.

**Definition.** An estimate \( \hat{\theta}_N \) is called "asymptotically linear at \((\theta,g)\)" if

\[
N^{\frac{1}{2}} (\hat{\theta}_N - \theta - \frac{1}{N} I_{g}^{-1} \sum_{j=1}^{N} \ell^* (X_j, Z_j, \theta, g)) = o_{P_{\theta,g}} (1)
\]

(1)

where \( \ell^* \) and \( I_{g} \) are defined in section 2.

**Lemma 3.1.** If \( \hat{\theta}_N \) is asymptotically linear at \((\theta,g)\), then the conclusion of Theorem 3.1 is true.
Proof. The lemma follows immediately from Le Cam's third lemma (see Hájek and Sidák (1967) Chapter 6). A quick alternative proof can be given as follows: From the asymptotic linearity of \( \hat{\theta}_N \), it is easy to see that \( (N^\frac{1}{2} (\hat{\theta}_N - \theta), \Lambda_N) \) converges weakly to \( Z \) with \( Z \sim N(\mu, \Sigma) \) where \( \Lambda_N = \Sigma_j \log \left( \frac{dP_{\theta_N \theta g_N}}{dP_{\theta g}} \right) (X_j, Z_j) \) and

\[
\mu = \begin{bmatrix} 0 \\ -\frac{1}{2} \sigma^2 \end{bmatrix}, \quad \Sigma = \begin{bmatrix} I_x^{-1} & t \\ t^T & \sigma^2 \end{bmatrix}
\]

for some \( \sigma^2 > 0 \). The characteristic function of \( N^\frac{1}{2} (\hat{\theta}_N - \theta) \) under \( P_{\theta_N \theta g_N} \) is

\[
E_{P_{\theta_N \theta g_N}} \exp[i \, u^T \, N^\frac{1}{2} (\hat{\theta}_N - \theta)] = E_{P_{\theta_N \theta g_N}} \exp[i \, u^T \, N^\frac{1}{2} (\hat{\theta}_N - \theta) - i \, u^T \, t] + o(1)
\]

\[
= E_{P_{\theta g}} \exp[i \, u^T \, N^\frac{1}{2} (\hat{\theta}_N - \theta) + \Lambda_N - i \, u^T \, t] + o(1).
\]

By considering almost surely convergent versions of \( (N^\frac{1}{2} (\hat{\theta}_N - \theta), \Lambda_N) \) and \( Z \) as in Beran (1977), the characteristic function in (3.11) converges to

\[
E \exp[(i \, u^T, 1) \cdot Z] \exp(-i \, u^T t)
\]

by Vitali's theorem. Since \( E \exp[(i \, u^T, 1) \cdot Z] = \exp[-\frac{1}{2} \, u^T \, I_x^{-1} \, u + i \, u^T \, t] \), the term in (3.12) is equal to \( \exp[-\frac{1}{2} \, u^T \, I_x^{-1} \, u] \). This concludes the proof. 

4. Proof of Theorem 3.1

We avoid technical details here because the corresponding results can be easily derived from Park (1987) by putting \( \mu = \tilde{\mu}_n = 0 \) and \( a = \tilde{a}_n = 1 \) there.
Sketch of Proof. By Lemma 3.1, it is sufficient to show that \( \hat{\theta}_n \) is asymptotically linear at \((\theta, g)\). Put

\[
\hat{I}(\theta) = \frac{1}{N} \sum_{j=1}^{N} \frac{\partial}{\partial \theta} \ell^*(X_j, Z_j, \theta) .
\]

Note that \( \hat{I}(\hat{\theta}_n) = \hat{I}_* \) and

\[
N^{\frac{1}{2}} \left[ \hat{\theta}_n - \theta - I_*^{-1} \frac{1}{N} \sum_{j=1}^{N} \ell^*(X_j, Z_j, \theta, g) \right] \]

\[
= \left\{ I + I^{-1}(\hat{\theta}_n) \frac{1}{N} \sum_{j=1}^{N} \frac{\partial}{\partial \theta} \ell^*(X_j, Z_j, \theta) \bigg|_{\theta=\theta_n} \right\} N^{\frac{1}{2}} (\hat{\theta}_n - \theta) 
\]

\[
+ \left[ I^{-1}(\hat{\theta}_n) - I^{-1}(\theta) \right] N^{\frac{1}{2}} \sum_{j=1}^{N} \ell^*(X_j, Z_j, \theta) 
\]

\[
+ I^{-1}(\theta) N^{\frac{1}{2}} \sum_{j=1}^{N} \left\{ \ell^*(X_j, Z_j, \theta) - \ell^*(X_j, Z_j, \theta, g) \right\} 
\]

\[
+ \left( I^{-1}(\theta) - I_*^{-1} \right) N^{\frac{1}{2}} \sum_{j=1}^{N} \ell^*(X_j, Z_j, \theta, g) .
\]

Now it is easy to see that all the terms above go to zero if we show

(4.1) \( N^{\frac{1}{2}} \sum_{j=1}^{N} \left\{ \ell^*(X_j, Z_j, \theta) - \ell^*(X_j, Z_j, \theta, g) \right\} \to 0 \),

(4.2) \( \hat{I}(\theta) \to I_* \)

and

(4.3) \( \sup_{|\theta' - \theta| \leq M} |\hat{I}(\theta') - \hat{I}(\theta)| \to 0 \)

in \( P_{\theta, g} \) -probability. We can easily derive

(4.4) \( N^{\frac{1}{2}} \sum_{\{Z_j = 1\}} \left\{ \ell^*(X_j, 1, \theta) - \ell^*(X_j, 1, \theta, g) \right\} \to 0 \),
and

\[
N^{-\frac{1}{2}} \sum_{\{Z_j=0\}} \{ \ell^* (X_j, 0, \theta) - \ell^* (X_j, 0, \theta, g) \} \to 0,
\]

using the arguments in Lemma 3.1 - 3.5 in Park (1987). (4.1) follows from (4.4) and (4.5).

Now using the same arguments involved in the proofs of Lemma 4.1 - 4.11 and Theorem 4.1, 4.2 in Park (1987), we can get

\[
-\frac{1}{N} \sum_{\{Z_j=1\}} \frac{\partial}{\partial \theta} \ell^* (X_j, 1, \theta) = \frac{1}{\rho^2} (p-1) p I_{**} + o_{P, \theta, g} (1)
\]

(4.6)

and

\[
-\frac{1}{N} \sum_{\{Z_j=0\}} \frac{\partial}{\partial \theta} \ell^* (X_j, 0, \theta) = \frac{1}{\rho^2} p^2 (1-p) I_{**} + o_{P, \theta, g} (1)
\]

(4.7)

where \( I_{**} \) is given through the equation (3.8). Putting (4.6) and (4.7) together leads to (4.1). Finally using the arguments in the proof of Theorem 4.6 in Park (1987), we can easily obtain

\[
\sup_{|\theta' - \theta| \leq M} \left| \frac{1}{N} \sum_{\{Z_j=1\}} \frac{\partial}{\partial \theta'} \ell^* (X_j, 1, \theta') - \frac{1}{N} \sum_{\{Z_j=1\}} \frac{\partial}{\partial \theta} \ell^* (X_j, 1, \theta) \right| = o_{P, \theta, g} (1)
\]

(4.8)

and

\[
\sup_{|\theta' - \theta| \leq M} \left| \frac{1}{N} \sum_{\{Z_j=0\}} \frac{\partial}{\partial \theta'} \ell^* (X_j, 0, \theta') - \frac{1}{N} \sum_{\{Z_j=0\}} \frac{\partial}{\partial \theta} \ell^* (X_j, 0, \theta) \right| = o_{P, \theta, g} (1).
\]

(4.9)

Now (4.3) follows from (4.8) and (4.9) immediately. 
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