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It is shown that Glivenko-Cantelli type theorems are held for empirical and quantile processes, if the sequence of random variables satisfies the absolute regular condition. We also show that the quantile process can be approximated by a Gaussian process if absolute regular coefficients are of order $n^{-q}$, for $q > 8$. This approximation result is used to obtain the model-free prediction intervals; their performance is demonstrated by simulation.
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Abb. title Prediction Interval for Absolute Regular Process
1. INTRODUCTION

The main aim of this study is to establish a strong approximation result for the quantile process, assuming that the observations satisfy the absolute regular property. Further, we apply this result to demonstrate how to construct model free one-step ahead prediction intervals for future observations. The literature on the strong approximation for the quantile process under independently and identically distributed random variables is extensive, with prominent contributions from Bahadur (1966), Kiefer (1970), Csáki (1977), Csörgő and Révész (1978), among others. Their results were attained by relating empirical processes with those of the quantile. Our attention here focuses on obtaining the asymptotic representation theory of quantile processes via empirical processes under absolutely regular property and by assuming that the distribution function of the observations satisfies some regularity conditions. This work deals exclusively with the classical approach to the study of quantile processes based on absolute regular observations. The results obtained are similar to those obtained for the i.i.d. case. The theory here is more or less self-contained, however, it does use a number of known results.

To be explicit, some notations are introduced. Throughout this work, we suppose that \( \{X_i; i \in \mathbb{Z}\} \) (\( \mathbb{Z} \) is the set of integers) is a sequence of strictly stationary random variables on a probability space \( \mathcal{L}_2(\Omega, \mathcal{F}, \mathbb{P}) \), with \( \mathbb{E}X_i = 0, \mathbb{E}X_i^2 < \infty \) and common distribution function \( F(x) \). The empirical distribution function at stage \( n \in \mathbb{N} \) is defined by \( F_n(x) = \frac{1}{n} \sum_{i=1}^{n} I_{(-\infty, x]} \), \( x \in \mathbb{R} \). Define the \( n \)-th sample quantile function \( F_n^{-1}(\cdot) \) of \( F^1(t) = \inf \{x: F(x) \geq t\} \) by
\[ F_n^{-1}(t) = \begin{cases} 
\inf(x: \ F_n(x) \geq t) & \text{for } t > 0 \\
F_n^{-1}(0+) & \text{for } t = 0.
\end{cases} \]

This is the left continuous inverse of the right continuous \( F_n(\cdot) \). For a random sample \( X_1, \ldots, X_n \) of strictly stationary r.v.'s, define the \( n^{th} \) sample quantile process \( V_n(t) \) by

\[ (V_n(t): \ t \in (0,1)) = (n^{1/2}(F_n^{-1}(t) - F^{-1}(t)); \ t \in (0,1)). \]

Csörgö and Révész (1978) have shown that if \( \{X_i; i \in \mathbb{N}\} \) is a sequence of i.i.d. r.v.'s with a continuous d.f. \( F(\cdot) \), which satisfies some regularity conditions, then one can introduce a Brownian bridge \( \{B_n(t); t \in [0, 1], n \in \mathbb{N}\} \) such that

\[ \lim \sup_{n \to \infty} \sup_{t \in (0,1)} |f(F^{-1}(t))V_n(t) - B_n(t)| = 0. \tag{1.1} \]

where \( f(\cdot) \) is the probability density of \( X \)'s.

The objective of this study is to obtain similar results to (1.1) for a sequence of r.v.s satisfying both the strictly stationary and absolute regular property. Further, it is intended to exploit these results in showing how to construct prediction intervals for future observations. The approach utilized to obtain these results will bear considerable resemblance to the theory developed for the i.i.d. case; however, there are some non-trivial technical problems to overcome on the way. The symbol "c" denotes a generic positive constant not necessarily the same at each appearance, while \( c_i, i = 1, 2, \ldots \) denotes particular versions of c. Define \( a_n = 0(b_n) (b_n \geq 0) \), if \( \exists c > 0 \) such that
\[ |a_n| \leq cb_n \text{ for all } n. \] For \( x \in \mathbb{R} \), we let \([x] = 1\), if \( x \leq 1 \) and \([x] = \max \{n \in \mathbb{N} : n \leq x\}\). It is well worth noting that the class of strictly stationary absolute regular random variables is very broad. For example, this class includes one-sided linear models, as long as the following conditions are satisfied: (a) the probability distribution (p.d.) of the white noise is absolutely continuous, like Gaussian, Cauchy, exponential or uniform (on some interval) or even a p.d. belonging to a much wider class, and (b) the coefficient of the linear model decays at an exponential rate or even at a polynomial rate (Bradley, 1986).

2. STATEMENT OF RESULTS

For \( a \leq b, a, b \in \mathbb{Z} \), let \( \mathcal{F}_n^b \) denote the \( \sigma \)-algebra generated by \( X_n, X_{n+1}, \ldots, X_b \). The sequence \( \{X_n, i \in \mathbb{Z}\} \) of random variables satisfies the absolute regular condition if

\[ (2.1) \quad \beta(n) = \mathbb{E} \sup_{\mathcal{F}_n^a} |P(A | \mathcal{F}_n^0) - P(A)| \downarrow 0 \text{ as } n \uparrow \infty. \]

Since some of the preceding results will be related to a strong mixing property, we will also state the strong mixing coefficients to be

\[ (2.2) \quad \alpha(n) = \sup_{\mathcal{F}_n^a} \sup_{\mathcal{F}_n^b} |P(A \cap B) - P(A) P(B)|. \]

It can be shown that \( \alpha(n) = \frac{1}{2} \sup_{\mathcal{F}_n^a} \mathbb{E} |P(A | \mathcal{F}_n^0) - P(A)| \leq \frac{1}{2} \beta(n) \) (Ethier and Kurtz 1986, p. 345). This follows from Fatou's Lemma, which concludes the known result that every absolute regular sequence is strong mixing.
For convenient reference, the basic conditions on \( F(\cdot) \), from which the various results are obtained, are gathered together here.

\[ F_1: \quad F(x) \text{ is twice differentiable on } (a, b), \text{ where } -\infty \leq a = \sup\{x: F(x) = 0\} \]
\[ \text{ and } \infty \geq b = \inf\{x: F(x) = 1\}. \]
\[ F_2: \quad \inf_{0<s<1} f(F^{-1}(s)) > 0. \]
\[ F_3: \quad \sup_{0<s<1} |f'(F^{-1}(s))| < \infty. \]
\[ F_4: \quad F(x) \text{ is strictly increasing}. \]
\[ F_5: \quad f(x) \text{ is unimodal}. \]

To study the difference between empirical and quantile process, it is natural to look at the following weighted difference

\[
(2.3) \quad R_n(t) = V_n(t) + \frac{1}{f(F^{-1}(t))} U_n(t) \text{ on } t \in (0, 1),
\]

where \( U_n(t) = n^k(F_n(F^{-1}(t)) - t) \) is the uniform empirical process. The close tie between \( V_n(t) \) and \( U_n(t) \) can easily be seen by a simple Taylor's expansion of \( F_n^{-1}(t) - F^{-1}(t) \).

Bahadur (1966) showed that if \( X_1, \ldots, X_n \) are i.i.d. r.v.'s with the distribution function satisfying certain fairly mild regularity conditions, then

\[
(2.4) \quad |R_n(t)| = O(n^{-k} (\log n)^k (\log \log n)^k),
\]
with probability one. Similar properties are obtained in the following theorem under absolute regular and strictly stationary conditions.

**THEOREM 1.** Under $F_1$, $F_2$ and $F_3$ and absolute regular coefficient, satisfying

$$
\beta(n) = 0(n^{(q+2b)}) \quad \text{for some } \beta > 2,
$$

there exists a constant $c_1 > 0$, such that

$$
\lim_{n \to \infty} \sup_{0 < t < 1} \frac{n^t}{(\log n)^k (\log \log n)^k} |f(F^{-1}(t)) \mathcal{R}_n(t)| \leq c_1,
$$

with probability one.

The second result which will be obtained is a strong approximation for the quantile processes. To accomplish this, some further notations are required. In exactly the same way as in the i.i.d. case, we shall redefine the space for which the sequence $\{X_i; i \in \mathbb{Z}\}$ was generated to a space which is rich enough in the sense that a separable Gaussian process can be defined on it. Now, the separable Gaussian process will be called Brownian bridge $\{B(t); t \in [0, 1]\}$ if $B(1) = B(0) = 0$, $EB(t) = 0$, and has covariance function $EB(t)B(t') = \Gamma(t, t')$, for $0 \leq t, t' \leq 1$. To define $\Gamma(t, t')$, we write

$$
g_n(t) = I_{[0,1]}(U_n) - t, \quad n \geq 1,
$$

where $\{U_n; n \in \mathbb{Z}\}$ is a uniform, on $[0, 1]$, strictly stationary absolute regular sequence of random variables. Then, for $0 \leq t, t' \leq 1$,

$$
\Gamma(t, t') = \mathbb{E}g_1(t)g_1(t') + \sum_{n=2}^\infty (\mathbb{E}g_1(t)g_n(t') + \mathbb{E}g_n(t)g_1(t')),
$$

such that the series on the right-hand side of $\Gamma(t, t')$ is absolutely continuous.
THEOREM 2. Let \( \{X_i; i \in \mathbb{Z}\} \) be a strictly stationary real valued sequence of random variables satisfying the absolute regular condition with absolute regular coefficient

\[
\beta(n) = o(n^{-\alpha+2\beta}), \text{ for some } \beta > 2.
\]

Suppose that \( F_1, F_2 \) and \( F_3 \) are satisfied, then there exists a Brownian bridge defined on the same probability space as the above sequence with \( EB_a(t)B_a(t') = \Gamma(t, t') \), for \( 0 \leq t, t' \leq 1 \), such that with probability one,

\[
\lim \sup_{n \to \infty} \sup_{0 < t < 1} | f(F^{-1}(t)) V_a(t) + B_a(t) | = 0.
\]

The final result obtained here, which is linked to Theorems 1 and 2, is the randomly located tolerance interval. The first to suggest this method was Butler (1982), who assumed that the observations were i.i.d. Cho and Miller (1987) produced some of these results under a uniform mixing sequence, and Fotopoulos, et al. (1992) have shown that this is also true under strong mixing sequences.

The class of the \( 100\gamma\% \) prediction interval is

(2.6) \( I(\delta) = [F^{-1}(\delta), F^{-1}(\delta + \gamma)]; \ 0 \leq \delta \leq 1-\gamma \).

For a random sample \( X_1, ..., X_n \) with \( F \) known, the tolerance interval for \( X_{n+1} \) is the one which supports the smallest trimmed variance (see, e.g., Cho and Miller, 1987). This occurs at \( \delta^* \), the value of \( \delta \) in which the minimum is attained. If \( F \) is unknown, estimators of both \( \delta^* \) and \( F^{-1} \) are required. It is shown that under absolute regular and strictly stationary conditions, the following result is true; the proof is omitted, since this
can be done in exactly the same fashion as in i.i.d. case, Butler (1982); see also Cho and Miller (1987).

**THEOREM 3.** Let \( \{X_i; i \in \mathbb{Z}\} \) be an absolute regular strictly stationary sequence of real valued random variables with absolute regular coefficient

\[
\beta(n) = 0(n^{-(\gamma + 2\beta)}) \text{ for some } \beta > 2.
\]

Suppose that \( F_1 - F_3 \) are satisfied, then

i) \( \delta \rightarrow \delta^* \) in probability and

ii) \( P_n(\gamma) = P(F_n^{-1}(\delta^*) \leq X_{n+1} \leq F_n^{-1}(\delta^* + \gamma)) \rightarrow \gamma \) in probability.

Numerical results of the coverage probability \( P_n(\gamma) \) are discussed in the next section.

3. APPLICATIONS IN PREDICTION

Cho and Miller (1987) showed that the result of Theorems 2 and 3 hold for the process with \( \alpha(n) = 0(e^{-\theta n}) \) for some \( 0 < \theta < 1 \). Using this approximation result, they obtained the model-free prediction interval (P.I.) for the first order autoregressive Gaussian process. While the model-free P.I. is simple to apply, it is also especially useful for non-Gaussian processes models, see e.g., Smith (1986) for related discussion.

To see how this model-free P.I. works, for absolute regular strictly stationary processes, we performed the simulation by generating observations from \( \text{ARMA}(1, 1) \)

\[
X_t = \phi_1 X_{t-1} + \varepsilon_t - \theta \varepsilon_{t-1}
\]
where \( \phi \) and \( \theta \) are the autoregressive and moving average parameters and \( \varepsilon_t \) is an innovation from a standard Cauchy distribution. We note that \( X_t \) is a non-Gaussian process. The parameter values range from -0.9 to 0.9 for \( \phi \) and from -0.8 to 0.8 for \( \theta \).

Following a similar procedure as in Cho and Miller (1987), we generate the 151 observations and discarded first 50 observations to minimize the effect of starting values. Using the 100 observations, we construct the 90\% P.I using the RNCHY routine of IMSL and use the last observation to check the coverage. The coverage percentages are obtained from 400 replications and are reported in Table 1. It is observed that most of the coverage percentages are ranged from 87\% to 92\%, which is similar to the result reported in Cho and Miller. Even though we did the simulation only for ARMA(1,1) process with an innovation from a standard Cauchy distribution, considering that most of the time series data can be approximated by the low order ARMA models, e.g., ARMA(\( p, q \)), \( p \leq 2 \) and \( q \leq 2 \), we observed the same conclusions as did Cho and Miller for ARMA(\( l, q \)) and \( q \geq 0 \) with a Gaussian innovation.

4. PROOFS

The proofs of the type of theorems stated above will run as follows:

i) We introduce the nth uniform empirical process version, and we show that this process satisfies the law of iterated logarithms.

ii) Using the quantile transformation, it is then shown that the law of iterated logarithm is satisfied for the nth uniform sample quantile process.
iii) The study of a strong invariance statement Bahadur's process follows. This will prove Theorem 1.

and iv) The proof of Theorem 2 is highly dependent upon the exponentiality property, which is provided by Yoshihara (1978).

The following result will play an important role in resolving the problems stated in this study.

**Lemma 1.** Let \( q \geq 0, n \geq 1 \) be integers and let \( 1 \leq R \leq n \). Suppose that

\[
d = |t-s| \geq n^\alpha \text{ for } 0 \leq t, s < 1 \text{ and } \beta(n) = 0(n^{\alpha+2\beta}) \text{ for some } \beta > 2.
\]

Then, for \( a \geq \frac{1}{4} \)

\[
P\left( |\sum_{i=q+1}^n (g_i(t) - g_i(s))| > c_1 R d^a (n \log n)^k \right) \leq c_2 \exp(-c_3 R^{-2} \log n) + c_4 R^{-2} n^{-(\beta-1)}.
\]

**Proof.** It is clear that, for \( n = 1, 2, \ldots \),

i) \( |g_n(t) - g_n(s)| \leq 1 \text{ for } 0 < t \leq s \leq 1, \)

ii) \( E(g_n(t) - g_n(s)) = 0, \)

and iii) \( E(g_n(t) - g_n(s))^2 = d(1 - d). \)

Since the sequence \( \{U_i; i \in \mathbb{Z} \} \) is strictly stationary, it is enough to show Lemma 1, only for \( q = 0 \). In conjunction with Theorem 4 of Yoshihara (1978), it is observed that

\[ m_0 = 1, \text{ and } \sigma_0^2 = d(1 - d) \leq d, \text{ for } d \text{ dependent upon } n. \]

Set \( r = c_1 R d^a (\log \log n)^\alpha \) for some \( a \geq \frac{1}{4} \) and \( m = [n^\beta(\log n)^{-2+\delta}] \) for some \( \delta > 0 \), it follows that

\[
\frac{r}{\sigma_0^2 (nm)^k} = c_2 R d^{-a} (\log n)^{(1-\delta/2)} (\log \log n)^k d^{-(1-2a)n^{-a}}.
\]
We let $d^{(1-2a)}n^a = 0(1)$, i.e., $n^{-a(1-2a)} = 0(d)$, for some $a \geq \frac{1}{4}$, which agrees with the restriction stated in the lemma. The final remark concludes that

$$\frac{r}{\sigma_0^2(n^{m})^\delta} = 0(d^{-aR(\log n)^{(1-d/2)}(\log_2 n)^\delta}).$$

Via Theorem 4 (Yoshihara 1978), and the fact that $\beta(n) = O(n^{(4+2\beta)})$, and $\beta > 2$, the proof of Lemma 1 is now completed.

We continue by showing that the law of iterated logarithms is true for the uniform empirical process under strictly stationary absolute regular conditions.

**LEMMA 2.** Under the conditions of Lemma 1, it follows that

$$\limsup_{n \to \infty} \sup_{0 < s < 1} \frac{|\sum_{i=1}^n g_i(s)|}{(n \log \log n)^\delta} \leq c_5 \quad a.s.$$ 

**PROOF.** To show this result, it is only required to prove that $\forall \varepsilon > 0$, $\exists c > 0$ and $n_0(\varepsilon)$:

with probability one,

$$|\sum_{i=1}^n (g_i(t) - g_i(s))| \leq cd^a + \varepsilon, \text{ for all } n \geq n_0, \text{ with } d = |t-s| \text{ and } a \geq \frac{1}{4}.$$ 

However, this result is shown in Philipp (1977) under milder conditions than those in Lemma 1.

For the next result, we define the uniform quantile process by

$$\{A_n(s); 0 \leq s \leq 1\} = \{n^{-\delta}(E_n^{-1}(s) - s); 0 \leq s \leq 1\},$$

where $E_n(s)$ and $E_n^{-1}(s)$ are the uniform analog of $F_n(s)$ and $F_n^{-1}(s)$, respectively.
LEMMA 3. Under the conditions of Lemma 1, the following result is true.

\[
\lim \sup_{n \to \infty} \sup_{0 < s < 1} \frac{|A_n(s)|}{(\log \log n)^{\frac{5}{4}}} \leq c_6 \quad a.s.
\]

The proof of Lemma 3 can be found in Babu and Singh (1978).

To show Theorem 1, we shall first establish that the uniform analog of Bahadur's process is satisfied, and then we shall relate this to a general case.

It turns out that the uniform analog of (2.3) is given by

\[
(4.2) \quad R_n^*(s) = n^{-\frac{s}{4}} \sum_{1 \leq n} g_i(s) + A_n(s).
\]

LEMMA 4. Under the conditions of Lemma 1, the following result is true.

\[
\lim \sup_{n \to \infty} n^{-\frac{s}{4}} (\log n)^{-\frac{1}{4}} (\log \log n)^{-\frac{1}{4}} \sup_{0 < s < 1} |R_n^*(s)| \leq c_7 \quad a.s.
\]

PROOF. In conjunction with (2.12) (Babu and Singh, 1978), it yields that

\[
(4.3) \quad n^{-\frac{s}{4}} |R_n^*(c)| \leq 3 \sup_{|s| \leq 2c} |E_n(x) - E_n(c) - d|,
\]

where \( \lambda_n = n^{-\frac{s}{4}} (\log \log n)^{\frac{1}{4}} \). By taking the supremum with respect to 't' in both sides of (4.3), it follows that

\[
(4.4) \quad n^{-\frac{s}{4}} \sup_{0 < t < 1} |R_n^*(t)| \leq 3 \max_{|s| \leq 2c} \max_{k > v} |E_n((k + j)b_n) - E_n(kb_n) - jb_n| + 2b_n
\]

\[= W_n + 2b_n,
\]
where \( b_n = n^{3/4} (\log n)^{(\log \log n)}/(\log \log n)^{\delta}, v_n = \lfloor 1/b_n \rfloor + 1 \) and \( w_n = \lfloor 2c\lambda_n/b_n \rfloor + 1 \). It remains to show that \( \lim \sup_{n \to \infty} b_n W_n \leq c \text{ a.s.} \)

From Bonferroni's inequality, it follows that, for \( a = 1/4 \),

\[
(4.5) \quad P(W_n > c_8 b_n) \leq c_9 n \sup_{0 \leq t \leq 1} \sup_{|t| \leq 2\lambda_n} P(\left| \sum_{1 \leq s \leq n} \left( g_t(s+t) - g_t(s) \right) \right| > c_8 n^{-3/4} (\log n)^{(\log \log n)}/(\log \log n)^{(\log \log n)}/(\log \log n)^{\delta}).
\]

Via Lemma 1, and by setting \( q = \lceil n^{2a} (\log n)^{-2+\delta} \rceil, a = 1/4 \) and \( |d| \leq 2c\lambda_n \), we obtain that

\[
(4.6) \quad P(\left| \sum_{1 \leq s \leq n} (g_t(s+t) - g_t(s)) \right| > c_8 n^{-3/4} (\log n)^{(\log \log n)}/(\log \log n)^{\delta})
\leq c_{10} n^{-\gamma} (\log n)^{-2+\delta} \exp(-c_{11} n^{-\gamma} (\log n)^{(\log \log n)}/(\log \log n)^{\delta}) + 4n\beta(q)
\leq c_{12} n^{-\gamma} (\log n)^{-2+\delta} \exp(-c_{12} n^{-\gamma} (\log n)^{(3+\delta)/2} (\log \log n)^{\delta}) + 4n\beta(q)
= 0(n^{-(2+\delta)}) \text{ for some } \beta > 2.
\]

The last statement follows, since \( \beta(n) = 0(n^{(1+2\delta)}), \) for some \( \beta > 2. \) The remaining proof is obtained from the fact that \( P(W_n > c_8 b_n) = 0(n^{-(1+2\delta)}), \beta > 2, \) and Borel-Cantelli's Lemma.

With this information in hand, we are now ready to obtain the proof of the results stated in Section 2.

**PROOF OF THEOREM 1.** From the mean value theorem, it is obvious that under \( F_1-F_3 \)}
\[ (4.7) \quad V_n(t) = n^{-k} (F^{-1}(E_n^{-1}(t)) - F^{-1}(t)) \]
\[ = A_n(t)/F(F^{-1}(v_{t,n})) \]
\[ = A_n(t)/F(F^{-1}(t)) + A_n(t) \left( \frac{F(F^{-1}(t))}{F(F^{-1}(v_{t,n}))} - 1 \right) / F(F^{-1}(t)) \]
\[ = A_n(t)/F(F^{-1}(t)) + A_n(t) \frac{(t-v_{t,n})F'(F^{-1}(\delta_{t,n}))}{F(F^{-1}(\delta_{t,n}))F(F^{-1}(v_{t,n}))F(F^{-1}(t))} \]
\[ = (A_n(t) + n^{-k} \epsilon_n(t))/F(F^{-1}(t)), \]

where \( v_{t,n} = (E_n^{-1}(t) \wedge t, E_n^{-1}(t) \vee t) \) and \( \delta_{t,n} = (v_{t,n} \wedge t, v_{t,n} \vee t) \). Here, the conventions \( \wedge \) and \( \vee \) used above mean \( a \wedge b = \min(a, b) \) and \( a \vee b = \max(a, b) \), respectively.

Calling upon (2.3) and (4.7), it is seen that

\[ R_n(t) = A_n(t)/F(F^{-1}(v_{t,n})) + U_n(t)/F(F^{-1}(t)) \]
\[ = (R_n^*(t) + n^{-k} \epsilon_n(t))/F(F^{-1}(t)). \]

Via Lemma 3, it can be seen that \( n^{-w} \mid \epsilon_n(t) \mid \overset{a.s.}{=} n^{-w} \mathbb{O}(U_n^2(t)) \overset{a.s.}{=} 0(\log \log n/n^w). \) Also, from Lemma 4, we have that \( \sup_{0 < t < 1} \mid R_n(t) \mid \overset{a.s.}{=} 0(n^{-w}(\log n)^w(\log \log n)^w). \) Thus, by considering that \( F_1 - F_3 \) are valid, the proof of Theorem 1 is now completed.

**PROOF OF THEOREM 2.** Philipp (1982) has shown that if \( \{U_i, i \in \mathbb{Z}\} \) is a strictly stationary strong mixing sequence of uniform, on \([0, 1]\), random variables, and if the strong mixing coefficient \( \alpha(n) \) is of order \( n^d \), then there exists a Brownian bridge \( B_n(s) \)
with covariance $\Gamma(s, s')$ for $0 \leq s, s' \leq 1$ and a constant $\lambda$ such that with probability one,

$$(4.9) \quad \sup_{0 \leq s \leq 1} |U_n(s) - B_n(s)| = O((\log n)^{-\lambda}).$$

Reading through this result, one concludes that (4.9) is also true if $\alpha(n) \lesssim n^{4d+2\beta}$, $\beta > 2$ ($f(n) \not\sim g(n)$ means that $f(n)/g(n)$ is bounded away from zero and infinity). In Theorem 2, we have assumed that $\beta(n) = O(n^{4d+2\beta})$; since $\alpha(n) \leq \beta(n)$, we conclude that (4.9) is also true under absolute regular sequences of uniform random variables.

Calling upon (2.3) and (4.8), it can be seen that, for $t \in [0, 1]$,

$$(4.10) \quad f(F^{-1}(t)) V_n(t) + B_n(t) = -U_n(t) + B_n(t) + R_n^*(t) + n^{-\beta} \epsilon_n(t).$$

By taking the supremum in both sides of (4.10), it follows that

$$(4.11) \quad \sup_{0 \leq t \leq 1} |f(F^{-1}(t)) V_n(t) + B_n(t)|
\leq \sup_{0 \leq t \leq 1} |U_n(t) - B_n(t)| + \sup_{0 \leq t \leq 1} |R_n^*(t)| + \sup_{0 \leq t \leq 1} |n^{-\beta} \epsilon_n(t)|.$$

Combining Lemma 4 and some of the steps of the proof of Theorem 1, the proof of Theorem 2 is now completed. \hfill$\blacksquare$
Acknowledgement

Cho's research was supported by a grant from the Korea Science and Engineering Foundation and Ahn's research was supported in part by a summer development grant from the College of Business and Economics, Washington State University. The authors thank the associate editor and the referee for their helpful comments.
References


<table>
<thead>
<tr>
<th>( \phi )</th>
<th>( \theta )</th>
<th>Coverage Percentage of One-Step Ahead P.I. for ARMA (1, 1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.8</td>
<td>-0.6</td>
<td>0.870</td>
</tr>
<tr>
<td>-0.9</td>
<td>-0.8</td>
<td>0.882</td>
</tr>
<tr>
<td>-0.7</td>
<td>-0.6</td>
<td>0.912</td>
</tr>
<tr>
<td>-0.5</td>
<td>-0.4</td>
<td>0.885</td>
</tr>
<tr>
<td>-0.3</td>
<td>-0.2</td>
<td>0.915</td>
</tr>
<tr>
<td>-0.1</td>
<td>0.0</td>
<td>0.887</td>
</tr>
<tr>
<td>0.1</td>
<td>0.2</td>
<td>0.912</td>
</tr>
<tr>
<td>0.3</td>
<td>0.4</td>
<td>0.882</td>
</tr>
<tr>
<td>0.5</td>
<td>0.7</td>
<td>0.887</td>
</tr>
<tr>
<td>0.6</td>
<td>0.8</td>
<td>0.880</td>
</tr>
<tr>
<td>0.9</td>
<td>0.9</td>
<td>0.880</td>
</tr>
</tbody>
</table>

Table 1