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Abstract

In a previous paper, Smith and Weissman have considered estimators of the extremal index of a stationary stochastic process, and have shown that the theoretical properties of these estimators depend on an approximation formula for the extremal index. However, the derivation of this formula was entirely heuristic except for one very special case. In this paper, it is argued that the formula is valid for a broad class of processes, namely processes which are defined on a geometrically ergodic Harris Markov chain.
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1. INTRODUCTION

Let \( \{X_n, n \geq 0\} \) denote a stationary Markov chain with marginal distribution function \( F \). For integer \( i \geq 2 \) and a high threshold value \( u \), define

\[ \theta(i, u) = \Pr\{X_2 \leq u, X_3 \leq u, ..., X_i \leq u | X_1 > u\} \]  

(1.1)
O'Brien (1987) and Rootzén (1988) showed that for suitably large values of $i$ and $u$, $\theta(i, u)$ approximates a parameter $\theta$ known as the extremal index of the process. This parameter characterises many of the important properties of extreme values in stochastic processes (Leadbetter, Lindgren and Rootzén, 1983). Smith (1992) showed that for a wide variety of Markov processes, the calculation of (1.1) reduces to solving a Wiener-Hopf integral equation.

Recently, Smith and Weissman (1992) have considered the problem of statistical estimation of an extremal index. The theoretical solution of this problem requires calculating the bias and variance of some empirical estimators, and they showed that this in turn requires an approximation to $\theta(i, u) - \theta$ for finite $i$ and $u$. In particular, they proposed the approximation

$$
\theta(i, u) - \theta \approx \theta \{ F^i \theta(u) - 1 \} + K \beta^i.
$$

(1.2)

where $K$ and $\beta \in (0, 1)$ are constants. However, the derivation of (1.2) was only given for one very special case, other cases being argued by heuristic reasoning supported by simulations.

In this paper, it is argued that (1.2) is in fact valid for a wide class of processes, namely whenever $X_n$ is a function of a geometrically ergodic, Harris Markov chain.

As a specific example to which we want to apply this theory, consider the Markov chain whose joint distributions are specified by the formula

$$
Pr\{X_n \leq x, X_{n+1} \leq y\} = \exp\{-e^{-Rx} + e^{-Ry}\}^{1/R}, \quad R \geq 1.
$$

(1.3)

As a bivariate distribution function, this seems to be widely applicable in extreme value studies (Tawn 1988). It is therefore also a natural model for dependence in stochastic processes, and has previously been used as an example in the papers of Smith (1992) and Smith and Weissman (1992).
2. THE MAIN RESULT

The general theory of Markov chains in discrete time has been presented by Nummelin (1984). A Markov chain with state space \((E, \mathcal{E})\) (where \(\mathcal{E}\) denotes a class of measurable sets over \(E\)) is \(\psi\)-irreducible if every set of positive \(\psi\)-measure is hit with positive probability regardless of the starting point, and Harris recurrent if that probability is always 1; here \(\psi\) is a \(\sigma\)-finite measure on \((E, \mathcal{E})\). For most of the discussion which follows, we can assume \(E\) to be the real line, \(\mathcal{E}\) the class of Borel sets, and \(\psi\) Lebesgue measure. If \(C \in \mathcal{E}\) is such that \(\psi(C) > 0\), \(\nu\) is a probability measure on \((E, \mathcal{E})\), and there exist a constant \(\xi > 0\) and an integer \(m_0 \geq 1\) such that

\[
\Pr\{X_{m_0} \in A \mid X_0 = x\} \geq \xi \nu(A) \quad \text{for all } A \in \mathcal{E}, x \in C
\]

then \(C\) is called a small set and \(\nu\) a small measure. These always exist for \(\psi\)-irreducible processes; for a model like (1.3), in which the joint density is bounded and positive over finite regions of the plane, it suffices to take \(C\) any finite interval, \(\nu\) the uniform distribution over any finite interval, and \(m_0 = 1\). For Harris recurrent processes, \(C\) will be visited infinitely often and we can define regeneration points as follows: any time the process is in \(C\), toss a coin so that with probability \(\xi\) it restarts with distribution \(\nu\); otherwise the next value of the process is distributed according to \([\Pr\{X_{i+1} \in \cdot \mid X_i = x\} - \xi \nu(\cdot)]/(1 - \xi)\).

Denote the regeneration times \(0 < S_0 < S_1 < \ldots\) and let \(B_0 = \{X_i, 0 \leq i < S_0\}\), \(B_1 = \{X_i, S_0 \leq i < S_1\}\), etc. Then \(B_0, B_1, B_2, \ldots\) are independent regeneration cycles and \(B_1, B_2, \ldots\) are identically distributed. Rootzén (1988), following Asmussen (1987), showed that a similar construction is possible when \(m_0 > 1\) in (2.1) but in this case the cycles are only 1-dependent, rather than independent. We do not consider this situation any further here. Let \(\mu\) denote the mean time between regenerations; when \(\mu < \infty\) the process is positive recurrent and when \(\mu = \infty\) it is null recurrent. When a process is positive recurrent then a stationary measure \(\pi\) exists, and if it is also aperiodic then \(\Pr\{X_n \in A \mid X_0 = x\} \rightarrow \pi(A)\) as \(n \rightarrow \infty\) for all \(A \in \mathcal{E}\) and all \(x \in E\), exactly as in the discrete-state case. Positive recurrent aperiodic Harris processes are also called ergodic.

For the following discussion we need to define a strengthening of the notion of an
ergodic process. A process is \textit{geometrically ergodic} if convergence to $\pi$ is geometrically fast; one of several equivalent characterisations (Nummelin 1984, Theorem 6.14, page 120) is that there exist a positive constant $\beta < 1$ and a positive function $M$ with $\int_E M(x)\pi(dx) < \infty$ such that

$$|\Pr\{X_n \in A|X_0 = x\} - \pi(A)| \leq M(x)\beta^n \text{ for all } x \in E, A \in \mathcal{E}, n \geq 0. \quad (2.2)$$

There is an even stronger property known as \textit{uniform ergodicity} in which the function $M(x)$ in (2.2) is replaced by a single constant $M$; however this condition is not satisfied by the process (1.3) or any similar process, so we do not consider it further.

Given that the process is ergodic, a suitable condition for geometric ergodicity (Nummelin, page 90) is that there exist a small set $C$, a positive measurable function $g$ and constants $k > 1, \gamma < 0, M_1 < \infty$ such that

$$\begin{align*}
E\{kg(X_{i+1}) - g(X_i)|X_i = x\} &\leq \gamma \text{ for all } x \notin C, \\
E\{g(X_{i+1})I(X_{i+1} \notin C)|X_i = x\} &\leq M_1 \text{ for all } x \in C.
\end{align*} \quad (2.3)$$

Here $I$ denotes the indicator function. As an illustration of how this condition may be checked for processes of practical interest, we prove:

\textit{Lemma 1}. The Markov chain defined by (1.3) is geometrically ergodic.

\textit{Proof}. It follows quickly from (1.3) that

$$\Pr\{X_{i+1} - X_i \leq z|X_i = x\} = (1 + e^{-Rz})^{1/R-1} \exp[-e^{-z}((1 + e^{-Rz})^{1/R} - 1)]. \quad (2.4)$$

From this we note two forms of limiting behaviour. As $x \to \infty$, the conditional distribution of $X_{i+1} - X_i$ converges to that of a random variable $Z$ with distribution function $(1 + e^{-Rz})^{1/R-1}$; this random walk representation was the basis of Smith’s (1992) method of calculating the extremal index. Since $\mathbb{E}(Z) < 0$ we can find $t > 0$ such that
\[ E\{e^{tZ}\} < 1; \text{then we will also have } E\{e^{t(X_{i+1}-X_i)}|X_i = x\} < \delta < 1 \text{ for } x > \text{ some } x^*. \] For \( x \to -\infty \), write \( z = -x/R + w \); then (2.4) converges to \( \exp(-e^{-Rw}/R) \), i.e. there is a random variable \( W \) such that \( X_{i+1} \) behaves like \( x(1 - 1/R) + W \) when \( X_i = x << 0 \). Define \( C = (-c,c) \) for \( c > x^* \), and let \( g(x) \) be \( e^{tx} \) for \( x > 0 \) and \( |x| \) for \( x < 0 \). Choose \( k \) so that \( 1 < k < \min\{1/\delta, R/(R-1)\} \). Then for \( x > c \),

\[ E\{kg(X_{i+1}) - g(X_i)|X_i = x\} \leq (k\delta - 1)e^{tx} \]

while for \( x < -c \)

\[ E\{kg(X_{i+1}) - g(X_i)|X_i = x\} \approx k(1 - 1/R) - 1 - kE(W) \]

both of which are negative for sufficiently large \( |x| \) under the stated conditions on \( k \). This establishes the first condition in (2.3), while the second is obvious. This completes the proof of Lemma 1.

We now return to the problem of the extremal index. Let \( \zeta_0 \) denote the maximum of the process \( \{X_i\} \) over the cycle \( C_0 \), \( \zeta_1 \) the maximum over \( C_1 \), etc. Then \( \zeta_0, \zeta_1, \zeta_2, ... \) are independent and identically distributed. Define \( G(u) = \Pr\{\zeta_1 \leq u\}^{1/\mu}; \) Rootzén (1988) calls \( G \) the phantom distribution function associated with the Markov chain. Also let \( \epsilon = -\log G(u); \) in the following we derive approximations under the assumption that \( \epsilon \) is small. A key result is the following:

**Lemma 2.** Assume the Markov chain is stationary and geometrically ergodic. Then

\[ \max_{n \geq 1} |\Pr\{\max(X_1, ..., X_n) \leq u\} - G^n(u)| = O(\sqrt{\epsilon \log 1/\epsilon}). \]

**Proof.** Let \( \nu_n = \min\{k \geq 0 : S_k > n\} \) denote the number of regeneration cycles up to and including time \( n \). Let \( \delta > 0, \delta' = \delta + 1/n \). Then

\[ |\Pr\{\max(X_1, ..., X_n) \leq u\} - G^n(u)| \leq n\epsilon e^{-\epsilon} \mu \delta' e^{\mu \delta' \epsilon} 
+ \Pr\{|\nu_n/n - 1/\mu| \geq \delta\} + \Pr\{\zeta_0 > u\}. \] (2.5)
This is similar to Theorem 3.1 of Rootzén (1988) but with two modifications. First, Rootzén’s third term (involving \( \zeta_0 \)) is different from ours, but it is clear from Rootzén’s proof that the term given here is equally valid. Second, for the first term on the right hand side, Rootzén gives just \( \mu \delta \) as a bound on \( |G(u)^n + n\mu \delta - G(u)^n| \). This can be strengthened by noting that for \( 0 < q < p < 1 \) we have \( p^n - q^n \leq n(p - q)p^{n-1} \); let \( p = G(u) = e^{-\epsilon} \), \( q = G(u)^{1+\mu \delta} = pe^{-\mu \delta \epsilon} \); then \( p^n - q^n \leq ne^{-n\epsilon}(1 - e^{-\mu \delta \epsilon}) \leq nee^{-n\epsilon} \mu \delta \). There is also a reverse inequality in which we must set \( q = G(u) \), \( p = G(u)^{1-\mu \delta'} \) and the same argument works but now there appears an additional factor \( e^{\mu \delta' \epsilon} \). This establishes (2.5).

From the stationarity of the process it follows that the third term in (2.5) is \( O(\epsilon) \) and we shall not consider this any further. Geometric ergodicity implies that the common distribution of \( S_{i+1} - S_i \) for \( i \geq 0 \) has a finite moment generating function in a neighbourhood of the origin. Using this fact, a large deviations argument shows that there exists \( K > 0 \) such that \( \Pr\{|\nu_n/n - 1/\mu| \geq \delta\} \leq e^{-n\delta^2/K} \). Set this equal to \( \sqrt{\epsilon \log 1/\epsilon} \). Then it is readily verified that \( \delta \sim \sqrt{(K \log 1/\epsilon)/(2n)} \). Since \( \epsilon \sqrt{\log 1/\epsilon} \to 0 \) as \( \epsilon \to 0 \) we have established that we may ignore the factor \( e^{\mu \delta' \epsilon} \) in the first term of (2.5). If we split up \( \delta' = \delta + 1/n \), then we may also ignore the term arising from \( 1/n \) since \( ee^{-n\epsilon} = O(\epsilon) \). Finally we note that

\[
n\epsilon e^{-n\epsilon} \delta = O(n^{1/2}ee^{-n\epsilon} \sqrt{\log 1/\epsilon}).
\]

Maximising this with respect to \( n \) we get a bound of \( O(\sqrt{\epsilon \log 1/\epsilon}) \). Since this is the same order as the second term of (2.5), the proof of Lemma 2 is complete.

Now we consider how to evaluate the phantom distribution function. For the Markov chain starting in its stationary distribution, let \( S_0 \) denote the first recurrence time after time 0 as before, and let

\[
\theta(u) = \Pr\{X_1 \leq u, ..., X_{S_0-1} \leq u | X_0 > u\}. \quad (2.6)
\]

By Rootzén’s (1988) Corollary 4.2(i), \( \theta(u) \to \theta \) as \( u \to \infty \). The following argument strengthens this:
Lemma 3. \( \Pr\{\zeta_1 > u\} = \mu \theta(u)(1 - F(u)) \).

Proof. Considering the cycle \( B_1 \) and conditioning on the last time the process crosses \( u \), we have

\[
\Pr\{\zeta_1 > u\} = \int_{x=u}^{\infty} \left( \sum_{i=0}^{S_1-S_0-1} \Pr\{X_{S_0+i} \in dx, X_{S_0+i+1} \leq u, \ldots, X_{S_1-1} \leq u\} \right)
\]

\[
= \int_{x=u}^{\infty} \sum_{i=0}^{S_1-S_0-1} \Pr\{X_{S_0+i} \in dx\} \Pr\{X_{S_0+i+1} \leq u, \ldots, X_{S_1-1} \leq u | X_{S_0+i} \in dx\}
\]

\[
= \int_{x=u}^{\infty} \sum_{i=0}^{S_1-S_0-1} \Pr\{X_{S_0+i} \in dx\} \Pr\{X_1 \leq u, \ldots, X_{S_0-1} \leq u | X_0 \in dx\} \tag{2.7}
\]

where in the last line we have used the Markov property. However, by the “expectations over blocks” properties described in Section 5.3 of Nummelen (1984) (cf. equation (2.2) of Rootzén, 1988), and using the fact that \( F \), the marginal distribution of the process, is necessarily also its stationary distribution, we have that

\[
\sum_{i=0}^{S_1-S_0-1} \Pr\{X_{S_0+i} \in dx\} = \mu F(dx)
\]

and this together with (2.7) establishes the Lemma.

From Lemma 3 it is easily seen that \( |G(u) - F^{\theta(u)}(u)| = O(\epsilon^2) \) and hence that \( |G^n(u) - F^{n\theta(u)}(u)| = O(\epsilon) \) uniformly over \( n > 0 \). Combined with Lemma 2, this shows that

\[
\max_{n \geq 1} \left| \Pr\{\max(X_1, \ldots, X_n) \leq u\} - F^{n\theta(u)}(u) \right| = O(\sqrt{\epsilon \log 1/\epsilon}). \tag{2.8}
\]

This provides some argument for using \( \theta(u) \) instead of \( \theta \) in the approximation for the distribution of the maximum: if we use \( \theta(u) \), then a bound on the error of approximation is given by (2.8) whereas there is, in general, no bound on the rate at which \( \theta(u) \) must approach \( \theta \).
Finally we come to the question of how well \( \theta(i, u) \) for fixed \( i > 0 \) approximates \( \theta(u) \).

We have

\[
\theta(u) - \theta(i, u) \\
= \sum_{r=0}^{\infty} \Pr\{X_1 \leq u, \ldots, X_r \leq u, S_0 = r + 1|X_0 > u\} \\
- \Pr\{X_1 \leq u, \ldots, X_{i-1} \leq u, S_0 = r + 1|X_0 > u\} \\
= \sum_{r=0}^{i-2} \Pr\{X_1 \leq u, \ldots, X_r \leq u, \max_{r<j<i} X_j > u, S_0 = r + 1|X_0 > u\} \\
- \sum_{r=i}^{\infty} \Pr\{X_1 \leq u, \ldots, X_{i-1} \leq u, \max_{i \leq j \leq r} X_j > u, S_0 = r + 1|X_0 > u\}. \tag{2.9}
\]

The second term is bounded by \( \Pr\{S_0 \geq i|X_0 > u\} \) and this, by geometric ergodicity, is at most \( M\beta^i \) for some \( \beta < 1 \), where \( M \) will in general depend on \( u \). The first term may be written in the form

\[
\sum_{r=0}^{i-2} \Pr\{X_1 \leq u, \ldots, X_r \leq u, S_0 = r + 1|X_0 > u\}\{1 - F^{(i-r)}(\theta(u))(u) + O(\sqrt{\varepsilon \log(1/\varepsilon)})\} \\
= [\sum_{r=0}^{\infty} \Pr\{X_1 \leq u, \ldots, X_r \leq u, S_0 = r + 1|X_0 > u\} + O(\beta^i)]. \nonumber \\
\{1 - F^{i\theta(u)}(u) + O(\sqrt{\varepsilon \log(1/\varepsilon)})\}.
\]

Thus we have established our main result:

**Theorem.** Suppose the chain is geometrically ergodic with geometric constant \( \beta < 1 \) and suppose \( 1 - F(u) = O(\varepsilon) \). Then there is a constant \( M \) (in general, depending on \( u \)) such that

\[
|\theta(u)F^{i\theta(u)}(u) - \theta(i, u)| \leq M\beta^i + O(\sqrt{\varepsilon \log 1/\varepsilon}). \tag{2.10}
\]
3. DISCUSSION

The theorem does not establish that there is a specific constant $K$ for which (1.2) holds. Nevertheless, having established the existence of a $O(\beta^i)$ bound, it seems natural to conjecture that there will be such a constant (depending on $u$, of course). With this modification, what (2.10) says is that (1.2) is valid as an approximation uniform over $i$ for each $u$, the error being bounded by a term of $O(\sqrt{\epsilon \log 1/\epsilon})$.

Another feature of this result is that it gives some theoretical basis for considering the extremal index as a parameter depending on the threshold, in other words $\theta(u)$ instead of its limiting value $\theta$. The practical need for this was suggested in a discussion contribution by Tawn (1990), and has been reinforced in subsequent studies including the data example of Smith and Weissman (1992). Of course, if $\theta(u)$ tends to $\theta$ fast enough, then we may substitute $\theta$ for $\theta(u)$ without affecting the overall error bound in (2.10). However, it is conceivable that the convergence of $\theta(u)$ to $\theta$ will be slow and that there is then a real gain from not making the substitution.

A final remark is that there is nothing in our derivation to require that the process $\{X_n\}$ itself be a Markov chain; it could equally well be one component of a multidimensional Markov chain, provided the assumed recurrence and geometric ergodicity properties hold. Indeed the example in Section 3 of Smith and Weissman (1992) is of this form. Other examples within this framework include $k$-dependent Markov chains (including general nonlinear autoregressive processes) and nonlinear moving average processes of finite extent (i.e. any process that can be represented in the form $X_n = f(Z_n, Z_{n-1}, ..., Z_{n-k+1})$ with $\{Z_i\}$ independent) provided the resulting process is a geometrically ergodic Harris chain.
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