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Abstract

Existing reliability prediction and security assessment of open source software systems seem to focus on analysis based primarily on the number of faults reported against the software. Since information like problem reports, software usage level, and project’s behavior in terms of time taken to fix a problem report are publicly available, it is advantageous to also consider these factors in analyzing open source projects. We study the characteristics of FEDORA (a popular open source project) problem reports for different releases and show that traditional reliability models can be utilized for prediction of problem rates across releases. Also, we estimate the risk exposure due to security problem reports, a subset of the total problem reports. We discuss metrics that could help end-users assess the trustworthiness of open source projects.
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1 Introduction

Current trend in widespread usage of open source software systems invites the need to analyze the behavior, characteristics, and quality of open source projects. Much of the existing analyses on quality of open source projects are limited to qualitative discussions e.g., [15], process level decisions based on statistical analysis e.g., [25], analyses in terms of the design attributes e.g., [7], analyses in terms of source code metrics e.g., [33], etc. Much less attention has been given to analyses from the perspectives of field usage of the software, project’s behavior in terms of time taken to report the faults and time taken to fix the faults.

Software reliability is an important characteristic of software quality [9, 20]. It helps provide a quantitative assessment of the software quality from the perspective of field usage of the software. Existing reliability analyses of open source software focus on models based only on the number of faults reported against the software i.e., fault count data e.g., [40, 41, 35]. Publicly available information like software usage level in terms of number of users and project’s behavior in terms of the time taken to report the faults, and time taken to fix the faults, have not been considered in these analyses. We believe that it is necessary to take into account all this information in order to gain a comprehensive view of open source projects.

Similar to the general category of faults, security assessment i.e., analyses on security faults, have either been limited to fault count data e.g., [1, 23] or are primarily qualitative e.g., [32, 16, 5]. Risk analysis is one of the important aspects of security assessment [8]. Often work on risk is done from the perspective of software proprietors i.e., in terms of cost impact on the software proprietors [4, 14, 19]. But for an open source project, the end-user is also a part of the development community. Hence security risk assessment for open source projects needs to be done not only quantitatively, but also from the perspective of an end-user.

From the perspective of an end-user, trust is another factor that is given importance in the open source community e.g., [6]. Existing research on analysis of trust in open source software has been primarily qualitative [6, 17]. Trust is closely tied to vulnerabilities [17], therefore analysis on the security trends observed with open source projects can help an end-user assess the trustworthiness of open source projects.

The objectives of this study is to

1. Study the characteristics of FEDORA project in terms of time taken to report and correct problems.
2. Study problem report and correction patterns across releases and compare trends in security and non-security problem reports.
3. Assess whether traditional reliability models can be used for prediction of problem rates across releases for both security and non-security problem reports.
4. Discuss possible end-user perceptions of security risk, in relation to security problem report rate and mean time taken to fix a security problem report.
5. Develop a model that captures an end-user’s security risk level over time.
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6. Discuss an end-user’s perception of trust, in relation to security problem report and correction rates.

The rest of the paper is organized as follows. In Section 2, we discuss elements of software quality: software reliability, security risk and trust. In Section 3, we discuss the data used for our analysis. In Section 4, we discuss the patterns observed with the problem reports for eight FEDORA releases. In Section 5, we discuss the metrics estimated in our analyses. In Section 6, we discuss prediction of problem rates per release and across releases. In Section 7, we discuss the security risk analysis. In Section 8, we discuss trust analysis. In Section 9, we discuss related work and Section 10 concludes the paper and looks at future work.

2 Quality

Quantitative assessment of software quality requires defining a set of characteristics important for the software, studying the behavior of the software, developing metrics and evaluating them against the defined characteristic [9]. Software reliability [12, 29, 26, 27] is one such key characteristic of software quality [9, 20].

2.1 Software Reliability

Software reliability is defined as the probability of failure free operation of the software system in a given time and in a specified operational environment [29]. In order to estimate the reliability of a project [22], it is necessary to prepare or collect data required for the analysis. While data regarding the field failures and the operational environment are required, factors like the severity of failures, fault removal process, and similar are also recommended [22]. With open-source system, it may be difficult to track failures in operational environments, but may be possible to estimate this data from public records.

2.2 Security Risk

Security failures and security faults are a subset of the general category of software failures and faults [29]. We call a weakness or a fault in a software system that can be exploited by a malicious user a security problem or vulnerability [39, 24]. We call an action or an attempt to exploit this vulnerability, with intention or by accident, an attack. We define a security risk as the probability (P) that an attack occurs and succeeds multiplied by the damage or cost that exploitation of the vulnerability entails [8], i.e.,

\[ \text{Risk} = P[\text{successful attack}] \times \text{Cost} \] (1)

Cost may include different types of losses both qualitative and quantitative, both real and perceived. This means that we need to collect information that tells us how often a product may fail in the field, how many latent faults there may be in the product, how many of those may be security vulnerabilities, how many materialize in practice as security failures, and how prompt and diligent software developers are in mitigating such issues. Of course information about the cost of all these failures is also needed, as is information about the operational profile of the product [28]. Constructing the latter requires, among other things, information about the usage level of the product in the field [28, 12].

2.3 Open Vs Closed Source System

Security-risk analysis has been applied to both open-source and closed-source software systems by a number of researchers e.g., [11]. Also, a number of security risk models have been proposed [4, 14, 19]. Many of these models focus on metrics such as annual loss expectancy, savings, benefits, return of investment, etc. In addition to the above metrics, the models also deal with the estimation and prediction of the number of vulnerabilities in a software system [1, 13, 23, 3]. This is further discussed in section 9.

With closed-source software systems, information about vulnerabilities is often made available only after the problem has been resolved and a fix has been released \(^1\). There is a reason for this. The argument is that releasing information about a security problem may increase the risk for end-users since it makes a larger number of potential hackers aware of it, and until a fix is available, this increases the exposure of the end-users to danger. A counter-argument is that hackers probably already know about the problem, and not releasing information about a vulnerability immediately prevents end-users from taking precautions and also erodes the trust of the end-users. For example, how many of the problems have they not told us about? Since the proprietor may not release information regarding developers activities, security-risk analysis on closed-source systems is often restricted to the count of vulnerabilities. Even in the cases where the software proprietor makes information available to individual researchers, analyses have been primarily targeted toward metrics such as loss in terms of investment [4, 14, 19]. This should be contrasted with reporting of non-security faults and failures by vendors. Vendors have been much more open about that and a number of data suites and reports exist that discuss and model failures, faults, availability, reliability, and in general problem related costs of commercial software [29, 22].

With Open-source software systems, much of the project behavior is visible to an end-user. Problem reports or faults against the vulnerabilities are tracked through open bug tracking systems. These problem reports maintain information from the time the problem was reported until the

\(^1\) http://www.microsoft.com/technet/security/current.aspx
problem is resolved. This allows us to estimate problem reporting rates, problem correction rates, and probable duration of exposure of the end-users to the described security problems or vulnerabilities.

2.4 Trust

"Trust is defined as the degree of confidence that exists that the software will be acceptable for one’s needs" [17]. With open source software, a weakness in a system can be identified either by a user or developer, who would fix it, or by a cyber criminal who would exploit the weakness. There is always a race between the "‘good guys” and the criminals as to who can spot the weakness first [18]. The degree of confidence with which a user may view open source software might depend on factors such as how quickly the developer fixes a vulnerability, how difficult it is to exploit a vulnerability, the impact due to such exploits, etc.

3 Data

Some existing reliability studies of open source projects e.g., [40, 41] concentrate on projects from SourceForge 2. The size of the projects are relatively small with the total number of faults reaching approximately 500. Tamura et al. [35] provide numerical illustrations based on FEDORA release 6. But their data included only the number of faults reported against FEDORA version 6, those until October 2006. This is even smaller than the number of faults in small scale projects used by other studies e.g., [40, 41]. Alhazmi et al. [1, 23] focus their analyses on the number of vulnerabilities found in REDHAT3 operating system (version 6.2). This work does not consider the project’s behavior on the faults or problem reports associated with the vulnerabilities like the time taken to fix a fault. Considering the factors of popularity, significant size in terms of number of faults reported, complete information about the project’s behavior on the faults etc., we selected FEDORA as the subject for our analyses.

Fedora4 is a free and open source linux based operating system developed and maintained by the the open-source community Fedora Project5. FEDORA is sponsored by REDHAT.

3.1 Problem Reports

FEDORA problem reports are tracked through REDHAT’s bug-tracking system6. The Common Vulnerability Exposure7 database and National Vulnerability Database8 maintain a list of publicly known security vulnerabilities and exposures. The security vulnerabilities logged in against FEDORA have a mapping or link to reports in REDHAT’s bug-tracking system. This helped us identify the security problem reports for each release of FEDORA.

Table 1 shows the problem report and registration statistics collected for FEDORA releases 1 to 8. The table shows the total number of security and non-security problem reports for each release of FEDORA. Also, the number of installations or registrations for FEDORA releases 6, 7 and 8 are as shown. From the table, we find that security problem reports account for roughly 1% to 2% of the total problem reports. This is consistent with the rates reported by other researchers [1, 23]. Based on this percentage, we could assume that analysis on non-security problem reports may hold true for the total subset of problem reports as well.

3.2 System Usage

Ideally, we would have liked to collect the usage information of every system running FEDORA release. Usage information like the total number of systems in operation during a given time, the total operation time as well as downtime for each FEDORA releases. Due to the limited availability of information, we had to restrict our attention to the download statistics maintained by FEDORA project. Based on some assumptions and download statistics from FEDORA project, we were able to approximate the system usage for FEDORA.

We assume that the number of downloads or installations or unique IP addresses represent the total number of operational systems. This may not be true since not all downloads or installations may be actually operational. Based on this we can calculate the in-service time i.e., product of total number of systems and the time they have been operational. The FEDORA download statistics is only available from FEDORA release 6. Therefore our analysis has been done on FEDORA releases Zod (Release 6), Moonshine (Release 7), and Werewolf (Release 8).

Figure 1 shows the number of installations(actually registrations) for Zod(for 26 weeks from its release date), Moonshine(for 23 weeks from its release date), and Werewolf(for 26 weeks from its release date). The download statistics are collected only for a certain period after each release date. The data have been collected by the developers only to observe if the number of downloads have reached a count of 2 million. Beyond that the data was not available. That obviously limits the range of analyses we can perform.

---

2 http://sourceforge.net/  
3 http://redhat.com/  
4 http://fedoraproject.org  
5 http://fedoraproject.org/wiki/  
6 http://bugzilla.redhat.com/  
7 http://cve.mitre.org/  
8 http://nvd.nist.gov/
Table 1. FEDORA Statistics

<table>
<thead>
<tr>
<th>Statistics</th>
<th>FEDORA 1</th>
<th>FEDORA 2</th>
<th>FEDORA 3</th>
<th>FEDORA 4</th>
<th>FEDORA 5</th>
<th>FEDORA 6</th>
<th>FEDORA 7</th>
<th>FEDORA 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>No of security problem reports ($PR_s$)</td>
<td>31</td>
<td>82</td>
<td>128</td>
<td>154</td>
<td>201</td>
<td>194</td>
<td>92</td>
<td>26</td>
</tr>
<tr>
<td>No of non-security problem reports ($PR_{ns}$)</td>
<td>3141</td>
<td>4124</td>
<td>7528</td>
<td>7644</td>
<td>7805</td>
<td>7877</td>
<td>5468</td>
<td>4490</td>
</tr>
<tr>
<td>Total no of problem reports ($PR_t$)</td>
<td>3172</td>
<td>4206</td>
<td>7656</td>
<td>7798</td>
<td>8006</td>
<td>8071</td>
<td>5560</td>
<td>4516</td>
</tr>
<tr>
<td>Percentage of $PR_s$</td>
<td>0.98</td>
<td>1.95</td>
<td>1.67</td>
<td>1.97</td>
<td>2.51</td>
<td>2.4</td>
<td>1.65</td>
<td>0.58</td>
</tr>
<tr>
<td>Registered users</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>2864875</td>
<td>1920667</td>
<td>2152583</td>
</tr>
</tbody>
</table>

Figure 1. Number of installations Vs Calendar Time

The calendar time or the operating time is defined as the cumulative sum of time after release of the software [29]. The inservice time refers to cumulative sum of the execution time of software [29, 12]. In our case, an upper bound on the inservice time can be estimated as

$$Inservice\ time(t) = \sum_{i=1}^{t} \Delta t_i \times n_i$$  \hspace{1cm} (2)

$$\Delta t_i = t_i - t_{i-1}$$  \hspace{1cm} (3)

where $\Delta t_i$ is time interval at $i$, and $n_i$ is the total number of installations(registrations) in time interval $i$. In our analysis, the inservice time has been calculated from the point the software was released until the time for which the usage statistics were available. Growth of inservice time for FEDORA 6 is illustrated in Figure 2 vs Calendar time.

Figure 2. InService Time

4 Problem Report Events and Patterns

Figures 3 and 4 show the Time-to-Problem-Report (TTPR) and Time-to-Problem-Correction (TTPC) for FEDORA 6 non-security problems. The figures also show the calendar time when FEDORA 6 and FEDORA 7 were released. The horizontal axis shows calendar time at which the problems were reported, and the vertical axis shows the time in minutes between successive problem reports (TTPR) and the time to corrections (TTPC) from the time a problem was reported. In this section, we discuss the patterns with problem report and corrections by dividing the total observation period into three distinct regions: burn-in period (time period during which the software is developed and is not yet officially released i.e., time period before the official release of the software), the actual period (time period between release of current version of the software and the next version), the after period (time period after official release of the next version).

In figures 3 and 4, the burn-in period marks the devel-
opment of FEDORA 6. The actual period is the time period between official releases of FEDORA 6 (current version) and FEDORA 7 (next version). The after period is the time period after release of FEDORA 7. Also, the release dates for test versions of FEDORA 6 are marked as T1, T2, and T3, T1 being the first test release and T3 being the last test release. Figure 5 shows the total number of days spent in correcting problem reports for a particular release during its after period. Figure 6 shows the total number of faults during each of the three periods. Figure 7 and 8 show the average repair and report time during each period. The average repair and report time is defined as the average repair and report time of all problem reports found during each of the three periods.

From figure 3, we see that as the project progresses from the burn-in period into the release date, the time interval between problem reports appears to keep decreasing. The decrease become more prominent soon after the release of test versions. More number of problems are being reported during the actual period (from figure 6). This may be caused by an increased number of users using the software after the official release of the product and finding more faults. This is also evident from figure 8 which shows that the average time to report reduces significantly when compared to the burn-in period average.

Although more faults are being reported during the ac-
ual period, we observe that after several months into the release, there is an increase in time interval between problem reports, possibly indicating that the product is getting better (provided the old problems have been fixed). The trend continues until the next release is made, and even for a small period after the next release. The average time to report increases from the actual period to the after period. Figure 6 shows that the number of faults reported during the after period is less. This may be due to the fact that users may be moving to the new version.

The time to problem correction during the burn-in period is longer compared to that of the actual and after periods. Similar to the trend with problem reporting, the time to problem correction reduces as the project progresses toward the test release and official release of the software. The number of problems reported during the burn-in period is very less. This may be because more time is spent on development of features rather than testing activity.

Soon after release of the first test version, we find that the time to problem correction decreases more intensely. Since more problems are reported during the actual period, developers may tend to fix it quickly. Also, we observe the trend continues into the after period. From Figure 5, we find that the number of days spent in correction activity during the after period reduces as the project progresses through the eight releases. Based on this, we can note that the calendar time by when all problem reports for an older release is resolved moves closer to the release date of the new version. This may be because any time constraint by which the development team have to resolve all problem reports of the older release decreases as the project progresses over releases, or developers may move the problem reports to the newer release i.e., close the problem reports for the older release and provide the fix in the newer release, or developers may prefer to resolve the problem reports for the older release quickly so that they can concentrate more on the problem reports for the new release.

The time to problem correction is important in determining the productivity and quality of the software development process. Figure 6 shows that the average time to report increases from the actual period to the after period. Figure 7 shows that the number of faults reported during the after period is less. This may be due to the fact that users may be moving to the new version.

4.1 Non-security Vs Security Problem Reports

Existing work on interdependence between security and reliability faults focus on probabilistic analysis of reliability failures influencing security failures [31]. Currently the FEDORA database does not have any classification as to whether a problem reported is an actual reliability problem.
or not. Here we focus on the interdependence between security and non-security problem reports.

Figures 9, and 10 show TTPR and TTPC respectively for security problem reports for FEDORA release 6. Figures 11, and 12 show the comparison of average time to repair and average time to report for non-security and security problem reports. From Figure 9, we find that the TTPR for security problems are relatively constant. Security problem reports do not seem to be influenced by the occurrence of non-security problems. Figure 12 also confirms this trend where the average time to report is constant in comparison with varying values for non-security problem reports across all releases.

From figure 11, we find that average time to repair a security problem remains almost constant for all releases. In contrast to this, the average time to repair for non security problem reports shows a gradual decrease from FEDORA release 1 to 8. This may indicate that developers may be concentrating more on non security problem reports due to its large volume and no extra priority is given to resolving security related issues.

5 Problem Report Rates and Correction Rates

5.1 MTTPR

Mean Time To Problem Report (MTTPR) is the mean or average amount of time a system is operational without problems. In an ideal situation where we have individual operational system numbers, this might be close to mean-
time-to-failure. Figure 13 shows a sample window of two periods consisting of four problem reports marked with the time when the problems were reported and corrected.

![Figure 13. Problem Report and Correction Time Intervals](image1.png)

**Figure 13. Problem Report and Correction Time Intervals**

In the period i-1, the Mean Time to Problem Report would be estimated as the average of X1 and X2.

### 5.2 MTTPC

Mean Time To Problem Correction(MTTPC) is defined as the average time taken to correct problem reports [29]. It is a considerably more meaningful metric in the context of this paper. Once the problem is reported, on the average, it might take that long to apply a fix and terminate exposure to that particular problem. For period i+1 in figure 13, Y2 and Y3 indicate the correction time spent for problem reports 3 and 4. The total correction time spent in the period i is given by the sum of time periods Y2 and Y3. The Mean Time to Problem Correction is given by the total correction time divided by the number of problems reported in a period. For period i, the Mean Time to Problem Correction is the total correction time divided by two (since only problems 3 and 4 were reported in that period). Figure 14 shows, for FEDORA 6, this particular way of assigning Mean Time To Problem Correction. Vertical axis is MTTPC in minutes, and horizontal axis is inservice time (also in minutes).

There is one thing to note, however. Once a problem is reported, its TTC may be longer than the next window of interest. In that case, exposure to announced or open problems needs to include not only the problems found in that particular period, but also the ones found earlier and not yet closed.

![Figure 14. Mean Time To Problem Correction](image2.png)

**Figure 14. Mean Time To Problem Correction**

### 6 Problem Report Rate Prediction

In a typical case, it is unlikely that all the problem reports logged result in a field failure. Therefore the number of problem reports can be used to perform a worst case analysis. Let the problem report rate in the time interval i (\(\lambda_i\)) be estimated by

\[
\lambda_i = \frac{(n_o)_i + (n_f)_i}{(n_i \times \Delta t_i)}
\]

where \((n_o)_i\) represents the number of open problem reports from the previous week, \((n_f)_i\) represents number of problems reported in time interval \(\Delta t_i\), (e.g., in minutes). The number of users \((n_i)\) in time interval \(\Delta t_i\) is very large compared to the total number of problem reports considered.
((n_o)_t + (n_f)_t). This is also evident from Table 1. It is worth noting that \( \lambda \) is different from the inverse of the MTTPR. The latter reflects arrival time of unique problem reports in the calendar time frame, while the former reflects the number of open reports with respect to the inservice time during time period \( i \). We may wish to use \( \lambda \) when discussing the quality of the system as a whole, and MTTPR in the context of calendar-based problem resolution rate. The problem correction rate can be estimated through the inverse of the Mean Time To Problem Correction (MTTPC), where this time refers to problem reports in time frame \( i \).

\[
\mu_i = \frac{1}{MTTPC_i} \tag{5}
\]

Figure 15 shows the weekly problem reporting and correction rates for FEDORA 6. Under our assumptions, these rates exhibit behavior and consistency typical of low failure rate systems for which we have actual total failure data e.g. failure and correction rates of telecommunication systems [12]. Problem repair rate appears to be relatively constant, and several orders of magnitude larger than the reporting rate for unique problems. The problem reporting rate appears to be a decreasing function of inservice time.

Figure 15. Problem report and Correction rates

Since the FEDORA releases exhibit the same characteristic with respect to problem report and corrections, we observed the parameters estimated for a particular release of the software can be applied to the next release as well. This may be useful in assessing the system’s possible availability and vulnerability, as well as in planning when to make a transition to a new system. Musa’s Logarithmic Poisson Execution Time (LPET) model [30] was applied to FEDORA 6 data to model the problem report rate. Figures 16 and 18 show the LPET fit for FEDORA 6 security and non-security problem report rates. Figures 17 and 19 show the fit for FEDORA 7 problem report rate using parameters from FEDORA 6 release. Similar results were obtained for FEDORA 7 and FEDORA 8, and both security and non-security categories.

Figure 16. Problem report rate and LPET fit

Figure 17. Fedora 7 - Fit from Fedora 6

7 Security Model

In this section, we discuss possible end-user perceptions of security risks. Some of the questions an end-user may ask are: What is my risk exposure today, and what might it be three weeks from now? What is the probability that 6 weeks from now, my system will not experience security problems? What is the effect of the possible security faults on the availability of my system?

In general, when a system is unavailable to an end-user, the time taken to bring the system back up is the time taken to fix the problem associated with the system unavailability. This period may be as long as the time needed to actually provide a software fix for the vulnerability, or it may be just the re-boot time, or may also involve mitigation of the damage that may have been done by an intruder. We will as-
assume that during the time a problem report associated with a vulnerability is being fixed, an end-user may be attacked. Although problems in most cases would have existed from the beginning, the perception of an end-user about an increased security risk may heighten only when the problem is reported and not yet fixed.

At the start of the paper, we have assumed that security risk is proportional to the probability of a successful attack. However if we assume $\lambda$ is the attack or problem exposure rate and MTTPC is the exposure time during a week, then risk can also be approximated as

$$\text{Risk} \propto \lambda \times \text{MTTPC} \times \text{Cost}$$  \hspace{1cm} (6)

For an end-user, cost is best related to the impact of an attack in terms of system availability, workarounds for the problems, extent of damage, etc. We used the severity of problem reports as defined by REDHAT to define cost associated with an attack. We considered four categories of problem reports namely low, medium, high and urgent, based on severity classification from REDHAT’s bug tracking system. Low severity indicates that it is a minor problem and workaround is available. Medium severity indicates that the problem is a bug and has to be fixed. No workaround is available in this case. High severity indicates temporary system unavailability e.g. problems like crash, memory leak, etc. Urgent severity indicates total system unavailability e.g. system does not boot. In our illustrations, we used a linear cost model, specifically numbers from 1 to 4 for levels low to urgent to quantify cost. But cost could be any appropriate number. For example, logarithmic scale could be used to assign numbers to cost perhaps 1, 10, 100, 1000, or actual dollar costs, etc.

Figure 20 shows the problem report and correction rate.

Figure 18. LPET fit for Problem report rate

Figure 19. Fedora 7 fit using Fedora 6

Figure 20. Problem report and Correction rates

Figure 21. Risk
Figure 22. Risk

for FEDORA 6 security problems. Figure 21 shows the overall risk calculated using equation (6) and Figure 22 shows the risk calculated using equation (6) for the four individual categories of severity of problem reports. In this case the cost is an average of the reported severity numbers. From the figure, we see that the risk due to medium severity problem reports is higher than the risk due to high severity problem reports. As the project progresses, we find that risk due to medium severity problem reports is higher than that of urgent severity problem reports as well. But considering the overall trend, risk decreases as the project progresses.

7.1 Model

When a problem report is tagged as a security problem, it is possible that the problem could be unexploitable i.e., the problem could be hidden in the source code such that it is not accessible to any attacker. Also, the degree with which a security problem can be exploited depends on the environment in which the end-user is operating. In order to completely describe a system that captures an end-user’s security risk, it is necessary to study how many of these security problem reports actually lead to field failures. Unfortunately, this information is not always available. However, earlier discussed data indicate that our estimated vulnerability exposure rate appears to be a relatively slowly changing function of time, as does individual system risk level.

In general, the problem is a multi-state multi-transition problem, but we believe that in the first approximation a simple two-state model may be able to capture most of the end-user’s security transitions over time.

Since the problem report rates and problem correction rates vary with time, a non-homogeneous Markov chain model would be appropriate. Consider a continuous-time stochastic process $X(t)$ ($X(t), t \in R_+$). Let $X(t)$ represents the system being in state 'Safe' or state 'Attacked'. Figure 15 shows the model

Figure 23. Security Risk Model

Let $\lambda(t)$ be the problem report rate and $\mu(t)$ be the problem correction rate (i.e., exposure that leads to an attack). From Figure 23 we find that $\lambda(t) dt$ is the transition probability from system safe state to the risk state. $\mu(t) dt$ is the transition probability from system risk state to the safe state. For each state, the probability of remaining in the same state is given by $1-\lambda(t) dt$ and $1-\mu(t) dt$ for safe or attacked state respectively. Of special interest is the probability of remaining in the safe state. This is equivalent to reliability, i.e., the probability of not being attacked during inservice time which runs from $t=0$ to $t=W$.

$$P_{\text{Not Attacked}}(0 \text{ to } W) = \prod_{i=0}^{W} (1 - \lambda_i \Delta t_i)$$

Where in our case time increments are in weeks and $\Delta t_i$ is the inservice time during a particular week. This is a discrete time approximation.

In the case only the final state is of interest (e.g., as in the availability at time $t$) one can, following [12], form the transition probability matrix as follows:

$$P = \begin{bmatrix} 1 - \lambda(t) dt & \lambda(t) dt \\ \mu(t) dt & 1 - \mu(t) dt \end{bmatrix}$$

Then solve for a particular state out of $n$ transition periods, for example, numerically e.g. [34, 38, 12].

From the graph for correction rate (shown in Figure 20), we find that the correction rate decreases slightly but then flattens. So we consider the correction rate for use in our model to be a constant. As already mentioned, this constant value is about 43000 minutes (or 4 weeks). The LPET model fit parameters and this constant value of MTTPC can be used to compute the Risk curve. In this case, the problem exposure is constant. But in reality it could be exponentially decreasing [10]. Lawrence et al. [10] show that the
probability of a successful attack exponentially decreases over time i.e., the chances of a successful attack is high initially, but reduces exponentially over time since attackers stop attacking after a certain period of time. In such a case, problem exposure is not constant. But we assume problem exposure to be constant due to unavailability of such data for FEDORA. Figure 24, based on equation 7, shows a conservative estimate of the probability that FEDORA system remains unexposed over its inservice time (shown in minutes). The span of the horizontal axis is over about 23 weeks.

8 Establishing Trust

It is reasonable to assume that from an end-user perspective the degree of confidence a user might have in a software product would be related to the number of problems reported about the product given how long it has been in the field and how quickly the problems are resolved. We define trust-coefficient ($T_c$) to be inversely proportional to the rate at which the problems are reported and directly proportional to the rate at which the problems are repaired.

$$T_c \propto \frac{\mu_i}{\lambda_i} \quad (9)$$

From Figure 25, we see that $T_c$ is a relatively constant, perhaps slightly increasing function of inservice time. Figure 26 shows the plot for $(n_o)_i$, $(n_f)_i$, and $(n_o)_i + (n_f)_i$. Figure 27 shows the MTTPR and MTTPC for FEDORA 6 security problems. From the figures, we can observe that the MTTPR is roughly of the same order as MTTPC with both having considerable variance, and the overall number of open problem reports appears to be growing. This indicates that there is at least some backlog. In addition to the system facing latent problem exposure, it faces back-log problems as well. This might indicate that the potential for a security breach may be getting worse since there are more problems that can be used to attack an individual system. On the other hand, since $\lambda$ (and MTTPR as well) is a slightly decreasing function of inservice time, the overall security profile of the system is probably be getting better since it is now taking longer to find new problems.

8.1 Exploitability

Exploitability score identifies the level of difficulty for an attacker (in terms of access, complexity, and authentication) to exploit a vulnerability. Impact score identifies the impact (in terms of confidentiality, integrity, and availability) when such a vulnerability is exploited. Both factors have been extracted from the Base metric group proposed by the Common Vulnerability Scoring System\(^9\).

\(^9\)http://www.first.org/cvss/
The exploitability score is formed using three components namely access vector, access complexity, and authentication vector. The access vector tells about the location of the attacker in terms of being present at the machine locally, or in adjacent network or in a remote network. The access complexity tells the complexity level (high, medium or low) involved in exploiting the vulnerability. Authentication vector tells how many times (multiple, single or none) an attacker has to authenticate in order to attack a user. Similarly, the impact score is composed of confidentiality, integrity, and availability impacts. All three components can have values of None, Partial and Complete with respect to loss of Confidentiality, Integrity, and Availability. This impact score could also be used as the cost factor in computing the risk curve.

Let \( \lambda_c \) be the problem report rates estimated for each of the four categories of problem reports. Both impact and exploitability scores are in the range of 1 to 10. Exploitability and Impact can be estimated as follows:

\[
\text{Exploitability} = \lambda_c \times \text{Exploitability score} \tag{10}
\]

\[
\text{Impact} = \lambda_c \times \text{Impact score} \tag{11}
\]

From Figure 28 and 29, we find that until week 10-13, users were not subject to total system unavailability. Also minor problems appear to cause higher impact than other categories. Week 10-13 shows low chances of total system unavailability. Toward end of week 17-20, irrespective of the severity of the problems as well as the difficulty with which problems could be exploited, the impact appears to have remained the same. Week 24-26 shows a different trend. Though the chances of all categories of problems increase, the impact due to such problem reports appear to decrease. This suggests that even though users may see an increase in the problem reports and possibly failures due to exploitation of the reports, the consequences would be less than those observed during earlier periods. Interestingly, this is consistent with the overall \( \lambda \) trend. Overall we can observe that as the project progresses, the problem report trend and impact due to security problems decrease which is a good sign for the project as well as the user. The data shown in this paper are for Fedora 6. Similar trends were observed for Fedora 7 and 8.

9 Related Work

Tamura et al. [37] provide a software reliability growth model for open source software based on a stochastic differential equation. The differential equation relates rate of change of number of faults in the open source system to an exponential failure intensity function and a gaussian process that represents the problem reporting phenomenon. The authors assume that there is an inherent time delay between the actual fault detection and reporting it to the bug database. In order to account for this irregularity in the problem reporting phenomenon, they add a fluctuation factor represented by a gaussian process. In our paper, we focus from the perspective of problem exposure for an enduser, and not on the actual fault detection. We show that traditional reliability models can be used not only for prediction of problem report rates in a single release, but also for prediction in future releases. By problem report rates,
we mean the rates at which problems are exposed for end-users.

Tamura et al. [36] combine neural networks and software reliability approach to estimate reliability, considering the effect of each software component. The authors associate weight parameters to the interaction among components. Reliability equation is modeled using the weight parameters and failure intensity function. Based on the fault count data, the failure parameters are estimated. In our paper, we consider the software as a black box and analyze the problem report process.

Paul et al. [21] empirically test their hypothesis that weibull model is better compared to other reliability models for predicting faults in multiple releases of a software. In our paper, we show that using traditional reliability models like LPET, one can predict problems for future release using parameters estimated for the current release of the software.

Martin et al. [25] present a statistical analysis on the defect reports of Debian Linux system. The authors study the accumulation of open bug reports and correlate the trend with defect removal rate. Further they study the impacts on defect removal process due to bursts of activity (to study if defects are removed in bursts rather being a gradual removal process), influence of popularity or importance of software packages, importance of modifications and uploads of new versions of the software, maintenance of the software package by one person or a team. In complement to their hypothesis about the trends in problem reports and problem correction, we present a study of security trends in open source software and extend it for risk and trust analysis.

Zhou et al. [40] study the bug reports for popular open source projects from Sourceforge. They observe bug reporting patterns across the projects and also identify that open source projects exhibit similar reliability growth compared to closed source projects. The authors study the applicability of Weibull distribution model to explain the failure process data. Also, they study the correlation of page views and downloads with bug arrival rate. While their approach focuses on only newly opened bugs per month, we take in to account the problem report rate, problem correction rate, as well as the software usage level in our analyses.

Cramp et al. [12] study the unavailability of large software based telecommunication system. The authors study the failure and recovery rates across various releases and present a simple two state markov model to approximate the unavailability of the system. In our analysis of FEDORA, we find that the problem report and correction rates exhibit behavior and consistency typical of low failure rate systems like the software based telecommunication system studied by Cramp et al.

Alhazmi et al. [2] experiment their vulnerability discovery model on Redhat linux, another popular open source software, along with other major operating systems and evaluate the accuracy of the model in predicting long term and short term number of vulnerabilities. Their experiment with REDHAT focuses on the number of vulnerabilities reported against the operating system. In addition to the number of vulnerabilities, we take in to account system usage level and project characteristics in terms of time taken to report and correct problems to analyse the security trends.

10 Conclusions and Future Work

We have studied the problem reports for FEDORA operating system and identified trends with problem report and problem correction across releases. Based on the information available through the bug tracking system, we have provided security risk and trust analysis of FEDORA using traditional reliability techniques. We find that the non security problems do not have any influence on security problems based on the behavior that security problems have a constant time to report while that of non security problems change over time. It is shown that “classical” reliability models could be applied to the data to provide satisfactory estimates of future risk exposure, and that a more complex Markov-based model could be used to account for more complex transitions and states. Examination of the security problem report trends and other security metrics provide useful information about the project’s behavior. Thus we can propose that such quantitative results, coupled with qualitative discussion, would help understand and evaluate open source projects better, and thereby establish one’s level of trust in the software.

Existing studies are mostly based on faults. Faults only represent the unique number of problems present in the system. It is necessary to base reliability analysis not only on the number of faults but also on the actual failures caused by such faults. Since information about failures is not readily available for open source projects, one of the open issues lie in relating faults to failures. As an initial step, we have showed that existing reliability models can be used in estimating problem report rates. Next direction would be to collect data on failures, relate faults to failures, study the application of existing reliability models, and develop models to quantitatively estimate quality factors like risk and trust for open source projects.

One other open issue lies in analysing the effects of publicly disclosing such information about problem reports i.e., compare it against the policy of closed source systems where such information are not disclosed. Although information about closed source systems are not available in the form of problem reports, the closest we could get to is through security threat reports10 about the average time
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