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ABSTRACT

 Conjunctive queries (CQ queries) are a broad class of frequently used queries, whose expressive power is equivalent to that of select-project-join queries in relational algebra. Containment, equivalence, and minimization of such queries are well understood under the set semantics for query evaluation, where both the database relations and query answers are treated as sets [1]. Alternative semantics that are justified by the standard of the relational query language SQL are called bag and bag-set semantics [2]. Cohen in [3, 4] provided a formalism for treating CQ queries (possibly with negation, comparisons, and disjunction) evaluated under each of set, bag, and bag-set semantics uniformly as special cases of the more general combined semantics, and showed that there exist practical SQL queries under combined semantics, such that the queries cannot be classified as pure set, bag, or bag-set semantics queries.

We consider the problems of (i) finding minimized versions of CQ combined-semantics queries, and of (ii) determining whether two CQ queries are combined-semantics equivalent. We continue the tradition of [1, 2, 4] of studying these problems using the tool of containment between queries. We extend the containment, equivalence, and minimization results of [1] to general CQ combined-semantics queries, and show the limitations of each extension. We show that the minimization approach of [1] can be extended to general CQ queries without limitations. (Remarkably, minimizing arbitrary CQ combined-semantics queries is at most as hard as minimizing CQ set-semantics queries.) Our equivalence and minimization results for combined-semantics queries, as well as our proposed sufficient condition for query containment, reduce correctly to the special cases reported by Chaudhuri and Vardi [2] for CQ bag and bag-set queries. We also discuss in detail the relationship between our containment and equivalence results and the restriction of the results of [4] to CQ combined-semantics queries.

1. INTRODUCTION

Query containment and equivalence are recognized as fundamental problems in database query evaluation and optimization. The reason is, for conjunctive queries (CQ queries) — a broad class of frequently used queries, whose expressive power is equivalent to that of select-project-join queries in relational algebra — query equivalence can be used as a tool in query optimization. Specifically, to find a more efficient and answer-preserving formulation of a given CQ query, it is enough to “try all ways” of arriving at a “shorter” query formulation, by removing query subgoals, in a process called query minimization [1]. A subgoal-removal step succeeds only if equivalence (via containment) of the “original” and “shorter” query formulations can be ensured. The equivalence test of [1] for CQ queries is NP complete, whereas equivalence of general relational queries is undecidable.

The query-minimization algorithm of [1] works under the assumption of set semantics for query evaluation, where both the database (stored) relations and query answers are treated as sets. Query answering and reformulation in the set-semantics setting have been studied extensively in the database-theory literature. As a basis, these studies have all used the necessary and sufficient containment condition of [1] for CQ queries. At the same time, the set semantics is not the default query-evaluation semantics in database systems in practice. Specifically, the expected semantics of query evaluation in the standard query language SQL [6] is bag-set semantics. That is, when a query does not use the DISTINCT keyword, then query answers are treated in the SQL standard as multisets (i.e., sets with duplicates, also called bags), whereas the database relations are assumed to be sets.

Arguably, the default semantics of SQL is the bag semantics, where both query answers and stored relations are permitted to be bags. Indeed, by the SQL standard stored relations are bags whenever the PRIMARY KEY and UNIQUE clauses (which arise from the best practices but are not required in the SQL standard) are not part of the CREATE TABLE statement. Using bag semantics in evaluating SQL queries becomes imperative in presence of materialized views [7], where the definitions of some of the views may not have included the DISTINCT keyword, even assuming that all the original stored relations are required to be sets.

The problem of developing sufficient and necessary equivalence conditions for CQ queries under bag and bag-set semantics was solved by Chaudhuri and Vardi in [2]. The focus of the paper was on the hard problem of bag containment for CQ queries. One can argue that
these equivalence tests were developed by the authors of [2] using their query-containment results.

The seminal work by Cohen [3, 4] has provided a formalism for treating queries evaluated under each of set, bag, and bag-set semantics uniformly as special cases of the more general combined semantics. (Please see Section 2.1 for all the requisite definitions, from [4], for CQ queries under combined semantics.) For each individual nondistinguished variable of the query, the formalism allows one to “mark” the variable, to indicate that the number of values that the variable can take on a database influences the number of copies of some answer(s) to the query on the database. The formalism also allows one to “mark” query subgoals in a similar way, using (marked) copy variables introduced specifically for this purpose. The marked variables are called multiset variables of the query, and all the other nondistinguished query variables are called set variables. For instance, when a query does not have any multiset variables, then we obtain the special case of set semantics, where the multiplicity of each query answer on each database is one.

In [4], Cohen provides examples of practical SQL queries under combined semantics, such that the queries cannot be classified as pure set, bag, or bag-set semantics queries. Cohen also formulates a general sufficient condition for combined-semantics equivalence (denoted \(\equiv_{c}\)) of CQ queries with disjunction, negation, and arithmetic comparisons, as well as necessary and sufficient equivalence conditions for special cases of such queries. The proof in [4] of the sufficient condition for equivalence of queries is in terms of combined-semantics containment (denoted \(\subseteq_{c}\)) of queries. The sufficient containment condition of [4] is provided for pairs of queries that have the same number of multiset variables.

In this paper we study equivalence and minimization of CQ queries under combined semantics. It turns out that the behavior of general CQ queries is not necessarily aligned with the intuition that one can obtain from working with their special cases under set, bag, and bag-set semantics. Consider Examples 1.1 and 1.2.

**EXAMPLE 1.1.** Let CQ queries \(Q\) and \(Q'\) be as follows.

\[
Q(X) \leftarrow p(X, Y), p(Y, Z), p(Z, X, i); \{Y, i\}.
\]

\[
Q'(X) \leftarrow p(X, Y), p(Y, Z), p(Z, X, i); \{Z, i\}.
\]

Apart from the choice of multiset variables (between brackets; e.g., \(\{Y, i\}\) for \(Q\), with \(i\) being a copy variable), \(Q\) and \(Q'\) are clearly isomorphic. At the same time, \(Q \equiv_{c} Q'\) does not hold, as witnessed by database \(D = \{p(1, 2), p(2, 3), p(3, 1), p(1, 4), p(4, 3)\}\). In this paper we show how to determine \(Q \not\equiv_{c} Q'\) syntactically, see Section 6. To the best of our knowledge, no previous work provides such a characterization for queries such as \(Q\) and \(Q'\).

In [3, 4], Cohen introduced mappings called multiset homomorphisms, to state a sufficient condition for combined-semantics equivalence of queries, in a query language that properly subsumes CQ queries. (See Definition 2.4 and Theorem 2.4 in Section 2.2 here.) This current paper introduces the notion of “covering mapping” (CVM), used for characterizing combined-semantics containment and equivalence of CQ queries. In Section 3.2 we compare multiset homomorphisms with CVMs. We begin with an example here.

**EXAMPLE 1.2.** Let queries \(Q\) and \(Q'\) be as follows.

\[
Q(X) \leftarrow p(X, X, Y; i), p(X, Z, Y), \{Y, i\}.
\]

\[
Q'(X) \leftarrow p(X, X, Y; i), \{Y, i\}.
\]

By Definition 2.4, there does not exist a multiset homomorphism from \(Q\) to \(Q'\). At the same time, we can determine syntactically that \(Q \equiv_{c} Q'\) holds, see Section 6. (We are not aware of previous results that permit such a characterization.) Specifically, there exists a CVM, \(\mu\), from query \(Q\) to query \(Q'\): \(\mu = \{X \rightarrow X, Y \rightarrow Y, i \rightarrow i, Z \rightarrow X\}\).

Our final example in this section illustrates that a remarkable asymmetry is possible between CQ queries that are combined-semantics equivalent to each other.

**EXAMPLE 1.3.** Consider queries \(Q\) and \(Q'\).

\[
Q(X_{1}) \leftarrow r(X_{1}, Y_{1}, Y_{2}, X_{2}; Y_{3}), r(X_{1}, Y_{1}, Y_{2}, X_{3}; Y_{4}), \{Y_{1}, Y_{2}, Y_{3}\}.
\]

\[
Q'(X_{1}) \leftarrow r(X_{1}, Y_{1}, Y_{2}, X_{2}; Y_{3}), r(X_{1}, Y_{1}, Y_{2}, X_{2}; Y_{4}), \{Y_{1}, Y_{2}, Y_{3}\}.
\]

The only difference between the queries is that the two subgoals of the query \(Q\) have different set (i.e., “unmarked”) nondistinguished variables, \(X_{2}\) and \(X_{3}\), whereas the two subgoals of \(Q'\) have the same set variable \(X_{2}\). There exist both a multiset homomorphism and a CVM from the query \(Q\) to the query \(Q'\). (Each mapping is a sufficient condition for \(Q' \subseteq_{c} Q\).) Observe that there is no isomorphism between \(Q\) and \(Q'\). The remarkable part is that no multiset homomorphism or CVM exists in the opposite direction, that is from \(Q'\) to \(Q\). Yet, \(Q \equiv_{c} Q'\) does hold (see Appendix A). It does not help much that there exists a mapping from \(Q'\) to \(Q\) that (mapping) is a generalization of the containment mapping of [1]. As we show in this paper, the existence of such a mapping is a necessary, rather than sufficient, condition for the containment \(Q \subseteq_{c} Q'\).

We will see (Section 5) that queries such as \(Q\) of Example 1.3 are of the kind that does not seem to have been studied before. We call such CQ queries “implicit-wave queries,” and call all the other combined-semantics CQ queries “explicit-wave queries.” In this paper we show that implicit-wave CQ queries cannot occur under set, bag, or bag-set semantics. Hence, under these three traditional semantics, as well as in other cases of combined semantics, all mappings between equivalent CQ queries are “symmetric.” That is, we show that for each pair (\(Q, Q'\)) of CQ combined-semantics queries such that each of \(Q\) and \(Q'\) is an explicit-wave query, \(Q \equiv_{c} Q'\) implies that a mapping (specifically a CVM mapping as introduced in this paper) exists from \(Q\) to \(Q'\). What is important is that in such cases, a mapping of the same type (i.e., also a CVM) always exists also from \(Q'\) to \(Q\). Example 1.3 illustrates that such symmetry does not hold for unrestricted pairs of CQ queries under combined semantics.

**Our contributions.**

We consider the problems of (i) finding minimized versions of CQ combined-semantics queries, and of (ii) determining whether two CQ queries are combined-semantics equivalent. We continue the tradition of [1, 2, 4] of studying these problems using the tool of containment
between queries. All the results in this paper hold for queries that may have constants. Our specific contributions are as follows:

- For combined-semantics containment of CQ queries, in Section 3 we introduce two necessary conditions and a sufficient condition, which generalizes the sufficient condition of [2] for bag containment of CQ queries. To formulate the latter result, we introduce covering mappings (CVMs) between CQ queries. We use CVMs in our results throughout the remainder of the paper.

- In Section 4 we propose a sound and complete algorithm for minimizing CQ combined-semantics queries. We also show that for all such queries, the minimized version of the query exists and is unique up to an isomorphism CVM.

- In Section 5 we present a necessary condition for CQ-query equivalence. This condition is asymmetric, in the sense of Example 1.3: That is, the condition states that if for CQ queries \( Q \) and \( Q' \) we have \( Q \equiv Q' \), and we have that \( Q \) is an explicit-wave query, then there exists a CVM from \( Q' \) to \( Q \). We discuss why establishing this result is not trivial.

- Finally, in Section 6 we examine our proposed conditions of combined-semantics equivalence of CQ queries. Our main focus is on reformulating these conditions using minimized versions of the queries. The reformulations tie our equivalence conditions together with the results of [1, 2].

Due to the space limit, we present here only an extended abstract of our results. All the details are available in the optional appendices.

The results of this paper can be used directly in query optimizers for database-management systems, as well as for developing minimization methods for queries in more expressive languages than CQ queries and in presence of dependencies. Our results can also be used for developing algorithms for rewriting queries using views and for view selection under combined semantics.

2. PRELIMINARIES

2.1 Combined semantics: The framework [4]

2.1.1 Syntax of queries

Predicate symbols are denoted as \( p, q, r \). Databases contain ground atoms for a given set of predicate symbols; we consider finite-size databases only. A database may have several copies of the same atom. To denote this fact, each atom in the database is associated with a \textit{copy number} \( N \). Formally, if \( p \) is an \( n \)-ary predicate, for an \( n \in \mathbb{N}_+ \) (with \( \mathbb{N}_+ \) the set of natural numbers), we write \( p(c_1, \ldots, c_n; N) \), with \( N \in \mathbb{N}_+ \), to denote that there are precisely \( N \) copies of \( p(c_1, \ldots, c_n) \) in the database. As a shorthand, if \( N = 1 \), we often omit the copy number \( N \). The \textit{active domain} of database \( D \), denoted \( \text{adom}(D) \), is the set of all constants mentioned in the ground atoms of \( D \). We adopt a convention by which, for each atom \( p(c_1, \ldots, c_n) \) such that database \( D \) has \( N \geq 1 \) copies of that atom, \( N \) is an element of \( \text{adom}(D) \) only if there exists an atom \( p(c'_1, \ldots, c'_m) \) in \( D \) where \( N \) is one of \( c'_1, \ldots, c'_m \).

For query syntax, we use \( X, Y, Z \), possibly with subscripts, and \( i, j, k \) to denote variables. The former range over constants in the database (i.e., in \( \text{adom}(D) \)), whereas the latter range over copy numbers. For this reason, we call the former \textit{regular variables} (or simply \textit{variables} for short) and we call the latter \textit{copy variables}. We use \( c, d \) to denote constants. A \textit{term}, denoted as \( S, T \), is either a variable or a constant.

A \textit{relational atom} has the form \( p(s_1, \ldots, s_n) \), where \( p \) is a predicate of arity \( n \). We also use the notation \( p(S) \), where \( S \) stands for a sequence of terms \( s_1, \ldots, s_n \). A \textit{copy-sensitive atom} has the form \( p(S; i) \), and is simply a relational atom with a copy variable \( i \). We call relational atom \( p(S; i) \) the relational template of copy-sensitive atom \( p(S; i) \). For each relational atom, its relational template is the atom itself.

A \textit{condition}, denoted as \( L \), is a conjunction of relational and copy-sensitive atoms, in which all copy variables are unique (i.e., appear in a single copy-sensitive atom, and do not appear in any other atoms). We assume that conditions are safe—that is, every variable in the query also appears in an atom in the body of the query.

We distinguish between variables that appear in the head of the query and those that only appear in the body. The former are \textit{distinguished (head) variables} and the latter are \textit{nondistinguished (nonhead) variables}. Nondistinguished variables come in two flavors: \textit{set variables} and \textit{multiset variables}. Intuitively, the difference between these two types of variables can be explained as follows. When evaluating a query, different assignments for set variables do not contribute to the multiplicity in which a particular answer is returned by the query. On the other hand, different assignments for multiset variables do contribute to the multiplicity of the returned answers. Technically, in order to differentiate between set variables and multiset variables, we always specify the set of multiset variables in each condition immediately to the right of the condition. As a syntactic requirement, all copy variables must be in the set of multiset variables.

**Definition 2.1. (Query syntax: CCQ query)** A copy-sensitive conjunctive query (CCQ query) is a non-recursive expression of the form

\[
Q(\bar{X}) \leftarrow L, M,
\]

where \( \bar{X} \) contains at least one term, \( L \) is a nonempty condition, and \( M \) is a set of variables, such that:

- \( L \) contains all the variables in \( \bar{X} \);
- \( M \) is a subset of the set of nondistinguished variables of \( L \) and contains all copy variables of \( L \). We denote all the copy variables of \( Q \) collectively as \( M_{\text{copy}} \subseteq M \), and all the remaining ("multiset non-copy") variables in \( M \) as \( M_{\text{noncopy}} := M - M_{\text{copy}} \).

The variables in \( M \) are the \textit{multiset variables} of \( Q \). The \textit{variables} in \( L \) that are not in \( \bar{X} \) or in \( M \) are the \textit{set variables} of \( Q \). We use \( S(Q) \) to denote an arbitrary vector, without repetitions, of the set variables of \( Q \), and \( \bar{S}(Q) \) to denote an arbitrary vector, without repetitions, of the remainder of the variables of \( Q \) (i.e., the distinguished and multiset variables of \( Q \)). By abuse
of notation, we will often refer to a query by its head \(Q(X)\) or simply by its head predicate \(Q\).

We will sometimes be interested in special types of queries. A CCQ query \(Q\) is a set query if it has no multiset variables, that is, if \(M = \emptyset\). Query \(Q\) is a multiset query if \(Q\) has no set variables. Further, a multiset query \(Q\) is (i) a bag query if \(Q\) has only copy-sensitive subgoals, and is (ii) a bag-set query if \(Q\) has only relational subgoals.

2.1.2 Combined semantics for queries

We define how CCQ query \(Q(X) \leftarrow L, M\) yields a multiset of tuples on database \(D\). Intuitively, we start by considering satisfying assignments of the condition \(L\). We then restrict these assignments to the nonset variables of \(L\), that is to \(S(Q)\). Each of these restricted assignments yields a tuple in the result. A formal description of the semantics follows.

Let \(\gamma\) be a mapping of the terms in condition \(L\) to values. We will also apply \(\gamma\) to a sequence of terms to derive a sequence of values, in the obvious way. We say that \(\gamma\) is a satisfiable assignment of \(L\) with respect to database \(D\) if all of the following conditions hold:

- \(\gamma\) is the identity mapping on constants;
- for all relational atoms \(p(T) \in L\), there exists an \(N \in \mathbb{N}_+\) such that we have \(p(\gamma(T); N) \in D\); and
- for all copy-sensitive atoms \(p(T; i) \in L\), the following two conditions hold:
  - \(\gamma i \in \mathbb{N}_+\) (i.e., \(\gamma i\) is a positive natural number);
  - there is an \(N \geq \gamma i\) such that \(p(\gamma(T); N) \in D\).

Remark (2.6 in [4]) It may be helpful to view a database atom of the form \(p(S; N)\) as a shorthand for \(N\) copies of the atom \(p(S)\). Then a query atom \(p(T; i)\) is satisfied by \(\gamma\) if \(\gamma T = S\) and \(\gamma i\) is one of the numbers \(1, 2, \ldots, N\).

Let \(\Gamma(Q, D)\) denote the set of satisfying assignments of \(L\) with respect to database \(D\). Let \(\gamma\) be an assignment of the variables in \(S(Q)\) to constants. We say that \(\gamma\) is satisfiable extendible if there is an assignment \(\gamma' \in \Gamma(Q, D)\) such that \(\gamma'\) and \(\gamma\) coincide on all terms for which \(\gamma\) is defined, that is, \(\gamma'(X) = \gamma(X)\) for all \(X \in S(Q)\). Intuitively, this means that it is possible to extend \(\gamma\) to derive a satisfying assignment of \(L\). We use \(\Gamma_S(Q, D)\) to denote the set of satisfiable extendible assignments of \(S(Q)\) with respect to \(D\). For the \(\gamma \in \Gamma_S(Q, D)\) and for the \(\gamma' \in \Gamma(Q, D)\) as specified in this paragraph, we say that \(\gamma'\) contributes \(\gamma\) to \(\Gamma_S(Q, D)\).

Observe that \(\Gamma_S(Q, D)\) contains at most as many assignments as \(\Gamma(Q, D)\). Often, \(|\Gamma_S(Q, D)| < |\Gamma(Q, D)|\), since there may be several assignments in \(\Gamma(Q, D)\) that contribute a single assignment to \(\Gamma_S(Q, D)\).

For a CCQ \(k\)-ary query \(Q\) (that is, the head vector \(X\) of \(Q\) is of length \(k\)), \(k \geq 1\), for a database \(D\), and for a fixed \(k\)-tuple \(t\), we denote by \(\Gamma_S(t)(Q, D)\) (by \(\Gamma(t)(Q, D)\), respectively) the set of all tuples \(t' \in \Gamma_S(Q, D)\) (in \(\Gamma(Q, D)\), respectively) such that the projection of \(t'\) on the vector of the head arguments of the query \(Q\) is the tuple \(t\).

We now define the result of applying a query \(Q\) to a database \(D\). (We use \(\{\ldots\}\) to denote a bag of values.)

**Definition 2.2.** (Combined semantics) Let \(Q(T) \leftarrow L, M\) be a CCQ query and let \(D\) be a database. The result of applying \(Q\) to \(D\) under combined semantics, denoted \(Res_C(Q, D)\), is defined as

\[
\{\\gamma(T) \mid \gamma \in \Gamma_S(Q, D)\}.
\]

Note that \(Res_C(Q, D)\) is a bag of tuples, that is, \(Res_C(Q, D)\) may contain multiple occurrences of the same tuple.

2.1.3 Traditional semantics for queries

In this subsection we consider the three traditional query semantics – that is, set semantics, bag semantics, and bag-set semantics. We show how these semantics can be formulated as special cases of combined semantics. This will make clear the relationship between the semantics introduced in [4] and previously studied semantics. For more details about set, bag, and bag-set semantics see [1, 2].

Combined-semantics queries differ from traditional Datalog queries in that (1) they have a set of multiset variables, and (2) they may have copy-sensitive atoms (i.e., copy variables). These two items are used to explicitly determine which variables and atoms should be interpreted under a multi-set semantics. Datalog queries with set, bag, and bag-set semantics do not have these items, since all variables and all atoms are interpreted in the same fashion, and thus these items can be implicitly determined.

Given a query \(Q(T) \leftarrow L, M\) and a database \(D\), we use \(Q_{copy}\) to denote the query derived from \(Q\) by removing all copy variables from \(Q\). Similarly, we use \(Q_{-copy}\) to denote the query derived from \(Q\) by adding a copy variable to each relational atom in \(Q\). We denote the result of applying \(Q\) to \(D\) under set, bag, and bag-set semantics as \(Res_S(Q, D)\), \(Res_B(Q, D)\), and \(Res_{BS}(Q, D)\), respectively, and define these as follows:

\[
Res_S(Q, D) := \{\gamma(T) \mid \gamma \in \Gamma_S(Q, D)\}.
\]

\[
Res_B(Q, D) := \{\\gamma(T) \mid \gamma \in \Gamma(Q_{+copy}, D)\}.
\]

\[
Res_{BS}(Q, D) := \{\\gamma(T) \mid \gamma \in \Gamma(Q_{-copy}, D)\}.
\]

Here, \(\{\ldots\}\) and \(\{\ldots\}\) denote sets and bags, respectively.

Remark (2.11 in [4]) When evaluating a query under bag-set semantics, one usually assumes that the database is a set of ground atoms, i.e., does not contain duplication. In the definition of \(Res_{BS}(Q, D)\) in [4], this assumption is not made, but the result is indifferent to the number of copies of each ground atom in the database.

Under certain circumstances, combined semantics coincides with set, bag, or bag-set semantics. The following result is immediate from the definitions of the semantics.

**Proposition 2.1.** [4] For CCQ query \(Q\) and database \(D\):
• If \( Q \) is a set query then \( \text{Res}_C(Q, D) = \text{Res}_S(Q, D) \).

• If \( Q \) is a bag query then \( \text{Res}_C(Q, D) = \text{Res}_S(Q, D) \).

• If \( Q \) is a bag-set query then \( \text{Res}_C(Q, D) = \text{Res}_S(Q, D) \).

### 2.1.4 Query containment and equivalence

Query containment under combined, set, bag, and bag-set semantics is defined in the standard manner. Formally, \( Q \) is contained in \( Q' \) under a given semantics if, for all databases, the bag of values returned by \( Q \) is a subbag of the bag of values returned by \( Q' \). We write \( Q \subseteq C Q', Q \subseteq S Q', Q \subseteq B Q', \) and \( Q \subseteq BS Q' \) if \( Q \) is contained in \( Q' \) under combined, set, bag, and bag-set semantics, respectively. Similarly, we use \( Q \equiv_C Q', Q \equiv_S Q', \) and \( Q \equiv_{BS} Q' \) to denote that \( Q \) is equivalent to \( Q' \) under each semantics. \( Q \equiv_C Q' \) holds if and only if \( Q \subseteq C Q' \) and \( Q_c \subseteq C Q' \) both hold. The definitions of \( Q \equiv_S Q', Q \equiv_B Q', \) and \( Q \equiv_{BS} Q' \) parallel that of \( Q \equiv_C Q' \) in the obvious manner.

By Proposition 2.1, for CCQ queries \( Q \) and \( Q' \), we have that (1) \( Q \subseteq S Q' \) iff \( Q \subseteq C Q' \), in case \( Q \) and \( Q' \) are set queries; (2) \( Q \subseteq B Q' \) iff \( Q \subseteq C Q' \), in case \( Q \) and \( Q' \) are bag queries; and (3) \( Q \subseteq BS Q' \) iff \( Q \subseteq C Q' \), in case \( Q \) and \( Q' \) are bag-set queries.

Let \( Q \) be a class of queries. The \( Q \)-containment problem for combined semantics is: Given queries \( Q \) and \( Q' \) in \( Q \), determine whether \( Q \subseteq C Q' \). The \( Q \)-equivalence problem is defined similarly using \( \equiv_C \) instead of \( \subseteq_C \). The \( Q \)-containment and the \( Q \)-equivalence problems can be defined similarly for other semantics.

### 2.2 Equivalence and minimization results

#### Set queries

Given two conjunctions \( \phi(U) \) and \( \psi(V) \) of relational atoms, a homomorphism from \( \phi(U) \) to \( \psi(V) \) is a mapping \( h \) from the set of terms in \( U \) to the set of terms in \( V \) such that (1) \( h(c) = c \) for each constant \( c \), and (2) for each atom \( r(U_1, \ldots, U_n) \) of \( \phi \), we have that \( r(h(U_1), \ldots, h(U_n)) \) is in \( \psi \). Given two CCQ k-ary set queries \( Q_1(X) \leftarrow \phi(X, Y), \{\} \) and \( Q_2(X') \leftarrow \psi(X', Y'), \{\} \), a containment mapping from \( Q_1 \) to \( Q_2 \) is a homomorphism \( h \) from \( \phi(X, Y) \) to \( \psi(X', Y') \) such that \( h(X) = X' \).

**Theorem 2.1.** [1] Given two CCQ set queries \( Q_1 \) and \( Q_2 \) of the same arity, \( Q_1 \subseteq S Q_2 \) if and only if there is a containment mapping from \( Q_2 \) to \( Q_1 \).

This classic result of [1] forms the basis for a sound and complete test for set-equivalence of CCQ set queries \( Q \) and \( Q' \), by definition of set-equivalence \( Q \equiv_S Q' \).

We now introduce the notion of a “reduced-condition query” for CCQ query. For a multiset (bag) \( B \), we call a set \( S \) the core-set of \( B \) if \( S \) is the result of dropping all duplicates of all elements of \( B \). Given a CCQ query \( Q(X) \leftarrow L, M \), a CCQ query \( Q'(X) \leftarrow L', M' \) is a (proper) reduced-condition query for \( Q \) if (i) the core-set of \( L' \) is a (proper) subset of the core-set of \( L \) (we interpret here each of \( L, L' \) as a bag), (ii) the set \( M' \) is the set of all elements of \( M \) that occur in \( L' \), and (iii) \( Q' \) is a safe query.

**Definition 2.3.** (Minimized CCQ query; minimized version of CCQ query) A CCQ query \( Q \) is a minimized CCQ query if for each subgoal \( s \) of \( Q \), the removal of \( s \) from \( Q \) results in a query \( Q' \) such that \( Q \not\equiv_C Q' \). A CCQ query \( Q \) is a minimized version of CCQ query \( Q' \) if (1) \( Q \) is a reduced-condition query for \( Q' \), (2) \( Q \) is a minimized query, and (3) \( Q \equiv_C Q' \).

**Theorem 2.2.** [1] Given two CCQ set queries \( Q_1 \) and \( Q_2 \) of the same arity:

1. The minimized version of \( Q_1 \) exists and is unique up to isomorphism; and
2. \( Q_1 \equiv_S Q_2 \) holds if and only if the minimized versions of \( Q_1 \) and of \( Q_2 \) are isomorphic.

#### Bag and bag-set queries

For bag and bag-set semantics, the following conditions are known for CCQ query equivalence. (Query \( Q \) is a canonical representation of query \( Q' \) if \( Q' \) is the result of removing all duplicate atoms from \( Q \)).

**Theorem 2.3.** [2] Let \( Q \) and \( Q' \) be CCQ queries. Then

1. In case \( Q \) and \( Q' \) are bag queries, \( Q \equiv_B Q' \) if and only if \( Q \) and \( Q' \) are isomorphic.
2. In case \( Q \) and \( Q' \) are bag-set queries, \( Q \equiv_{BS} Q' \) if and only if \( Q \) and \( Q' \) are isomorphic.

Note 1. Assuming that the syntax of Section 2.1 is used for queries, we can show that each isomorphism mapping in the scope of Theorem 2.3 is a homomorphism that maps each head (nonhead, respectively) variable of one query to a distinct head (nonhead, respectively) variable of the other query.

**Combined-semantics queries.** The next result is a sufficient condition of [4] for equivalence of two queries under combined semantics. In [4], Cohen formulates each of Definition 2.4 and Theorem 2.4 for CCQ queries that may also contain negation and inequality comparisons.

**Definition 2.4.** (Multiset-homomorphism [4]) Let \( Q(X) \leftarrow L, M \) and \( Q'(X') \leftarrow L', M' \) be two k-ary CCQ queries, for \( k \geq 1 \). Let \( \varphi \) be a mapping from the terms of \( Q \) to the terms of \( Q' \). We say that \( \varphi \) is a multiset-homomorphism from \( Q \) to \( Q' \) if \( \varphi \) satisfies all of the following conditions:

1. \( \varphi X' = X \);
2. \( \varphi \) is the identity mapping on constants;
3. \( \varphi L' \subseteq L \);
4. \( \varphi M' \subseteq M \); and
5. \( \varphi Y \neq \varphi Y' \) for every two distinct variables \( Y, Y' \in M' \).

For every mapping \( \varphi \) that satisfies all conditions of Definition 2.4 except Conditions 4 and 5, we call \( \varphi \) a generalized containment mapping (GCM).

We say that two CCQ queries \( Q \) and \( Q' \) are multiset homomorphic whenever there is a multiset-homomorphism from \( Q \) to \( Q' \) and another from \( Q' \) to \( Q \).

**Theorem 2.4.** [4] Given CCQ queries \( Q \) and \( Q' \). If \( Q \) and \( Q' \) are multiset homomorphic then \( Q \equiv_C Q' \).

The condition of Theorem 2.4 is not necessary for the query classes considered in [4].

\(^1\) We will also apply \( \varphi \) to atoms and conjunctions of atoms, in the obvious way, e.g., \( \varphi(p(S)) = p(\varphi(S)) \).
of $Q$, all elements of the set $T(Q)$; (3) An unregularized version of $Q$ is a CCQ query $Q_u$ obtained by adding to the condition of $Q_r$ one or more duplicates of the existing relational subgoals, and/or one or more elements (possibly with duplicates) of the set $T(Q)$. 

The following result is straightforward.

**Proposition 2.2.** Given a CCQ query $Q$. Then (1) Each of $Q_r$ and $Q_d$ is a well-defined, unique and polynomial-time computable CCQ query; (2) $Q_r \equiv_C Q$ and $Q_d \equiv_C Q$ both hold; and (3) For each unregularized version $Q_u$ of $Q$, $Q_u$, we have that $Q_u \equiv_C Q$ holds.

For a CCQ query $Q$, we have that the regularized version of $Q$, of $Q_r$, of $Q_d$, and of each $Q_u$ (i) is $Q_r$, and (ii) can be obtained by dropping some subgoals of the query in question. We say that $Q_r$, $Q_r$, and each $Q_u$ are all the same query up to regularization.

**Example 2.2.** Consider query $Q$.

$Q(X) \leftarrow p(X,Y,Z;i), p(X,W,Y), p(W,Y,Z), \{Y,i\}$.

Then $Q_{ce}(X) \leftarrow p(X,Y,Z;i), p(X,W,Y), p(W,Y,Z); \{Y,i\}$.

Note that the extra copy variable added to subgoal $p(X,W,Y)$ has the same name, $j$, in both $Q_{ce}$ and $Q_{ce}'$.

(Using)regularizing CCQ queries.

We define the "regularized," "deregularized," and "unregularized" formats for CCQ queries. Given a CCQ query $Q$, the three equivalent formats for the definition of $Q$ can be obtained easily from one another, and differ only in the amount of syntactic sugar that they provide. Specifically, the regularized format has no syntactic sugar, and the deregularized format has the most syntactic sugar while having no duplicate subgoals. The importance of these formats for query minimization is as follows: Whenever, for a given CCQ query, one of these formats is a minimized query, then only the regularized version is the minimized query.

In Section 3.2 we introduce "covering mappings" (CVMs) between CCQ queries, with the following property: If a CVM exists from query $Q$ to query $Q'$, then the CVM can be discovered regardless of the amount of the syntactic sugar present in the definitions of the two queries, and the CVM is a generalized containment mapping from any version of the source query to the deregularized version of the target query. (See Proposition 3.1 in Section 3.2.)

Given CCQ query $Q$, let $T(Q)$ be the set of relational templates of all (if any) copy-sensitive subgoals of $Q$.

**Definition 2.5.** ([Un]regularizing CCQ query)

Given CCQ query $Q$, with canonical representation $Q_c$. Then (1) A regularized version of $Q$ is a CCQ query $Q_r$ obtained by removing from the condition of $Q$, all elements of the set $T(Q)$; (2) A deregularized version of $Q$ is a CCQ query $Q_d$ obtained by adding to the condition $Q_c$. Recall that CCQ query $Q_c$ is a canonical representation of CCQ query $Q$ if $Q_c$ is the result of removing all duplicate atoms from the condition of $Q$. (See Section 2.2.)

3. Containment and Mappings

In this section, for combined-semantics containment of CCQ queries, we introduce two necessary conditions, Theorems 3.1 and 3.2, and a sufficient condition, Theorem 3.3. To formulate the latter result, we introduce covering mappings (CVMs) between CCQ queries. We use CVMs in our results throughout the remainder of this paper.

Throughout this paper, we use the notation $Q(X) \leftarrow L, M$ and $Q'(X') \leftarrow L', M'$ for the definitions of CCQ queries $Q$ and $Q'$. The conditions of $Q$ and $Q'$ may have constants.

3.1 Necessary conditions for containment

We introduce two necessary conditions for a CCQ query $Q$ being combined-semantics contained in CCQ query $Q'$, Theorems 3.1 and 3.2.

**Theorem 3.1.** Let $Q$ and $Q'$ be two $k$-ary CCQ queries. Then $Q \equiv_C Q'$ implies $M_{copy} \leq |M'_{copy}|$ and $M_{noncopy} \leq |M'_{noncopy}|$. 

(For a set $S$, we denote by $|S|$ the cardinality of $S$.)

The proof of Theorem 3.1 can be found in Appendix C. The idea of the proof is that we use the definition of the query $Q$ to construct a special database $D$. Some answer to $Q$ on $D$ has a multiplicity (in the bag $Resc(Q,D)$) that is proportional to $|\text{adom}(D)|^{|M|}$. Then we can use several versions of this database $D$, to prove Theorem 3.1 by contradiction: We assume either $|M_{copy}|$
We now generalize the “only-if” part of the classic result of [1], see Theorem 2.1 in Section 2.2, to CCQ queries. (The proof of Theorem 3.2 is a straightforward generalization of the proof, via canonical databases, of the result of [1].) For the definition of generalized containment mapping, $GCM$, see Section 2.2; for the definition of the copy-enhanced version $Q_{ce}$ of CCQ query $Q$, see Section 2.3. Appendix D has an illustration and a proof of Theorem 3.2.

**Theorem 3.2.** Given CCQ queries $Q$ and $Q'$ such that $Q \subseteq Q'$. Then there exists a GCM from $Q_{ce}$ to $Q_{ce}$. □

Neither Theorem 3.1 nor Theorem 3.2 provides a sufficient condition for combined-semantics containment of two CCQ queries. (Example 1.1 is a counterexample in both cases.)

Each of Theorem 3.1 and Theorem 3.2 yields a necessary condition for combined-semantics equivalence of CCQ queries in a natural way. For instance:

**Corollary 3.1.** Let $Q$ and $Q'$ be CCQ queries such that $Q \equiv Q'$. Then we have $|M_{\text{copy}}| = |M'_{\text{copy}}|$ and $|M_{\text{noncopy}}| = |M'_{\text{noncopy}}|$. □

## 3.2 Covering mappings for CCQ queries

In this subsection, we define covering mappings (CVMs) between CCQ queries, and study properties of CVMs. See Appendix E for the proofs of all the results of this subsection.

**Definition 3.1.** (Covering mapping (CVM))

Given CCQ queries $Q$ and $Q'$, a covering mapping, call it $\mu$, from the terms of $Q'$ to the terms of $Q$ is called a covering mapping (CVM) from $Q'$ to $Q$ whenever $\mu$ satisfies all of the following conditions:

1. $\mu$ maps each constant (if any) in $Q'$ to itself;
2. applying $\mu$ to the vector $\bar{X}'$ yields the vector $\bar{X}$;
3. the set of terms in $\mu M'_{\text{copy}}$ is exactly $M_{\text{copy}}$; and the set of terms in $\mu M'_{\text{noncopy}}$ includes all of $M_{\text{noncopy}}$;
4. for each relational subgoal of $Q'$, of the form $s(\bar{Y})$, there exists in $Q$ either a relational subgoal $s(\mu(\bar{Y}))$, or a copy-sensitive subgoal $s(\mu(\bar{Y}); i)$, with $i \in M_{\text{copy}}$; and
5. for each copy-sensitive subgoal of $Q'$ of the form $s(\bar{Y}; i)$, there exists in $Q$ a subgoal $s(\mu(\bar{Y}); \mu(i))$. □

By Definition 3.1, if there exists a CVM from CCQ query $Q'$ to CCQ query $Q$, then $(Q, Q')$ is a containment-compatible CCQ pair. It is immediate from Definition 3.1 that (6) if a mapping $\mu$ is a CVM from $Q'$ to $Q$, then $\mu$ induces a surjection from the set of copy-sensitive subgoals of $Q'$ to the set of copy-sensitive subgoals of $Q$. Observe also that in case both $Q$ and $Q'$ are set queries, Definition 3.1 becomes the definition of containment mapping [1] from $Q'$ to $Q$.

For the special case where $(Q, Q')$ is an equivalence-compatible CCQ pair, we call each CVM from $Q'$ to $Q$ a same-scale covering mapping (SCVM) from $Q'$ to $Q$. By definition, each SCVM from $Q'$ to $Q$ is a bijection from the set $M'$ to the set $M$ when restricted to the domain $M'$.

The intuition for Definition 3.1 comes from our use of CVMs as a tool for minimizing CCQ queries. See, for instance, Example 1.2, where there exists a CVM $\mu$ from $Q$ to $Q'$; by our results of Section 4, $Q'$ is a minimized version of $Q$. Note that the definition of CVMs gives up explicitly on the condition (3) of Definition 2.4; this condition requires a mapping to map the condition of the query $Q'$ into the condition of the query $Q$. At the same time, observe the following property of CVMs.

**Proposition 3.1.** Given CCQ queries $Q$ and $Q'$. Then for each CVM, $\mu$, from $Q'$ to $Q$, we have that (1) $\mu$ is a GCM from $Q'$ to the deregularized version of $Q$, and (2) $\mu$ is a CVM from $Q'$ to the regularized version of $Q$. □

In Example 1.2, we are given the regularized version $Q'$ of the query $Q'$. The deregularized version of $Q'$ is $Q'_d(\bar{X}) \leftarrow p(\bar{X}, \bar{X}, \bar{Y}; i), p(\bar{X}, \bar{X}, \bar{Y}, \bar{Y}, i)$. The mapping $\mu$ of Example 1.2 (i) is a GCM from $Q$ to $Q'_d$, (ii) is a CVM from $Q$ to $Q'$, and (iii) is not a GCM from $Q$ to $Q'$. It turns out that CVMs furnish a rather general sufficient condition for CCQ combined-semantics containment:

**Theorem 3.3.** Given CCQ queries $Q$ and $Q'$, such that there exists a CVM from $Q'$ to $Q$. Then $Q \subseteq Q'$. □

Theorem 3.3 generalizes properly both (i) the sufficient condition of [1] for containment between CCQ set queries, see Theorem 2.1, and (ii) the well-known result of [2] stating that a containment mapping\(^3\) from CCQ bag query $Q'$ onto CCQ bag query $Q$ ensures containment $Q \subseteq Q'$. We can further relax Definition 3.1, by allowing a (generalization of) CVM to map the set $M'_{\text{copy}}$ into a superset of $M_{\text{copy}}$. This relaxation provides a sufficient condition for combined-semantics containment of CCQ queries; that sufficient condition properly generalizes the condition of Theorem 3.3. Please see Appendix E.2.2 for all the details.

\(^3\)The “containment mapping” terminology of [2] results from the use in that paper of a syntax for bag queries that does not coincide with the syntax of [4] used in this current paper. See Appendix E.3 for a detailed discussion.
The condition of Theorem 3.3 does not appear to be a necessary condition for containment of CCQ queries. Indeed, a well-known example of [2] (see Appendix F), claims containment \( Q \subseteq C \), but no CVM exists from \( Q' \) to \( Q \).

Finally, we compare CVMs with multiset homomorphisms [4], see Definition 2.4. For a fixed pair of CCQ queries \( Q \) and \( Q' \), with respective sets of multiset variables \( M \) and \( M' \), each CVM from \( Q' \) to \( Q \) has range at least \( M \) when restricted to the domain \( M' \), and each multiset homomorphism from \( Q' \) to \( Q \) has range at most \( M \) when restricted to the domain \( M' \). Therefore, general CVMs and multiset homomorphisms are incomparable when applied to pairs of CCQ queries. (See Example E.3 in Appendix E.4.) At the same time, we have the following result for SCVMs and multiset-homomorphisms. (The proof, which is immediate from Proposition 3.1, can be found in Appendix E.4.)

**Proposition 3.2.** Given an equivalence-compatible CCQ pair \( (Q, Q') \). Then each SCVM from \( Q' \) to \( Q \) is a multiset-homomorphism from \( Q' \) to the deregularized version of \( Q \), and vice versa. □

For instance, consider the mapping \( \mu \) of Example 1.2 from the terms of the query \( Q \) to the terms of the query \( Q' \) of the example. This mapping is a CVM from \( Q \) to \( Q' \) and is also a multiset-homomorphism from \( Q \) to the deregularized version \( Q'_{\mu} \) of \( Q' \), \( Q'_{\mu}(X) \leftarrow p(X, X, Y; i), p(X, X, Y), \{Y, i\} \). (Observe that there is no GCM from query \( Q'_\mu \) to query \( P \).)

As an immediate corollary of Propositions 3.1 and 3.2, we have that for each equivalence-compatible CCQ pair \( (Q, Q') \), the existence of a multiset-homomorphism from \( Q' \) to \( Q \) implies the existence of a CVM from \( Q' \) to \( Q \). From this result and from Example 1.2, we obtain that the restriction of Theorem 2.4 to CCQ queries does not have quite the same power as the sufficient condition for equivalence of CCQ queries that is immediate from Theorem 3.3. (See Theorem 6.1 for an explicit formulation of that sufficient condition for equivalence of CCQ queries.) We posit that it is possible to properly generalize Theorem 2.4, for the cases when the theorem is applied to CCQ queries that may also contain negation and inequality comparisons, by (i) extending the notion of deregularized version of a query to queries in this extended query language, and by (ii) replacing, in the statement of Theorem 2.4, the phrase “if \( Q \) and \( Q' \) are multiset homomorphic” by the phrase “if the deregularized versions of \( Q \) and \( Q' \) are multiset homomorphic.”

**4. MINIMIZING CCQ QUERIES**

In this section we propose an algorithm for minimizing CCQ queries. We also show that for all CCQ queries, the minimized version of the query exists and is unique up to an isomorphism SCVM; cf. the result of [1] in Theorem 2.2 ((1). An isomorphism SCVM from CCQ query \( Q \) to CCQ query \( Q' \) is a SCVM from \( Q \) to \( Q' \) that is an isomorphism mapping from the terms of \( Q \) to the terms of \( Q' \).)

By Definition 2.3, to find a minimized version of a CCQ query \( Q \), one would remove subsets of subgoals of \( Q \) so as to arrive at a minimized query \( Q' \) such that \( Q' \equiv_c Q \). Our approach is to generalize to the case of CCQ queries the minimization approach that was applied in [1] to CQ set queries: Given a CCQ query \( Q \), the search space of all candidate minimized versions of \( Q \) can be restricted to the set \( Q_{\min}(Q) \). This set comprises all reduced-condition queries \( Q' \) for \( Q \) such that (i) \( Q' \) has all the multiset variables of the query \( Q \), and such that (ii) there exists a GCM from \( Q'_{\mu} \) onto \( Q'_{\mu} \). By Theorems 3.1 and 3.2, the set \( Q_{\min}(Q) \) contains all minimized versions of the query \( Q \).

It turns out that for every CCQ query \( Q \), the search space \( Q_{\min}(Q) \) can be found by generating all CCQ queries obtainable by applying to \( Q \) all possible SCVMs of a certain type from \( Q \) to itself. This result holds by Proposition 4.1. For CCQ queries \( Q(X) \leftarrow L, M \) and \( Q'(X) \leftarrow L', M \) (note the same head vector and the same set \( M \) ) and for a SCVM \( \mu \) from \( Q \) to \( Q' \), we call \( \mu \) an \( M \)-identity SCVM whenever \( \mu \) maps each multiset variable of \( Q \) to itself. SCVM \( \mu \) induces a mapping from \( L \) onto some subset \( L' \) of \( L' \). We define \( \mu(Q) \) as a CCQ query that is identical to \( Q \) except that the condition of \( \mu(Q) \) is \( L' \).

**Proposition 4.1.** For a CCQ query \( Q \), with reduced-condition query \( Q' \) that retains all the multiset variables of \( Q \), then there exists a GCM from \( Q_{ce} \) onto \( Q_{ce} \) if and only if there exists an \( M \)-identity SCVM from \( Q \) onto \( Q' \). □

The intuition for the only-if part of the proof is that each GCM, \( \nu \), from \( Q_{ce} \) onto \( Q'_{ce} \) induces an automorphism from the condition of \( Q' \) as part of the condition of \( Q \), thus, for \( Q' \) is a proper reduced-condition query for \( Q \) that preserves the multiset variables of \( Q \). \( Q_{ce} \) and \( Q_{ce} \) are as follows.

\[
\begin{align*}
Q(X) & \leftarrow p(X, Y, W; i), p(X, W, Y), p(X, Y, Z), \{Y, i\}. \\
Q'(X) & \leftarrow p(X, Y, W; i), p(X, W, Y), \{Y, i\}. \\
\end{align*}
\]

\( Q' \) is a proper reduced-condition query for \( Q \) that preserves the multiset variables of \( Q \). \( Q_{ce} \) and \( Q_{ce} \) are as follows.

\[
\begin{align*}
Q_{ce}(X) & \leftarrow p(X, Y, W; i), p(X, W, Y; j), p(X, Y, Z; k), \{Y, i, j, k\}. \\
Q'_{ce}(X) & \leftarrow p(X, Y, W; i), p(X, W, Y; j), \{Y, i, j\}. \\
\end{align*}
\]

There exists a GCM \( \nu \) from \( Q_{ce} \) onto \( Q'_{ce} \): \( \nu = \{ X \rightarrow X, Y \rightarrow W, Z \rightarrow Y, W' \rightarrow Y, i \rightarrow j, j \rightarrow i, k \rightarrow j \}. \) Observe that the mapping \( \nu_1 \) resulting from restricting the domain of \( \nu \) to the range of \( \nu \), that is to the set \( X' = \{ X, Y, W, i, j \} \), is a bijection, hence there exists an inverse mapping, \( \nu_1^{-1} = \{ X \rightarrow X, Y \rightarrow W, Z \rightarrow Y, W' \rightarrow Y, i \rightarrow j, j \rightarrow i \}. \) Further, the mapping \( \nu' = \nu_1^{-1} \circ \nu \) well defined, because the range of \( \nu \) is the domain of \( \nu_1^{-1} \). Finally, when the domain of \( \nu \) is restricted to the set \( X \) then the resulting mapping is an identity mapping by definition. Hence, we obtain that \( \nu' \) is a GCM from \( Q_{ce} \) onto \( Q'_{ce} \), and that the mapping resulting from restricting the domain of \( \nu \) to the set of variables of the query \( Q \) is an \( M \)-identity SCVM from \( Q \) onto \( Q' \). □

We use the result of Proposition 4.1 to develop algorithm MINIMIZE-CCQ-QUERIES. Given an arbitrary
CCQ query $Q$, the algorithm outputs query $Q^{\text{min}}$ that is a minimized version of $Q$ by Definition 2.3. The pseudocode is as follows.

**Algorithm Minimize-CCQ-queries:**

**Input:** CCQ query $Q$  
**Output:** CCQ query $Q^{\text{min}}$ such that $Q^{\text{min}}$ is a minimized version of $Q$ by Definition 2.3

1. Set $Q^{\text{min}}$ to the regularized version of $Q$;
   // Note that $Q^{\text{min}} \in Q_{\text{min}}(Q)$
2. While (there exists an M-identity SCVM $\mu$ from $Q^{\text{min}}$ to itself such that $\mu(Q^{\text{min}})$ has fewer subgoals than $Q^{\text{min}}$)
   // Note that $\mu(Q^{\text{min}}) \in Q_{\text{min}}(Q)$
3. Set $Q^{\text{min}}$ to $\mu(Q^{\text{min}})$;
4. Output $Q^{\text{min}}$.

Algorithm Minimize-CCQ-queries is a straightforward generalization to CCQ queries of the minimization algorithm applied by [1] to CCQ set queries. That is, our algorithm obtains recursively “shorter-condition” reduced-condition queries $Q'$ for the input query $Q$, such that each $Q' \in Q_{\text{min}}(Q)$. The algorithm terminates once no more M-identity SCVM can “shorten” any further the condition of $Q$.

**Proposition 4.2.** Given a CCQ query $Q$, algorithm Minimize-CCQ-queries outputs a minimized version of $Q$. □

The proof of Proposition 4.2 (in Appendix G.2) is by showing that for each input CCQ query $Q$, the output of the algorithm Minimize-CCQ-queries satisfies Definition 2.3 with respect to $Q$.

In addition to being sound, algorithm Minimize-CCQ-queries is also complete, due to the following result:

**Theorem 4.1.** Given a CCQ query $Q$, the minimized version of $Q$ exists and is unique up to an isomorphism M-identity SCVM. □

Note that Theorem 4.1 reduces correctly to the special case of set queries, see Theorem 2.2 (1). (Recall that CCQ set queries have zero multiset variables.)

**Theorem 4.2.** Algorithm Minimize-CCQ-queries is sound and complete for CCQ queries. □

The result of Theorem 4.2 is immediate from Proposition 4.2 and from Theorem 4.1.

The asymptotic worst-case time complexity of the algorithm Minimize-CCQ-queries is the same as that for the minimization algorithm of [1] (for CCQ set queries). Indeed, by definition of M-identity SCVMs and from the fact that CCQ set queries have zero multiset variables, finding a minimized version of a set query is at least as hard as finding a minimized version of any CCQ query. This fact is due to the absence, in case of set queries, of any “identity bindings” for multiset variables of the query; in an M-identity SCVM from a set query to itself. As a result, we obtain the following.

**Proposition 4.3.** Finding a minimized version of a CCQ query is NP complete. □

We now establish the result of Theorem 4.1. In the proof, we use the following result. (See Appendix G.3 for the proof of Proposition 4.4.)

**Proposition 4.4.** Given CCQ queries $Q_1$ and $Q_2$ such that there exists a CVM $\mu_1$ from $Q_1$ onto $Q_2$, and another CVM $\mu_2$ from $Q_2$ onto $Q_1$. Then each of $\mu_1$ and $\mu_2$ is an isomorphism SCVM. □

The proof of Theorem 4.1 is provided in Appendix G.4. The idea of the proof is as follows. First, the existence of a minimized version of $Q$ follows from Proposition 4.2. Second, suppose there exist two distinct minimized versions of $Q$, $Q_1$ and $Q_2$, where each of $Q_1$ and $Q_2$ satisfies Definition 2.3 w.r.t. $Q$. The proof of Theorem 4.1 establishes that there exists an M-identity SCVM from $Q_1$ onto $Q_2$, and another from $Q_2$ onto $Q_1$. Then Proposition 4.4 is used to conclude that each of the two M-identity SCVMs is an isomorphism SCVM. Consider an illustration.

**Example 4.2.** Consider CCQ query $Q$ and two reduced-condition queries for $Q$, $Q_1$ and $Q_2$.

$Q(X) \leftarrow p(X, Y; i), p(Y, W), p(Y, T), \{Y, i\}$.  
$Q_1(X) \leftarrow p(X, Y; i), p(Y, W), \{Y, i\}$.  
$Q_2(X) \leftarrow p(X, Y; i), p(Y, T), \{Y, i\}$.  

By Definition 2.3 and by Theorem 3.3, each of $Q_1$ and $Q_2$ is a minimized version of the query $Q$.  
Consider mapping $\mu_1$ from $Q$ to $Q_1$:  
$\mu_1 = \{ X \rightarrow X, Y \rightarrow Y, i \rightarrow i, W \rightarrow W, T \rightarrow W \}$.  
This mapping is an M-identity SCVM from $Q$ onto $Q_1$. When restricted to the domain that is the set of terms of the query $Q_2$, call this mapping $\nu_1$, $\mu_1$ furnishes an isomorphism M-identity SCVM from $Q_2$ onto $Q_1$. The mapping $\nu^{-1}$ is an isomorphism M-identity SCVM from $Q_1$ onto $Q_2$. □

5. EQUIVALENCE: ASYMMETRIC NECESSARY CONDITION

In this section we present an asymmetric necessary condition for CCQ query equivalence, Theorem 5.1, and outline the proof of that result. (Appendix H has the full proof.)

First we introduce Definition 5.1. This technical definition is required for the proof of Theorem 5.1 to go through. Given a CCQ query $Q$, with set $M_{\text{noncopy}} \neq \emptyset$ of multiset noncopy variables, we say that a GCM $\mu$ from $Q$ to itself is a noncopy-permuting GCM if the mapping resulting from restricting the domain of $\mu$ to $M_{\text{noncopy}}$ is a bijection from $M_{\text{noncopy}}$ to itself. For two noncopy-permuting GCMs, $\mu_1$ and $\mu_2$, from $Q$ to itself, we say that $\mu_1$ and $\mu_2$ agree on $M_{\text{noncopy}}$ if $\mu_1$ and $\mu_2$ induce the same mapping from $M_{\text{noncopy}}$ to itself. If for CCQ query $Q$ we have $M_{\text{noncopy}} = \emptyset$, we say that all GCMs from $Q$ to itself are noncopy-permuting GCMs, and that all pairs of such GCMs agree on $M_{\text{noncopy}}$.  

**Definition 5.1.** (Explicit-wave CCQ query) A CCQ query $Q$ is an explicit-wave (CCQ) query if one of the following conditions holds:

1. $Q$ has at most one copy-sensitive subgoal; or
2. For the set $M_{\text{noncopy}}$ of multiset noncopy variables of $Q$, and for each pair $(\mu_1, \mu_2)$ of noncopy-permuting
GCMs from $Q_m$ to itself, such that $\mu_1$ and $\mu_2$ agree on $M_{\text{noncopy}}$, for each original copy-sensitive subgoal, $s$, of $Q$ we have that $\mu_1(s)$ and $\mu_2(s)$ have the same relational template.\hfill \square$

As an example, any CCQ query $Q$ that has a distinct predicate name for each subgoal (i.e., a query without self-joins) can be shown to be an explicit-wave query. For each CCQ query $Q$ that is not explicit-wave, we call $Q$ “implicit-wave query.” We can show (see Appendix I) that query $Q$ of Example 1.3 is an implicit-wave query.

While Definition 5.1 has arisen from the proof of Theorem 5.1, it turns out that the set of all set, bag, and bag-set CCQ queries is a proper subset of the set of all explicit-wave queries. (See Section 6 for the details.)

We now state Theorem 5.1.

**Theorem 5.1.** Given CCQ queries $Q$ and $Q'$, such that (i) $Q$ is an explicit-wave query, and (ii) $Q \equiv_C Q'$. Then there exists a SCVM from $Q'$ to $Q$.\hfill \square

Due to the well-known example of [2] (Appendix F), it appears that condition (ii) of Theorem 5.1 cannot be replaced by condition $Q \equiv_C Q'$ (while also replacing SCVMs by CVMs), even when $Q$ is an explicit-wave query. Alternatively, we cannot remove condition (i) of Theorem 5.1. Indeed, in Example 1.3 there is a SCVM from query $Q$ to explicit-wave query $Q'$, but no SCVM from $Q'$ to $Q$, even though $Q \equiv_C Q'$ holds, see Appendix A. Thus, Theorem 5.1 provides an asymmetric necessary condition for CCQ-query equivalence. This asymmetry does not appear to have been explored in previous work. One reason for that is that under the three traditional semantics (see Section 2.1.3), all CCQ queries are explicit-wave queries. In [4], Cohen explores query classes that properly subsume the class of CCQ queries. When restricted to CCQ queries, all the necessary and sufficient conditions of [4] for combined-semantics query equivalence require the queries to be explicit-wave queries, see Appendix J. (See Section 6 for our sufficient conditions for a CCQ query to be an explicit-wave query.) These conditions of [4] do not apply to Examples 1.1 or 1.2 of the current paper: observe that all the queries in the two examples are explicit-wave queries. (See Appendix J for the details.)

We now contrast Theorem 5.1 with our minimization results. By the results of Section 4, a SCVM always exists from an arbitrary CCQ query into its minimized version. Intuitively, this holds even for implicit-wave queries because a minimized version $Q^\text{min}$ of a query $Q$ is a reduced-condition query for $Q$, hence in some sense we know the structure of $Q^\text{min}$. In contrast, for two general CCQ queries $Q$ and $Q'$ such that $Q \equiv_C Q'$, all we know is that on all databases $D$, the bags $Res_C(Q, D)$ and $Res_C(Q', D)$ are identical. In general, no information is available about the relationship between the structures of $Q$ and $Q'$. Hence, Theorem 5.1 does not necessarily hold for the case of implicit-wave queries.

In the remainder of this section, we outline the idea of the proof of Theorem 5.1. (The full proof can be found in Appendix H.) Intuitively, we generalize the proof, via canonical databases, of the existence of a containment mapping from CCQ set query $Q'$ to CCQ set query $Q$ whenever $Q \equiv_C Q'$. The challenge in the generalization is that we are looking for a SCVM from $Q'$ to $Q$, that is, the desired mapping must map each multiset variable of $Q'$ into a distinct multiset variable of $Q$. Showing that we have constructed a mapping with this property is thus an essential part of the proof. (Recall that, unlike in our minimization problem of Section 4, here we have no information about the structural relationship between the two queries.)

For a given CCQ query $Q$, the proof of Theorem 5.1 constructs an infinite number of databases, where each database $D_N(Q)$, $i \geq 1$, can be thought of as a union of “extended canonical databases” for $Q$. (See Appendix D.1 for the definition.) Similarly to canonical databases for CCQ set queries, each ground atom in each database $D_N(Q)$ can be associated, via a mapping that we denote $\nu_Q^{(i)}$, with a unique subgoal of the query $Q$.

The role of each database $D_N(Q)$ in the proof is that the database represents a particular combination of multiplicity of the values (of some of the multiset variables $Y_1, Y_2, \ldots, Y_n$ for some $n \geq 1$, of the query $Q$.) We have that $n \geq 1$ for all CCQ queries $Q$ and $Q'$ such that $Q \equiv_C Q'$ and at least one of $Q$ and $Q'$ is not a set query.) For each database $D_N(Q)$, we represent the $n$ respective multiplicities as natural numbers $N_1(i)$ through $N_n(i)$, or equivalently via the $n$-ary vector $\bar{N}(i)$.

By construction of the databases, we have that some fixed tuple, $t_Q^{(i)}$, is an element of the bag $Res_C(Q, D_N(Q))$ for each $i \geq 1$. Moreover, for all queries $Q''$ such that $(Q, Q'')$ is an equivalence-compatible CCQ pair, we have that the multiplicity of the tuple $t_Q^{(i)}$ is $\bar{N}(i)$ and $t_Q^{(i)}$ can be expressed using the symbolic representations, $N_i$ through $N_n$, of the respective elements $N_1(i), \ldots, N_n(i)$ of the vector $\bar{N}(i)$. That is, for each such query $Q''$, we can obtain explicitly a function, $\mathcal{F}_{Q''}(\bar{N})$, in terms of the $n$ variables $N_1, \ldots, N_n$, such that whenever we substitute $N_j(i)$ for $N_j$, for each $j \in \{1, \ldots, n\}$, the resulting expression in terms of $N_1(i), \ldots, N_n(i)$ evaluates to the multiplicity of the tuple $t_Q^{(i)}$ in the bag $Res_C(Q'', D_N(Q))$.

Observe that for each CCQ query $Q'$ such that $Q' \equiv_C Q$, it must be that the functions $\mathcal{F}_{Q'}(\bar{N})$ and $\mathcal{F}_Q(\bar{N})$ output the same value on each database $D_N(Q)$, $i \geq 1$.

Consider the simplest case, when our query $Q$ has no self-joins and has $|M| = n \geq 1$. In this case, by construction of the databases, we have that the function $\mathcal{F}_Q(\bar{N})$ for the query $Q$ is the monomial $\prod_{j=1}^{n} N_j$. Consider an arbitrary assignment, $\gamma$, from $Q$ to a $D_N(Q)$. We have that each such $\gamma$ has contributed to the construction of the database; we call $\gamma$ a generative assignment from $Q$ to $D_N(Q)$. We can show that the composition $\nu_Q^{(i)} \circ \gamma$ is a SCVM from $Q$ to itself. (Note the presence in the product $\Pi_{j=1}^{n} N_j$ of the variables for all the $n$ multiset variables of $Q$.) Moreover, for each query $Q'$ such that $Q' \equiv_C Q$, the function $\mathcal{F}_{Q'}(\bar{N})$ is forced (by $Q' \equiv_C Q$ and by $\mathcal{F}_Q(\bar{N})$ being a multivariate polynomial) to be exactly $\nu_{Q'}^{(i)} \circ \gamma$, regardless of the structural relationship between $Q$ and $Q'$. We show that whenever $\mathcal{F}_{Q'}(\bar{N}) = \Pi_{j=1}^{n} N_j$, an assignment from $Q'$ to a database
$D_{N^i}(Q)$ can be composed with the mapping $\nu^{(i)}_Q$ to yield a SCVM from $Q'$ to $Q$, precisely due to the presence in the function $F^{(Q')}_Q$ of the “representative” $N_j$ of each multiset variable $Y_j$ of the query $Q$, for $1 \leq j \leq n$.

The above exposition conveys the general intuition of the proof of Theorem 5.1: For all CCQ queries $Q$, there is a monomial, in terms of all of $N_1$, \ldots, $N_n$, that contributes to the construction of the function $F^{(Q')}_Q$ and that reflects the multiplicity, in the set $F^{(Q')}_Q(Q,D_{N^i}(Q))$, of all generative assignments from $Q$ to databases $D_{N^i}(Q)$.

We call this monomial, $P^*_Q$, the wave of the query $Q$. Suppose that, for a query $Q'$ such that $Q' \equiv_C Q$, we can show that the function $F^{(Q')}_Q$ has, as a term, the wave of $Q$ backed up by assignments from $Q'$ to the databases $D_{N^i}(Q)$. Then we can use these assignments and the mapping $\nu^{(i)}_Q$ to construct a SCVM from $Q'$ to $Q$

There are two challenges in implementing this idea for general CCQ queries. First, the term $P^*_Q$ may not be “visible” in the expression for $F^{(Q)}_Q$. As a result, $P^*_Q$ does not necessarily contribute to the construction of the function $F^{(Q')}_Q$, even in case $Q \equiv_C Q'$. (This is exactly the case of queries $Q$ and $Q'$ of Example 1.3, see Example H.1 in Appendix H.1 for the details.)

Second, in general, function $F^{(Q')}_Q$ may have terms that are not backed up by assignments from $Q'$ to databases $D_{N^i}(Q)$. Both challenges arise from the fact that the function $F^{(Q')}_Q$, in terms of $N_1$, \ldots, $N_n$, is, in general, not a multivariate polynomial on its entire domain.

To overcome the first challenge, we introduce the restriction that $Q$ be an explicit-wave query. (Hence Definition 5.1 is necessarily technical.) Even under this restriction, overcoming the second challenge requires a nontrivial proof. See Appendix H for all the details of the proof of Theorem 5.1.

Example H.1 in Appendix H.1 illustrates how the term $P^*_Q$ may not be “visible” in the expression for $F^{(Q)}_Q$, and how, in general, the function $F^{(Q)}_Q$ is not a multivariate polynomial on its entire domain. Example H.6 in Appendix H.9.6 is an extended variant of Example H.1. In addition, Example H.6 illustrates how function $F^{(Q)}_Q$ may have terms that are not backed up by assignments from $Q$ to databases $D_{N^i}(Q)$.

6. CCQ-QUERY EQUIVALENCE

In this section we revisit the conditions of combined-semantics equivalence of CCQ queries that we saw in previous sections. Our focus is on reformulating these conditions using minimized versions of the queries. The reformulations tie our equivalence conditions together with the results of [1, 2].

Recall that Theorem 3.3 gives us a sufficient condition for equivalence of CCQ queries:

**Theorem 6.1.** Given CCQ queries $Q_1$ and $Q_2$. If there exists a CVM from $Q_1$ to $Q_2$, and another from $Q_2$ to $Q_1$, then we have $Q_1 \equiv_C Q_2$. \(\square\)

We reformulate this theorem using the results of Section 4:

**Theorem 6.2.** Given CCQ queries $Q_1$ and $Q_2$, with respective minimized versions $Q_1^{\text{min}}$ and $Q_2^{\text{min}}$. If there exists an isomorphism SCVM from $Q_1^{\text{min}}$ to $Q_2^{\text{min}}$, and another from $Q_2^{\text{min}}$ to $Q_1^{\text{min}}$, then we have $Q_1 \equiv_C Q_2$. \(\square\)

It turns out that the sufficient query-equivalence conditions of Theorems 6.1 and 6.2 have the same power. (The proof of Theorem 6.2 is immediate from Theorem 6.1 and Proposition 6.1.)

**Proposition 6.1.** Given CCQ queries $Q_1$ and $Q_2$, with respective minimized versions $Q_1^{\text{min}}$ and $Q_2^{\text{min}}$. Then:

- There exists a CVM from $Q_1$ to $Q_2$, and another from $Q_2$ to $Q_1$, if and only if
- There exists an isomorphism SCVM from $Q_1^{\text{min}}$ to $Q_2^{\text{min}}$, and another from $Q_2^{\text{min}}$ to $Q_1^{\text{min}}$. \(\square\)

The proof of Proposition 6.1 can be found in Appendix K. The only-if part of the proof is based on the result of Proposition 4.4.

Neither Theorem 6.1 nor Theorem 6.2 gives us a necessary condition for combined-semantics equivalence of two CCQ queries. (We have Example 1.3 as a counterexample. Observe that both queries in Example 1.3 are represented by their minimized versions.)

At the same time, we use Theorems 5.1 and 6.2, as well as Proposition 6.1, to formulate a sufficient and necessary condition for equivalence of explicit-wave CCQ queries.

**Theorem 6.3.** Given explicit-wave CCQ queries $Q_1$ and $Q_2$, with respective minimized versions $Q_1^{\text{min}}$ and $Q_2^{\text{min}}$. Then $Q_1 \equiv_C Q_2$ if and only if there exists an isomorphism SCVM from $Q_1^{\text{min}}$ to $Q_2^{\text{min}}$, and another from $Q_2^{\text{min}}$ to $Q_1^{\text{min}}$. \(\square\)

Another sufficient and necessary condition for equivalence of explicit-wave CCQ queries, in terms of CVMs, can be obtained by using only Theorems 5.1 and 6.1. (See Theorem J.1 in Appendix J.)

We now show that Theorem 6.3 generalizes Theorem 2.2 (2), due to [1], and Theorem 2.3, due to [2]. To do this, we show that all CCQ set, bag, and bag-set queries are explicit-wave queries, and then consider minimization of CCQ bag and bag-set queries.

By Condition (1) of Definition 5.1, we have that all set and bag-set CCQ queries are explicit-wave queries. Besides that condition, one can formulate a number of easy syntactic tests, each of which is a sufficient condition for a CCQ query to be an explicit-wave query. (E.g., it is immediate from Definition 5.1 that a CCQ query without self-joins is an explicit-wave query.) One sufficient condition is that a CCQ query $Q$ is an explicit-wave query whenever each copy-sensitive subgoal of $Q$ has no set variables. (In this case, it is easy to see that Condition (2) of Definition 5.1 is always satisfied; see Appendix L.) By this condition, all CCQ bag queries are explicit-wave queries. Other sufficient conditions could generalize the case of the explicit-wave CCQ query $Q'$ of Example 1.3 (note that while being an explicit-wave query, this query does not satisfy any of the above sufficient conditions for a query to be explicit-wave), and so on. As a result, we have the following:
Proposition 6.2. The set of all CCQ set, bag, and bag-set queries is a proper subset of the set of all explicit-wave CCQ queries.

One can argue that CCQ queries that have set variables in copy-sensitive subgoals do not tend to be popular in practical applications. Hence, we posit that implicit-wave queries may be unlikely to arise in practice.

Now that we know that all CCQ set queries are explicit-wave queries, it is easy to see that Theorem 6.3 generalizes properly Theorem 2.2 (2). (Theorem 2.2 (2) does not generalize to the case of all CCQ queries because not all CCQ queries are explicit wave, see discussion of Example 1.3 earlier in this section.) For instance, by Theorem 6.3 we have that for the queries of Example 1.2, $Q \equiv_C Q'$ holds. The reason is, both $Q$ and $Q'$ are explicit-wave queries and, in addition, $Q'$ is the minimized version of $Q$.

Observe that Theorem 6.3 is not a trivial generalization of Theorem 2.2 (2). Indeed, the two explicit-wave CCQ queries of Example 1.1 are isomorphic but, by Theorem 6.3, are not combined-semantics equivalent. (Both queries of Example 1.1 are represented by their minimized versions.)

Now consider minimization of CCQ bag and bag-set queries. Recall that each subgoal of a CCQ bag query has a copy variable. Hence, by Theorem 3.1, each CCQ bag query is its unique minimized version. We conclude that the result (due to [2]) of Theorem 2.3 (1) is a special case of Theorem 6.3. (See Note 1 in Section 2.2.)

In case of CCQ bag-set queries, the only terms that can appear in such a query are multiset noncopy variables, head variables, and constants. We have from the results of Section 4 that for each CCQ query, there exists an M-identity SCVM from the regularized version of the query to its minimized version. (See Proposition G.1 and algorithm MINIMIZE-CCQ-QUERIES.) Now the regularized version $Q_s$ of a CCQ bag-set query $Q$ is the canonical representation [2] of $Q_s$ that is, the result of dropping all duplicate subgoals from the condition of $Q$. By definition of M-identity SCVM, we have for all CCQ bag-set queries $Q$ that for each subgoal, $s$, of $Q_s$, each M-identity SCVM maps $s$ into itself. It follows that each M-identity SCVM maps $Q_s$ onto itself. Thus, for each CCQ bag-set query $Q$, its canonical representation $Q_s$ is its unique minimized version. Hence Proposition 2.3 (2) is a special case of Theorem 6.3.

7. RELATED WORK

In their classic paper [1], Chandra and Merlin presented an NP-complete containment test for CQ queries under set semantics. This sound and complete test has been used in optimization, via minimization, of CQ set-semantics queries, as well as in developing algorithms for rewriting queries (both equivalently and nonequivalently) using views. We are not aware of past work that studies minimization of queries beyond the language of CQ set-semantics queries. In this current paper we extend the results of [1] to general CQ combined-semantics queries, and show the limitations of each extension. We show that the minimization approach of [1] can be extended to general CQ queries without limitations. Remarkably, minimizing arbitrary CQ queries is at most as hard as minimizing CQ set-semantics queries.

The problem of developing equivalence tests for CQ bag and bag-set queries was solved by Chaudhuri and Vardi in [2]. We show how our equivalence and minimization results for combined-semantics queries, as well as our sufficient condition for query containment, reduce correctly to the special cases of bag and bag-set queries, as reported in [2].

Definitive results on containment between CQ queries under bag and bag-set semantics have not been obtained so far. Please see Jayram, Kolaitis, and Vee [8] for original undecidability results on containment of CQ queries with inequalities under bag semantics. The authors point out that it is not known whether the problem of bag containment for CQ queries is even decidable. For the case of bag-set semantics, sufficient conditions for containment of two CQ queries can be expressed via containment of (the suitable) aggregate queries with aggregate function $\text{count}(\cdot)$. The latter containment problem can be solved using the methods proposed in [5]. Please see [2] for other results on bag and bag-set containment of CQ queries.

In her papers [3, 4], Cohen provided an elegant and powerful formalism for treating queries evaluated under each of set, bag, and bag-set semantics uniformly as special cases of the more general combined semantics. The papers also contain a general sufficient condition for combined-semantics equivalence of CQ queries with disjunction, negation, and arithmetic comparisons, as well as necessary and sufficient equivalence conditions for special cases of such queries. (Interestingly, when we restrict the language of the queries in question to the language of CQ queries, it turns out that all the necessary and sufficient query-equivalence conditions of [4] hold for queries belonging to subclasses of the class of explicit-wave CQ queries; see Section 6 and Appendix J.) The proof in [4] of its general sufficient condition for equivalence of queries is in terms of containment between the queries under combined semantics. The sufficient query-containment condition is formulated in [4] for the case where the two queries have the same number of multiset variables. In Section 3.2 we discuss in detail the relationship between our containment and equivalence results and the restriction of the results of [4] to CQ combined-semantics queries.

A discussion of query equivalence and containment for query languages that properly contain the language of CQ queries is beyond the scope of this paper. The interested reader is referred to [4], which contains an excellent overview of the literature in this direction.
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APPENDIX

A. QUERIES OF EXAMPLE 1.3

In this section we show that, for queries of Example 1.3, \( Q \equiv_C Q' \) holds.

Proposition A.1. For the queries \( Q \) and \( Q' \) of Example 1.3, we have that \( Q \equiv_C Q' \).

For the convenience of the exposition in the proof, we use a version of the query \( Q' \) where all variables have been renamed into “same-name” primed variables: That is, we use

\[
Q(X_1) \leftarrow r(X_1, Y_1, Y_2, Y_3), r(X_1, Y_1, Y_2, X_3; Y_4), \\
\{Y_1, Y_2, Y_3, Y_4\},
\]

\[
Q'(X'_1) \leftarrow r(X'_1, Y'_1, Y'_2, Y'_3), r(X'_1, Y'_1, Y'_2, X'_3; Y'_4), \\
\{Y'_1, Y'_2, Y'_3, Y'_4\}.
\]

Proof. We will prove the claim of Proposition A.1 if we show that for an arbitrary database \( D \) and for an arbitrary constant \( a \in \text{adom}(D) \), the sets \( \Gamma^{(a)}_S(Q, D) \) and \( \Gamma^{(a)}_S(Q', D) \) are of the same cardinality. (Recall the definition of query answer under combined semantics.)

To prove this, it is sufficient to show that (for the fixed database \( D \) and for an arbitrary 3-tuple of constants from \( \text{adom}(D) \), the sets \( \Gamma_S(Q, D)[t] \) and \( \Gamma_S(Q', D)[t] \) are of the same cardinality. Here, by the set \( \Gamma_S(Q, D)[t] \) we denote the set of all tuples in \( \Gamma_S(Q, D) \) such that the projection of each tuple on the variables \( X_1, Y_1, Y_2 \), in this order, is exactly the fixed tuple \( t \). Similarly, by the set \( \Gamma_S(Q', D)[t] \) we denote the set of all tuples in \( \Gamma_S(Q', D) \) such that the projection of each tuple on the variables \( X'_1, Y'_1, Y'_2 \), in this order, is exactly the fixed tuple \( t \).

We now prove the latter claim. For the fixed database \( D \), for the remainder of this proof fix a tuple \( t = (a, b, c) \), for some \( a, b, c \in \text{adom}(D) \), as described above.

(1) First we show that whenever the set \( \Gamma_S(Q, D)[t] \) is not empty, then the sets \( \Gamma_S(Q, D)[t] \) and \( \Gamma_S(Q', D)[t] \) are of the same cardinality \( k^2 \), for some constant \( k \in \mathbb{N}_+ \) where \( k \) is a copy number of some ground atom of the database \( D \).

Suppose that the set \( \Gamma_S(Q, D)[t] \) is not empty. Then there must exist in \( D \) ground atoms (perhaps identical to each other) \( g_1 = r(a, b, c, d; e) \) and \( g_2 = r(a, b, c, f; h) \), for some \( d, f \in \text{adom}(D) \) and for some \( e, h \in \mathbb{N}_+ \). These atoms \( g_1 \) and \( g_2 \) must intuitively be the images of the first and of the second subgoal of the query \( Q \), respectively, under a valid assignment mapping from \( Q \) to \( D \). That is, formally, for the set \( \Gamma_S(Q, D)[t] \) to be a nonempty set, it must be that the mapping \( \{X_1 \rightarrow a, Y_1 \rightarrow b, Y_2 \rightarrow c, X_2 \rightarrow d, X_3 \rightarrow e, Y_3 \rightarrow 1, Y_4 \rightarrow 1\} \) is a valid assignment mapping from all the terms of the query \( Q \) to the elements of \( \text{adom}(D) \cup \mathbb{N}_+ \). The validity of this assignment mapping is justified by the presence of the ground atoms \( g_1 \) and \( g_2 \) in the database \( D \).

We now consider all those ground atoms in relation \( R \) in the database \( D \), such that each of the atoms has \( a, b, c \), in this order, as the values of the first three attributes of the relation \( R \), from left to right. We know that the set, call it \( S[Q] \), of all such atoms is not empty, as \( g_1 \) and \( g_2 \) of the previous paragraph will be elements of this set. Now let the constant \( k \in \mathbb{N}_+ \) be the maximal value of the copy number among all the ground atoms in the set \( S[Q] \). From the set \( S[Q] \), choose an arbitrary atom, call it \( g \), whose copy number is \( k \). Let \( g \) be \( r(a, b, c, l; k) \), for some \( l \in \text{adom}(D) \).

We now argue that for each \( n_1, n_2 \in \{1, \ldots, k\} \) and for the constant \( l \) in the ground atom \( g \), the mapping \( \mu_{(n_1, n_2, l)} = \{X_1 \rightarrow a, Y_1 \rightarrow b, Y_2 \rightarrow c, X_2 \rightarrow l, X_3 \rightarrow 1, Y_3 \rightarrow n_1, Y_4 \rightarrow n_2\} \) is a valid assignment mapping from all the terms of the query \( Q \) to the elements of \( \text{adom}(D) \cup \mathbb{N}_+ \). Indeed, the required facts come straight from the definition of the set \( \Gamma(Q, D) \) and from the presence of the atom \( g \) in the database \( D \).

Further, we argue that for each natural number \( n_1 \) that is strictly greater than the constant \( k \), for each \( n_2 \in \mathbb{N}_+ \), and for each constant \( l \in \text{adom}(D) \), the mapping \( \mu_{(n_1, n_2, l)} \) defined above is not a valid assignment mapping from all the terms of the query \( Q \) to the elements of \( \text{adom}(D) \cup \mathbb{N}_+ \). Indeed, it is sufficient to observe that the set \( S[Q] \) does not have atoms whose copy number is greater than \( k \). (Recall that \( \mu_{(n_1, n_2, l)} \) fixes the images of the variables \( X_1, Y_1, Y_2 \) to the respective elements of the tuple \( t = (a, b, c) \).)

For each copy-sensitive subgoal \( s \) of \( Q \), we obtain the query \( Q[\bar{x}] \) by adding a copy-sensitive subgoal \( s \) of \( Q \) to the database \( D \). From the facts established above on the mappings \( \mu_{(n_1, n_2, l)} \) we conclude that the set \( \Gamma_S(Q, D)[t] \) has exactly \( k^2 \) elements. Now consider the set \( \Gamma_S(Q', D)[t] \). It is easy to show (in fact, easier than for \( \Gamma_S(Q, D)[t] \) as we did above) that the set \( \Gamma_S(Q', D)[t] \) also has exactly \( k^2 \) elements. (For each valid assignment mapping \( \mu \) from all the terms of the query \( Q' \) to the elements of \( \text{adom}(D) \cup \mathbb{N}_+ \), such that \( \mu \) maps \( X'_1 \) to \( a \), \( Y'_1 \) to \( b \) and \( Y'_2 \) to \( c \), \( \mu \) induces a mapping from both subgoals of the query \( Q' \) into the same ground atom of the database \( D \). Specifically, for the ground atom \( g \in S[Q] \) as defined above, there exists a valid assignment mapping of this form \( \mu \), such that the mapping induces a mapping from both subgoals of the query \( Q' \) into the atom \( g \).)

(2) Now suppose that for the above fixed \( D \) and \( t \), the set \( \Gamma_S(Q', D)[t] \) is not empty. We show that in this case, the sets \( \Gamma_S(Q, D)[t] \) and \( \Gamma_S(Q', D)[t] \) are of the same cardinality \( p^2 \), for some constant \( p \in \mathbb{N}_+ \) where \( p \) is a copy number of some ground atom of the database \( D \). The proof is symmetric to the proof of the claim (1) above. Q.E.D.

B. FORMALIZING THE NOTIONS OF \( Q_{CE} \) AND \( Q'_{CE} \)

For a CCQ query \( Q \), we call CCQ query \( Q_{CE} \) a copy-enhanced version of \( Q \) if \( Q_{CE} \) is the result of adding a distinct copy variable to each relational subgoal of \( Q \). (We can show that for a query \( Q \), all copy-enhanced versions of \( Q \) are identical up to renaming of the copy variables introduced in the construction of \( Q_{CE} \).)

Further, for each CCQ query \( Q' \) that is a reduced-condition query for CCQ query \( Q \), we obtain the query \( Q'_{CE} \), by removing from \( Q_{CE} \) those subgoals (if any) that do not correspond to the subgoals of \( Q' \). That is:

- For each copy-sensitive subgoal \( s \) of \( Q \) such that \( s \) is not a subgoal of \( Q' \), we have that \( s \) is not a subgoal of \( Q'_{CE} \).


• For each relational subgoal s of Q: Let Q have exactly n ≥ 1 copies of atom s, and let Q′ have exactly k copies of atom s, with 0 ≤ k < n. Let M̄s be the set of n copy variables that have been introduced to represent the n copies of atom s in the query Qce. Let M′s be an arbitrary subset of M̄s of cardinality |M′s| = k. Then:
  – The condition Lce of query Qce, has all those subgoals s′ of the condition Lce of query Qce such that the copy variable of s′ is an element of M′s and
  – L′ce does not have any subgoals s′ of Lce such that the copy variable of s′ is an element of M̄s
    – M′s (as set difference).
• Finally, for each subgoal s of Qce such that s is not covered by the preceding conditions, s is also a subgoal of Q′ce.

C. PROOF OF THEOREM 3.1

In this section we provide a proof of Theorem 3.1. The proof uses counterexample databases, which are all constructed as discussed in Section C.1. Section C.2 formulates and proves properties of the counterexample databases. The proof of Theorem 3.1 can be found in Section C.3.

C.1 Constructing a Boxed Database

In this section we describe a procedure that, given a CCQ query Q(X) ← L, M with p ≥ 0 distinct constants mentioned in Q, and given a positive integer A, produces a database DQ,Ap such that one fixed tuple in ResC(Q, DQ,Ap) has multiplicity exactly (max{A, p})|M|.

The general procedure of producing (among other databases) a “boxed database” DQ,Ap for Q and A as above is used in several proofs in this paper. This construction has been inspired in part by a proof of Lemma 4.1 of [4].

Procedure Template-Boxed-Database (Input: Vnc ∈ N+: Vc ∈ N+: CCQ k-ary (k ≥ 1) query Q(Y) ← L, M with set P of p ≥ 0 distinct constants.) (Output: Constant value c and database DQ,Vnc,Vc, such that k-ary tuple d = (c, c, . . . , c) has multiplicity exactly (max{Vnc, p})|M| in ResC(Q, DQ,Vnc,Vc).)

Here, the value of c in d (i) is the constant c0 in case c0 is the only term occurring in the head vector Y in Q, (ii) is otherwise 1 in case where either Vnc > p or 1 is a constant in Q, and (iii) is otherwise an arbitrary constant c1 of Q.) 

Throughout the construction, for the case M = ∅ we assume w.l.o.g. that the |M| = n ≥ 1 multiset variables of the query Q have names X1, X2, . . . , Xn, and that the first m of the variables in the sequence X1, X2, . . . , Xn, with 0 ≤ m ≤ n, are all the copy variables (forming the set M(copy)) of Q.

Step 1. In case p ≥ Vnc, let the set adom(DQ,Vnc,Vc) be the set P of distinct constants in Q; otherwise add to P enough constants from the list [1, 2, . . . , Vnc] (starting from the beginning of the list) to form a set adom(DQ,Vnc,Vc).

Note that for the case M = ∅, i.e., Q is a set query, the result is as expected by set semantics for query evaluation.

This is the case where the head Q(Y) of Q has no variables and uses only one constant, c0.

of size Vnc. Let Asize := |adom(DQ,Vnc,Vc)|; clearly, Asize = max{Vnc, p}.

(In the special case n = 0, the effective active domain of DQ,Vnc,Vc is of size max(1, p) and is (i) the set P if p > 0, or is (ii) the set {1} otherwise. The reason for this restriction of the effective active domain of the database in case n = 0 is that the values from {2, . . . , Vnc}, if they are not used as constants of Q but are used in the above construction of adom(DQ,Vnc,Vc), are used in this construction to “create values” of only multiset variables of the query Q, and thus are not used in case M = ∅, that is n = 0.)

If some constant c0 is the only term in the head vector Y of the query Q, then set c to c0. Otherwise, if the set adom(DQ,Vnc,Vc) includes the constant 1, then set the value of c to 1. Otherwise set c := c1, where c1 is an arbitrary constant in adom(DQ,Vnc,Vc).

In case n > m we use an auxiliary predicate symbol r1∗ of arity (n − m), such that r1∗ is not used in the query Q. In case m > 0 we use an m-ary predicate symbol r2∗ (distinct from r1∗), also not used in the query Q. Finally, in case n > 0 we use an auxiliary n-ary predicate symbol r∗ (distinct from r1∗ and r2∗) not used in Q. We assume an infinite domain Attr of attribute names, and (i) label the attributes of r2∗ (in case m > 0) with m attribute names B1, B2, . . . , Bm, (ii) label the attributes of r1∗ (in case n > m) with n − m attribute names Bm+1, Bm+2, . . . , Bn, as well as (iii) label the attributes of r∗ (in case n > 0) with n attribute names B1, B2, . . . , Bn (same as in (i), (ii)). Here, in case n > 0 we have Bi ∈ Attr for each i ∈ {1, . . . , n}, and the attribute names B1 and B2 are distinct for each pair (i, j), 1 ≤ i < j ≤ n.

In case n = 0, we build a relation R∗ with schema r∗ and with Asize(m−n) × Vc tuples, as follows:

• In case n > m, populate relation R1∗, with schema r1∗, by taking all combinations of the values from the set adom(DQ,Vnc,Vc) as tuples of arity (n − m) in R1∗. As a result, R1∗ will have Asize(n−m) tuples.

• In case m > 0, populate relation R2∗, with schema r2∗, by taking all combinations of the values from the set {1, . . . , Vc} as m-tuples of R2∗. As a result, R2∗ will have Vc tuples.

• (1) In case 0 < m < n, populate R∗ with all the tuples from the Cartesian product R1∗ × R2∗.

• (2) Otherwise in case m = 0, populate R∗ with all the tuples from R1∗.

• (3) Otherwise in case m = n, populate R∗ with all the tuples from R2∗.

Finally, we associate each attribute Bi of R∗, 1 ≤ i ≤ n, with the multiset variable Xi of Q.

Step 2. We now construct the database DQ,Vnc,Vc.

In case n > 0 we interpret the T = Asize(n−m) × Vc tuples of the auxiliary relation R∗ as T substitutions for the head and body variables of the query Q, such that for each substitution θj, j ∈ {1, . . . , T} and θj ∈ Γ(Q, DQ,Vnc,Vc), θj uses only the values from the set adom(DQ,Vnc,Vc) as values for the multiset noncopy variables of Q, and uses only the values between 1 and Vc as values for the copy variables of Q. We construct DQ,Vnc,Vc using this interpretation. By our construction, each θj will result in a distinct copy of the k-
tuple \( d = (e, c, \ldots, c) \) in \( \text{Res}_c(Q, D_{Q,V_n,V_c}) \). In case \( n = 0 \) we create \( D_{Q,V_n,V_c}^1 \) (with effective active domain of size \( \max(1, p) \)) using a single substitution \( \theta_1 \), which guarantees that the tuple \( d = (e, c, \ldots, c) \) is in \( \text{Res}_c(Q, D_{Q,V_n,V_c}) \).

We now assume that the database \( D_{Q,V_n,V_c}^1 \) is initially empty. For the case \( n = 0 \), let \( T := 1 \). We create the \( T \) substitutions \( \theta_j \) as follows: For each \( j \in \{1, \ldots, T\} \) and assuming \( n > 0 \), let \( r^i \) (c_{j1}, c_{j2}, \ldots, c_{jn}) \) be the \( j \)th row of the relation \( R^n \). (We assume an arbitrary fixed ordering on the \( T \) tuples of \( R^n \).) Let \( X = \{X_1, X_2, \ldots, X_n, Z_1, Z_2, \ldots, Z_l\} \), with \( n \geq 0 \) and \( l \geq 0 \), be the set of all variables of the query \( Q \). Recall that in case that \( Q \) has \( m > 0 \) copy variables, \( X_1, \ldots, X_m \) in the set \( X \) are all the copy variables of \( Q \). We obtain \( \theta_j \) (for \( n \geq 0 \)) by (1) assigning the constant \( c \) to each variable in the set \( \{Z_1, \ldots, Z_l\} \), and (2-3) assigning (in case \( n > 0 \) only) the constant \( c_{ji} \) to the variable \( X_i \), for \( i \in \{1, \ldots, n\} \). In addition, we set \( \theta_j(g) = g \) for each constant \( g \) (\( g \in P \)) used in query \( Q \).

Now, for each \( j \in \{1, \ldots, T\} \), for the \( \theta_j \) constructed as above, and for each subgoal of the query \( Q \), we add to the database \( D_{Q,V_n,V_c}^1 \) at most one ground tuple (a new tuple is added exactly when no identical tuple is already present in \( D_{Q,V_n,V_c}^1 \)), as follows:

- Let \( p(Z) \) be a relational subgoal of the query \( Q \). Then add to \( D_{Q,V_n,V_c}^1 \) the ground tuple \( p(\theta_j(Z); V_c) \) (if not already present in the database). That is, we add to \( D_{Q,V_n,V_c}^1 \) the ground atom \( p(\theta_j(Z)) \) with multiplicity \( V_c \).
- Let \( p(Z; W) \) be a copy-sensitive subgoal of the query \( Q \), with copy variable \( W \). Then add to \( D_{Q,V_n,V_c}^1 \) the ground tuple \( p(\theta_j(Z); V_c) \) (if not already present in the database).

Step 3. Return the constant \( c \) and database \( D_{Q,V_n,V_c}^1 \).

Given a CCQ query \( Q \) with \( p \geq 0 \) distinct constants and given a positive integer number \( A \), we use the procedure Template-Boxed-Database to construct the “boxed database” \( D_{Q,A}^b \) for \( Q \) and \( A \), by setting \( V_{nc} := A \) and \( V_c := \max(A, p) \) in the procedure inputs. By construction, \( \text{adom}(D_{Q,A}^b) \) is of size \( \max(A, p) \).

We also do a minor straightforward modification of the procedure Template-Boxed-Database to construct a “boxed copy-variable database”, denoted \( D_{Q,A}^{bc} \), for an input CCQ query \( Q \) that has \( p \geq 0 \) distinct constants and \( n \geq 1 \) copy variables (\( Q \) can also have an arbitrary number of other multiset variables), and for a positive integer \( A \). The construction is as above, except that \( X_1, \ldots, X_n \) are (w.l.o.g.) the copy variables of the query \( Q \), and in the procedure Template-Boxed-Database we (i) set \( m := n \), (ii) set the procedure input \( V_c \) to value \( A \), and (iii) set the procedure input \( V_{nc} \) to 1. By construction, \( \text{adom}(D_{Q,A}^{bc}) \) is of size \( \max(1, p) \).

Consider an illustration of the construction of databases \( D_{Q,A}^b \) and \( D_{Q,A}^{bc} \).

EXAMPLE C.1. Let CCQ queries \( Q \) and \( Q' \) be as follows.

\[ \begin{align*}
Q(B) & \leftarrow p(B, C; i), p(B, D), \{C, D, i\}, \\
Q'(E) & \leftarrow p(E, F; j), p(E, G), p(E, c_1; l), p(E, c_2), \\
\{F, G, j, l\}. 
\end{align*} \]

Here, \( c_1 \) and \( c_2 \) (in \( Q' \)) are constants. The rest of the terms mentioned in \( Q \) and \( Q' \) are variables, with \( i, j, l \) being copy variables.

Let \( A_1 = 3 \) and \( A_2 = 1 \). Then:

\[ \begin{align*}
D_{Q,3}^b & = \{\{(p(1, 1; 3), p(1, 2; 3), p(1, 3; 3))\}, \{\} \}, \text{and tuple (1) has multiplicity } \max(3, 1; 3) \geq 27 \text{ in } \text{Res}_c(Q, D_{Q,3}^b), \\
D_{Q,3}^{bc} & = \{\{(p(1, 1; 3))\}, \{\} \}, \text{and tuple (1) has multiplicity } \max(3, 1; 3) \geq 3 \text{ in } \text{Res}_c(Q, D_{Q,3}^{bc}), \\
D_{Q,1}^b & = D_{Q,1}^{bc} = \{\{(p(1, 1; 1))\}, \{\} \}, \text{and tuple (1) has multiplicity } \max(1, 1; 1) \geq 1 \text{ in both } \text{Res}_c(Q, D_{Q,1}^b) \text{ and } \text{Res}_c(Q, D_{Q,1}^{bc}), \\
D_{Q,3}^{bc} & = \{\{(p(1, 1; 3), p(1, c_1; 3), p(1, c_2; 3))\}, \{\} \}, \text{and tuple (1) has multiplicity } \max(2, 3; 3) \geq 36 \text{ in } \text{Res}_c(Q, D_{Q,1}^{bc}). \\
D_{Q,1}^{bc} & = \{\{(p(c_1, c_1; 1), p(c_1, c_2; 1))\}, \{\} \}, \text{and tuple (1) has multiplicity } \max(2, 3; 1) \geq 4 \text{ in both } \text{Res}_c(Q, D_{Q,1}^b) \text{ and } \text{Res}_c(Q, D_{Q,1}^{bc}). \]

C.2 Properties of boxed databases

We now formulate some useful properties of our boxed databases. First we make a straightforward observation about multiplicities of tuples in answers to CCQ queries on arbitrary databases.

PROPOSITION C.1. Let \( Q(X) \leftarrow L, M \) be a CCQ query with set \( P \) of \( p \geq 0 \) distinct constants. Let \( D \) be a database, with \( A_n \in N_+ \) being the maximal copy number for the atoms in \( D \) and with active domain \( \text{adom}(D) \) of size \( A_{nc} \in N_+ \). Then (i) for each tuple \( t \in \text{Res}_c(Q, D) \), \( t \) occurs in \( \text{Res}_c(Q, D) \) with multiplicity at most \( A_n \text{adom}_c(D) \times A_{nc}^{\text{adom}_c(D)} \), and (ii) in case \( P \subseteq \text{adom}(D) \) does not hold, we have that \( \text{Res}_c(Q, D) \) is empty.

The proof follows immediately from the definition of combined query semantics, specifically from the construction of the set \( \Gamma_S(Q, D) \).

We use Proposition C.1 in showing the following result about boxed databases.

PROPOSITION C.2. Let CCQ query \( Q(Y) \leftarrow L, M \), with \( p \geq 0 \) distinct constants, have head vector \( Y \) of length \( k > 0 \), and let \( A \in N_+ \). Then there exists a value \( c \) in \( \text{adom}(D_{Q,A}^b) \) such that the \( k \)-tuple \( d = (c, \ldots, c) \) occurs in the bag \( \text{Res}_c(Q, D_{Q,A}^b) \) with multiplicity exactly \( \max(A, p)|M| \).

PROOF. (Proposition C.2) First of all, by construction of \( D_{Q,A}^b \), we have that \( \text{adom}(D_{Q,A}^b) = \max(A, p) \), and that the maximal copy number for the atoms in \( D_{Q,A}^b \) is also \( \max(A, p) \). Let the value \( c \) be determined as the \( c \) in the construction of the database \( D_{Q,A}^b \).

For the lower bound, observe that by construction of the database \( D_{Q,A}^b \), the set \( \Gamma_S(Q, D_{Q,A}^b) \) has at least
(max(A, p))_{|M|} distinct tuples, each of which has the value c of each of the head variables of the query Q. Indeed, recall the substitutions \(\theta_i, \theta_j \in \{1, \ldots, (max(A, p))_{|M|}\}\) used in the construction of the database \(D_{Q,A}^b\). For each \(i, j \in \{1, \ldots, (max(A, p))_{|M|}\}\), such that \(i \neq j\), \(\theta_i\) and \(\theta_j\) differ on the value of at least one multiset variable of the query Q, and the values of all the multiset variables of Q are retained in the tuples in the set \(\Gamma_S(Q, D_{Q,A}^b)\). (The satisfaction by each \(\theta_i\) of the copy-sensitive subgoals of Q, if any, is ensured by the fact that each ground atom in \(D_{Q,A}^b\) has multiplicity \(max(A, p)\); recall that each \(\theta_i\) assigns to each copy variable a positive integer value not exceeding \(max(A, p)\). Observe also that in mapping each relational atom of Q to a ground atom by each \(\theta_i\), the multiplicity value of that ground atom is ignored, again by the rules of the combined query semantics.)

For the upper bound, by Proposition C.1 it holds that the multiplicity of the tuple \(\bar{d} = (c, \ldots, c)\) in the bag \(Res_C(Q, D_{Q,A}^c)\) is at most \((max(A, p))_{|M|}\).

**Proposition C.3.** Let CCQ query \(Q(\bar{y}) \leftarrow L, M\), with \(m \geq 0\) copy variables and with \(p \geq 0\) constants, have head vector \(\bar{Y}\) of length \(k \geq 0\), and let \(A \in \mathbb{N}_+\). Then there exists a value \(c\) in \(adom(D_{Q,A}^c)\) such that the \(k\)-tuple \(\bar{d} = (c, \ldots, c)\) occurs in the bag \(Res_C(Q, D_{Q,A}^c)\) with multiplicity at least \(A^m\) and at most \((max(1, p))_{|M|-m}\) \(\times A^m\).

The proof of Proposition C.3 is a straightforward modification of the proof of Proposition C.2, where we use the properties of the database \(D_{Q,A}^c\) (rather than of \(D_{Q,A}^b\)). Note that in case \(p > 1\) we cannot guarantee an exact numerical multiplicity of tuple \(\bar{d} = (c, \ldots, c)\) in \(Res_C(Q, D_{Q,A}^c)\), because the construction of \(D_{Q,A}^c\) includes all the constants of the query Q in the active domain of the database. (This inclusion is required, recall item (ii) in Proposition C.1.) As an illustration, consider the databases \(D_{Q,A}^c\) and \(D_{Q,A}^b\) in Example C.1.

### C.3 Proof of Theorem 3.1

We now prove Theorem 3.1. The query-equivalence corollary of this result (see Corollary 3.1) extends Lemma 5.1 of [4], for CCQ queries, from queries that may have only relational subgoals and may not have constants, to the case of general CCQ queries.\(^5\)

**Lemma C.1.** (Lemma 5.1 of [4]: Number of multiset variables) Let \(Q(\bar{x}) \leftarrow L, M\) and \(Q'(\bar{x}') \leftarrow L', M'\) be copy-insensitive relational queries. If \(Q \equiv_C Q'\) then \(|M| = |M'|\).

**Proof.** Suppose, by way of contradiction, that Q and Q’ are copy-insensitive, relational and equivalent, but \(|M| \neq |M'|\). Suppose, without loss of generality, that \(|M| > |M'|\). Let G be a set of \(|M|\) constants. Let \(\Gamma\) be the set of all possible assignments of the variables in Q to the constants in G. Let D be the database that contains all images of the body of Q with respect to the assignments of \(\Gamma\), i.e., \(D = \cup_{\gamma \in \Gamma} \gamma(L)\). (Note that we view L as a set of conditions, in this notation.)

Now, consider a tuple \(\bar{d}\). Observe that \(Res_C(Q, D)\) returns \(\bar{d}\) a total of \(|M|_{|M|}\) times, since every assignment of the multiset variables to constants in G is satisfiably extendible. On the other hand, \(Res_C(Q', D)\) can contain at most \(|M'|_{|M|}\) copies of \(\bar{d}\), since Q’ has only \(M'\) multiset variables. Since \(|M'|_{|M|} < |M|_{|M|}\), it follows that \(Q \not\equiv_C Q'\).

The proof of Theorem 3.1 is by contradiction and is constructive. That is, the proof shows noncontainment of Q in Q’ by producing a counterexample database, for (a) the case where the number of copy variables in Q is greater than the number of copy variables in Q’, and for (b) the case where the number of multiset noncopy variables in Q is greater than the number of multiset noncopy variables in Q’.

**Proof.** (Theorem 3.1) Suppose that \(Q \equiv_C Q'\) and that Q has \(p \geq 0\) distinct constants, whereas Q’ has \(p'\) \(\geq 0\) distinct constants. We first show that \(Q \equiv_C Q'\) implies \(|M_{copy}| \leq |M'_{copy}|\). The implication clearly holds in case \(M_{copy} = \emptyset\). Now assume that \(|M_{copy}|\) is a positive natural number \(m\), \(|M_{copy}| = m\ > 0\). Further, assume toward a contradiction that \(m = |M_{copy}| > |M'_{copy}|\).

We choose a natural number \(A > 1\) in such a way that A is also greater than \((max(1, p))_{|M'|-|M_{copy}|}\). Using this value of A, we construct the boxed copy-variable database \(D_{Q,A}^c\) for the query Q. By Proposition C.3, there is a value \(c\) in \(adom(D_{Q,A}^c)\) such that the \(k\)-tuple \(\bar{d} = (c, \ldots, c)\) occurs in the bag \(Res_C(Q, D_{Q,A}^c)\) with multiplicity at least \(A^m\). Now by Proposition C.1, for each tuple \(t\) (if any) in \(Res_C(Q', D_{Q,A}^c)\) (for the query Q’ on the same database), the multiplicity of \(t\) in \(Res_C(Q', D_{Q,A}^c)\) cannot exceed \(A^{|M'_{copy}|} \times (max(1, p))_{|M'|-|M'_{copy}|}\) (Recall that by construction of \(D_{Q,A}^c\), it holds that \(|adom(D_{Q,A}^c}) = max(1, p)|. Using our assumptions that \(m = |M_{copy}| > |M'_{copy}|\) and that \(A > (max(1, p))_{|M'|-|M'_{copy}|}\), we conclude that no tuple in \(Res_C(Q', D_{Q,A}^c)\) has the same multiplicity as the multiplicity of the tuple \(\bar{d}\) in \(Res_C(Q, D_{Q,A}^c)\), and thus \(D_{Q,A}^c\) is a counterexample database to \(Q \equiv_C Q'\).

Finally, we show that \(Q \equiv_C Q'\) implies \(|M_{noncopy}| \leq |M'_{noncopy}|\). Recall that we already know that \(|M_{copy}| \leq |M'_{copy}|\) whenever \(Q \equiv_C Q'\). Recall that \(M_{noncopy}\) is defined using set difference as \(M_{noncopy} = M - M_{copy}\). Similarly, \(M'_{noncopy} = M' - M'_{copy}\). Now assume toward a contradiction that \(n = |M_{noncopy}| > |M'_{noncopy}|\).

We construct a variation \(\hat{D}_{Q,n}^b\) on the boxed database for the query Q and for the fixed positive integer value \(n = |M_{noncopy}|\); in constructing \(\hat{D}_{Q,n}^b\), the only change from the construction of \(D_{Q,n}^b\) is that \(\hat{D}_{Q,n}^b\) is the core-set of the bag \(D_{Q,n}^b\). That is, while each tuple in \(D_{Q,n}^b\) has multiplicity \(max(n, p)\) by construction, \(\hat{D}_{Q,n}^b\) has the same (distinct) tuples as \(D_{Q,n}^b\) does, but \(D_{Q,n}^b\) has only one copy of each of its tuples. By following

\(^5\)The coverage of Lemma 5.1 of [4] is CCQ queries under combined semantics, with multiset variables, disjunction, and negation, but without constants or copy variables.
the proof of Proposition C.2 for the variation $\tilde{D}^{3}_{Q,n}$ on $D^{3}_{Q,n}$, we obtain that the $k$-tuple $\tilde{d} = (c_1, \ldots, c_k)$ occurs in the bag $Resc(Q, \tilde{D}^{3}_{Q,n})$ with multiplicity $(\max(n,p))^{n}$. Now it is immediate from Proposition C.1 that no tuple in $Resc(Q', \tilde{D}^{3}_{Q,n})$, for the query $Q'$, may occur with multiplicity greater than $(\max(n,p))|\mathcal{M}^{1}_{\text{noncopy}}|$. Using our assumption that $|\mathcal{M}^{1}_{\text{noncopy}}| < n$, we arrive at the desired contradiction by concluding that $Q$ is not contained in $Q'$ under the combined semantics.

D. PROOF OF THEOREM 3.2

In this section we provide and illustrate a proof of Theorem 3.2. In the proof we will use the notion of an “extended canonical database” of a CCQ query.

D.1 Extended canonical database of CCQ query

Set queries. We first recall the notion of a “canonical database” of a CCQ set query. Every CCQ set query $Q$ can be regarded as a symbolic database $D^{1}(Q)$. $D^{1}(Q)$ is defined as the result of turning each subgoal $p_i(\ldots)$ of $Q$ into a tuple in the relation $P_i$ that corresponds to predicate $p_i$. The procedure is to keep each constant in the body of $Q$, and to replace consistently each variable in the body of $Q$ by a distinct constant different from all constants in $Q$. The tuples that correspond to the resulting ground atoms are the only tuples in the canonical database $D^{1}(Q)$ for $Q$, which (database) is unique up to isomorphism.

General CCQ queries. We now extend the above notion, to define an extended canonical database for a general (i.e., not necessarily set) CCQ query $Q$. We first partition all the subgoals of $Q$ into equivalence classes $c_1^{(Q)}, \ldots, c_k^{(Q)}$, $k \geq 1$, where two subgoals of $Q$ belong to the same class if and only if the subgoals have the same relational template. We then choose one representative element, $c_j^{(Q)}$, of each class $c_j^{(Q)}$, $j \in \{1, \ldots, k\}$; if $c_j^{(Q)}$ has at least one copy-sensitive atom then $c_j^{(Q)}$ must be a copy-sensitive atom. Finally, an extended canonical database for the query $Q$ is constructed from the subgoals $c_1^{(Q)}, \ldots, c_k^{(Q)}$ of $Q$ in the same way as the “standard” canonical database is constructed from the condition of a CCQ set query. The only difference is in that whenever $c_j^{(Q)}$ is a copy-sensitive atom, the copy variable of the atom must be replaced by a natural number that is distinct from all the other constants in the database (both in the active domain of the database and among the copy numbers of all ground atoms). The above mapping of terms of $Q$ to the constants in the database, such that the mapping is used to generate the database, can be used to define in a natural way an assignment mapping from the query $Q$ to the database. In defining that assignment mapping, we accept the convention that the mapping maps each copy variable of the query to the constant 1. We call that assignment mapping the generative mapping for the query and for the database; observe that, by definition, the generative mapping is always a valid (i.e., satisfying) assignment mapping from all subgoals of the query $Q$ to the extended canonical database for $Q$. We can show that for each CCQ query, its extended canonical database is unique up to isomorphism.

For instance, an extended canonical database of the query $Q'$ of Example 1.3 is $\{1(a,b,c,d;2)\}$. The query generates exactly one equivalence class $c_1^{(Q')}$, due to the fact that the two subgoals of the query $Q'$ have the same relational template. We choose arbitrarily the atom $c_1^{(Q')}$ to be the first subgoal of the query $Q'$. The generative mapping in this case is $\{X_1 = a, Y_1 = b, Y_2 = c, X_2 = d, Y_3 = 1, Y_4 = 1\}$.

D.2 Proof and illustration

We now prove and illustrate Theorem 3.2.

PROOF. (sketch) Assume that CCQ queries $Q$ and $Q'$ are such that $Q \sqsubseteq C Q'$ holds. We construct an extended canonical database, call it $D^{1}(Q)$, for the query $Q$; denote by $c_1^{(Q)}, c_2^{(Q)}, \ldots, c_k^{(Q)}$, with $k \geq 1$, the set of those subgoals of $Q$ that were used to construct the database $D^{1}(Q)$. (See the definition of extended canonical database for the details on the subgoals $c_1^{(Q)}, c_2^{(Q)}, \ldots, c_k^{(Q)}$ of the query $Q$.) Further, denote by $\nu$ the generative mapping from $Q$ to the database $D^{1}(Q)$. Now obtain a database $D$, by setting each copy number in the database $D^{1}(Q)$ to the constant 1. By definition, $\nu$ is a satisfying assignment from the query $Q$ to the database $D$. Thus, clearly, the bag of answers to the query $Q$ on the database $D$ has the tuple $\nu(X) = \mu(X)$, where $X$ is the head vector of the query $Q$.

Further, when we restrict the domain of $\nu$ to all the terms of the query $Q$ except its copy variables, call the resulting mapping $\nu'$, then $\nu'$ induces a bijection from the set of subgoals $c_1^{(Q)}, c_2^{(Q)}, \ldots, c_k^{(Q)}$ of the query $Q$ onto the set of atoms in the database $D$. (This holds by construction of the database $D$.)

By $Q \sqsubseteq C Q'$, there must exist a satisfying assignment, $\nu$, from the query $Q'$ to the database $D$, such that the restriction of $\nu$ to the head vector of $Q'$ is the tuple $\nu(X)$ as constructed above. Consider a mapping $\nu'' = (\mu(X)^{-1} \circ \nu)$; it is well defined by construction. Clearly, one can construct easily an extension, $\nu''$, of $\nu''$ to all the terms of the query $Q''$, such that $\nu''$ is a GMC from the query $Q''$ to the query $Q''$. (The whole point of introducing copy-enhanced versions of CCQ queries is to enable mapping any subgoal of one query to any subgoal of the other query. That is, in the copy-enhanced version we would never fail to construct a GMC just because a subgoal, $s$, of the “source” query fails to map to some subgoal, $s'$, of the “target” query due to incompatibility at the level of copy variables. Such incompatibility would be either $s$ being a relational atom – that is, $s$ not having a copy variable – or $s'$ being a copy-sensitive atom, or vice versa.) The extension $\nu''$ of $\nu'$ would induce the same mapping as $\nu''$ at the subgoal level of the two queries, modulo the copy variables added when transforming query $Q$ ($Q'$, respectively) into $Q_{cc}$ ($Q_{cc}'$, respectively). Q.E.D.

Consider an illustration of the proof of Theorem 3.2.

EXAMPLE D.1. Let CCQ queries $Q$ and $Q'$ be as follows.

$Q(X) \leftarrow p(X,Y,Z;i), p(X,T,Y), p(X,Y,W), \{Y,i\}.$

$Q'(X) \leftarrow p(X,Y,Z;i), p(X,T,Y), \{Y,i\}.$
Query $Q'$ is a proper reduced-condition query for $Q$. By our results in Section 4, we have that $Q \equiv_C Q'$. (In fact, $Q'$ is a minimized version of $Q$.) By definition of combined-semantics equivalence, we have that $Q' \subseteq_C Q$. We show that there exists a GCM from $Q_{ce}$ to $Q_{ce}'$.

For the query $Q'$, a database $D$ as in this proof could be $D = \{ p(1,2,3), p(1,4,2) \}$. (As the two subgoals of the query $Q'$ have different relational templates, both subgoals of $Q'$ would participate in creating atoms in the extended canonical database of $Q'$ and hence in the above database $D$.) The generative mapping $\mu$ from $Q$ onto $D$ would then be $\{ X \to 1, Y \to 2, Z \to 3, T \to 4, i \to 1 \}$ . We denote by $t^*$ the tuple $\mu(X) = (1)$. The mapping $\mu'$, which is the result of restricting the domain of $\mu$ to all terms of $Q'$ except its copy variables, is $\mu' = \{ X \to 1, Y \to 2, Z \to 3, T \to 4 \}$ . Observe that $\mu'$ induces a bijection from the subgoals of the query $Q'$ onto the database $D$. The first (second, respectively) subgoal of $Q'$ gets mapped by $\mu'$ into the first (second, respectively) atom of $D$.

There does exist an assignment mapping $\nu$ from the query $Q$ to the database $D$ such that $\nu(X) = t^*$. We have that $\nu = \{ X \to X, Y \to Y, Z \to Z, T \to T, W \to Z \}$. Observe that the mapping $\nu$ associates subgoals of the queries $Q$ and $Q'$ as follows: $(p(X,Y,Z;i), p(X,Y,Z;i))$ (in each pair in this sentence, the first atom of the pair is a subgoal of the query $Q$, and the second atom – a subgoal of the query $Q'$), $(p(X,T,Y), p(X,T,Y))$, and $(p(X,Y,W), p(X,Y,Z;i))$.

Now the queries $Q_{ce}$ and $Q_{ce}'$ are as follows.

$$Q_{ce}(X) \leftarrow p(X,Y,Z;i), p(X,T,Y;j), p(X,Y,W;k), \{Y,i,j,k\}$$

$$Q_{ce}'(X) \leftarrow p(X,Y,Z;i), p(X,T,Y;j), \{Y,i,j\}$$

It is easy to see that the desired GCM $\nu''$ is an extension of $\nu'$ to the copy variables of the query $Q_{ce}$, such that the extension preserves the association induced by $\nu'$ between the subgoals of the queries $Q$ and $Q'$, modulo the copy variables added when transforming query $Q$ ($Q'$, respectively) into $Q_{ce}$ (into $Q_{ce}'$, respectively). Specifically, $\nu'' = \{ X \to X, Y \to Y, Z \to Z, T \to T, W \to Z, i \to i, j \to j, k \to i \}$.

\[ \square \]

E. PROPERTIES OF CVM MAPPINGS

E.1 Each CVM can be viewed as a GCM

In this subsection we prove Proposition 3.1.

Proof. Proof of (1): Let $\mu$ be a CVM from CCQ query $Q'$ to CCQ query $Q$. We apply the mapping $\mu$ to the head and individually to each subgoal of the query $Q'$; we will refer to the result as (query) $\mu(Q')$. In addition, we impose a natural requirement that a variable $Y$ in the query $\mu(Q')$ is a multiset variable of $\mu(Q')$ if and only if $Y$ is a multiset variable of the query $Q$. It is immediate from this requirement and from item (3) of Definition 3.1 that the multiset variables of $\mu(Q')$ are exactly the multiset variables of the query $Q$.

Now applying $\mu$ to the head vector of the query $Q'$ results in the head vector of $Q$, by item (2) of Definition 3.1. Further, for each copy-sensitive subgoal of the query $Q'$, its image in $\mu(Q')$ is a copy-sensitive subgoal of the query $Q$, by item (5) of Definition 3.1. We get a similar desired behavior, by item (4) of Definition 3.1, for all relational subgoals of $Q'$ whose images under $\mu$ are relational subgoals of the query $Q$.

The only problem in the application of the mapping $\mu$ to the query $Q'$ would arise when, for some relational subgoal of $Q'$ of the form $s(Y)$, the relational atom $s(\mu(Y))$ is not a subgoal of the query $Q$. For an illustration, consider queries $Q$ and $Q'$ of Example 1.2. The mapping $\mu = \{ X \to X, Y \to Y, Z \to X, i \to i \}$ is a CVM from query $Q$ to query $Q'$ of the Example. Applying this mapping to subgoal $p(X,Z,Y)$ of the query $Q$ results in a relational subgoal $p(X,X,Y)$ that is not present in the query $Q'$.

However, items (3) through (5) of Definition 3.1 together ensure that for each occurrence of the above problem, query $\mu(Q')$ has “the copy-sensitive version”, $s(\mu(Y);i)$ (for some copy variable $i \in M_{copy}$), of the atom $s(\mu(Y))$ of the previous paragraph. That subgoal $s(\mu(Y);i)$ would be added to $\mu(Q')$ as the result of applying $\mu$ to some copy-sensitive subgoal of the query $Q'$. Thus, adding the relational atom $s(\mu(Y))$ to $\mu(Q')$, as the result of applying $\mu$ to the relational subgoal $s(Y)$ of the query $Q'$, does not “take us outside” the set of subgoals of the deregularized version of the query $Q$. (Recall the definition of the set $T(Q)$ of Section 2.3.) As a result, the condition of the query $\mu(Q')$ is a subset of the condition of the deregularized version of the query $Q$. Q.E.D.

Proof of (2): Immediate from (1) and from definition of CVM. \[ \square \]

E.2 Sufficient conditions for combined-semantics containment of CCQ queries

In this subsection we prove Theorem 3.3, see Section E.2.1. We also formulate Theorem E.1, which is a proper generalization of Theorem 3.3; see Section E.2.2.

E.2.1 Proof of Theorem 3.3

In this section we prove Theorem 3.3. Remarkably, the proof is almost verbatim the proof, in [4], of Theorem 2.4.

Proof. (Theorem 3.3) Consider the queries $Q(\bar{X}) \leftarrow L, M$ and $Q'(\bar{X}') \leftarrow L', M'$. Let $\varphi$ be a CVM from $Q'$ to $Q$. Recall that by item (3) of Definition 3.1, when $\varphi$ is restricted to the domain $M'$ then we have that the range of $\varphi$ includes all of $M$.

By Proposition 3.1, $\varphi$ is a generalized containment mapping from the query $Q'$ to the deregularized version $Q_d$ of $Q$, $Q_d(\bar{X}) \leftarrow L_d, M_d$. By Proposition 2.2, $Q_d \equiv_C Q$. (In particular, this means that the set $M_d$ is identical to $M$, and that the set $S(Q_d)$ is identical to $S(Q)$.)

Let $D$ be a database with active domain $\text{adom}(D)$, and let $\bar{d}$ be a tuple of constants in $\text{adom}(D)$. Suppose that $\text{Res}_{C}(Q_d, D)$ contains $k > 0$ occurrences of $\bar{d}$. We show that $\text{Res}_{C}(Q', D)$ contains at least $k$ occurrences of $\bar{d}$. This is sufficient in order to prove combined-semantics containment of $Q_d$ in $Q'$. From this result, by $Q_d \equiv_C Q$ we obtain that $Q \subseteq_C Q'$ also holds.
Let $\Gamma$ be the set of satisfying assignments of $Q_d$ into $D$ that map $X$ to $d$. Let $\Gamma_S$ be the restriction of assignments in $\Gamma$ to the variables in $S(Q_d)$. There are exactly $k$ assignments $\gamma_1, \ldots, \gamma_k \in \Gamma_S$. We associate each assignment $\gamma_i \in \Gamma_S$ with an assignment $\gamma_i^* \in \Gamma$ such that $\gamma_i$ is the restriction of $\gamma_i^*$ to the variables in $S(Q_d)$. If there are several candidates for $\gamma_i^*$, we choose one arbitrarily.

Recall that $\phi$ is a generalized containment mapping from $Q'$ to $Q_d$. Thus, we have that for each subgoal $l'$ of $Q'$, $\phi(l') \in L_d$ holds. Since $\gamma_i^*$ is a satisfying assignment of $Q_d$ into $D$, we have that $\gamma_i^*(L_d)$ is satisfied by the database. (In other words, all the ground atoms in $\gamma_i^*(L_d)$ appear in $D$.) By composing the assignments we derive that $\gamma_i^* \circ \phi$ is satisfied by $D$. Hence, $\gamma_i^* \circ \phi$ is a satisfying assignment of $Q'$ into $D$. In addition, $\gamma_i^* \circ \phi(X') = d$, since $\phi(X') = X$.

Finally, we show that no two assignments $\gamma_i^* \circ \phi$ and $\gamma_j^* \circ \phi$ ($i \neq j$) agree on all the multiset variables of $Q'$. By the definition of $\Gamma_S$, it holds that $\gamma_i$ and $\gamma_j$ differ on at least one multiset variable of $Q_d$. Hence $\gamma_i^*$ and $\gamma_j^*$ also differ on at least one multiset variable of $Q_d$. Since the image of $M'$ under $\phi$ includes all of $M$, we derive that $\gamma_i^* \circ \phi$ and $\gamma_j^* \circ \phi$ differ on at least one multiset variable of $Q'$. Therefore, the restrictions of the assignments $\gamma_i^* \circ \phi$ (for all $j \leq k$) to $S(Q')$ are all different satisfiable extendible assignments of the nonset variables of $Q'$ into the database. We conclude that $Res_C(Q', D)$ contains at least $k$ occurrences of $d$.

Our arguments apply for all $D$ and for all $d$. Therefore, $Q_d \sqsubseteq C Q'$, and (by $Q_d \sqsubseteq C Q$) we have $Q \sqsubseteq C Q'$, as required.

### E.2.2 Generalizing Theorem 3.3

We now formulate Theorem E.1, which is a proper generalization of Theorem 3.3. The statement of Theorem E.1 uses Definition E.1, which specifies a proper generalization of CVMs of Definition 3.1. The proof of Theorem E.1 is exactly the same (verbatim) as the proof of Theorem 3.3, see Section E.2.1.

Theorem E.1 provides a rather general sufficient condition for combined-semantics containment of CCQ queries. Consider an illustration.

**EXAMPLE E.1.** Consider CCQ queries $Q$ and $Q'$.

$Q(X) \leftarrow p(X, Y, Z; i), p(X, W, Z), \{Z, W, i\}$.

$Q'(X) \leftarrow p(X, X, Z), \{Z\}$.

The containment-compatible CCQ pair $(Q', Q)$ satisfies both necessary conditions of Section 3.1 for containment $Q' \sqsubseteq C Q$. (That is, the pair $(Q', Q)$ satisfies Theorems 3.1 and 3.2.)

Consider a mapping $\mu$ from the terms of the query $Q$ to the terms of the query $Q'$: $\mu = \{ X \rightarrow X, Y \rightarrow X, Z \rightarrow Z, W \rightarrow X, i \rightarrow 1 \}$. Observe that (i) $\mu$ maps a multiset noncopy variable $W$ of $Q$ into a head variable $X$ of $Q'$, and that (ii) $\mu$ maps the copy variable $i$ of $Q$ into a constant, 1. It follows that:

- $\mu$ maps the set $\{ Z, W \}$ of multiset noncopy variables of the query $Q$ into a proper superset, $\{ Z, X \}$, of the set $\{ Z \}$ of multiset noncopy variables of the query $Q'$; and

- $\mu$ maps the set $\{ i \}$ of (multiset) copy variables of the query $Q$ into a proper superset, $\{ 1 \}$, of the set $\emptyset$ of (multiset) copy variables of the query $Q'$.

We will see later in this subsection that (by Definition E.1) $\mu$ is a "relaxed-CVM" from $Q$ to $Q'$. From the existence of the relaxed-CVM $\mu$ from $Q$ to $Q'$, by Theorem E.1 we have that $Q' \sqsubseteq C Q$ holds. □

To be able to generalize the result of Theorem 3.3, we extend slightly the syntax of [4], which is described in Section 2.1.1. Our extension is to allow for a relational atom $p(S)$ the equivalent notation $p(S; 1)$. This convention does not alter the semantics defined in [4] and parallels the notation of [4] for ground atoms, see Section 2.1.1. Throughout this subsection, we assume that all relational atoms in all query definitions are rendered using this alternative notation.

### Definition E.1. (Relaxed covering mapping (relaxed-CVM))

Given CCQ queries $Q$ and $Q'$, a mapping, call it $\mu$, from the terms of $Q'$ to the terms of $Q$ is called a relaxed covering mapping (relaxed-CVM) from $Q'$ to $Q$ whenever $\mu$ satisfies all of the following conditions:

1. $\mu$ maps each constant (if any) in $Q'$ to itself;
2. applying $\mu$ to the vector $X'$ yields the vector $X$;
3. the set of terms in $\mu M'_\text{copy}$ or $M'_\text{copy}$ $\cup \{1\}$, and the set of terms in $\mu M'_\text{noncopy}$ includes all of $M'_\text{noncopy}$;
4. for each relational subgoal of $Q'$, of the form $s(\bar{Y}; 1)$, there exists in $Q$ either a relational subgoal $s(\bar{Y}; 1)$, or a copy-sensitive subgoal $s(\bar{Y}; i)$ where $i \in M'_\text{copy}$; and
5. for each copy-sensitive subgoal of $Q'$ of the form $s(\bar{Y}; i)$, where $i \in M'_\text{copy}$, there exists in $Q$ a subgoal $s(\bar{Y}; i)$.

Condition (3) of Definition E.1 properly generalizes condition (3) of Definition 3.1, in the part concerning the copy variables of the queries $Q$ and $Q'$.

Clearly, for each pair $(Q, Q')$ of CCQ queries, each CVM (satisfying Definition 3.1) from $Q'$ to $Q$ is a relaxed-CVM (satisfying Definition E.1) from $Q'$ to $Q$. Further, whenever there exists a relaxed-CVM from $Q'$ to $Q$ then $(Q, Q')$ is a containment-compatible CCQ pair.

Note that for relaxed-CVMs, a generalization of Proposition 3.1 still holds:

**Proposition E.1.** Given CCQ queries $Q$ and $Q'$. Then for each relaxed-CVM $\mu$, from $Q'$ to $Q$, we have that (1) $\mu$ is a GCM from $Q'$ to the deregularized version of $Q$, and that (2) $\mu$ is a relaxed-CVM from $Q'$ to the regularized version of $Q$.

The proof of Proposition E.1 is exactly the same as the proof of Proposition 3.1, provided we use our alternative notation for relational atoms. Example E.2 provides an illustration.

**EXAMPLE E.2.** Consider CCQ queries $Q$ and $Q'$.

$Q(X) \leftarrow p(X, X, Y; i), p(X, Z, Y; 1), \{Y, i\}.

Q'(X) \leftarrow p(X, X, Y; i), \{Y, i\}.$
Query \( Q \) (\( Q' \), respectively) is exactly the query \( Q \) (\( Q' \), respectively) of Example 1.2. Note our use, in the definitions of both queries, of our proposed alternative notation for relational atoms.

Consider the following mapping \( \mu \) from the terms of the query \( Q \) to the terms of the query \( Q' \): \( \mu = \{ X \to X, Y \to Y, Z \to X, i \to i \} \). By Definition 3.1, \( \mu \) is a relaxed-CVM from \( Q \) to \( Q' \). (By Definition 3.1, \( \mu \) is also a CVM from \( Q \) to \( Q' \).) Observe that the result of applying \( \mu \) to the query \( Q \) is exactly the deregularized version, \( Q'(X) \leftarrow p(X, X, Y; i), p(X, X, Y; 1), \{ Y, i \} \), of the query \( Q' \).

We now state and prove a general sufficient condition for combined-semantic containment of CCQ queries, Theorem E.1. The proof of Theorem E.1 is verbatim the proof of Theorem 3.3, see Section E.2.1, provided we use our alternative notation for relational atoms.

**Theorem E.1.** Given CCQ queries \( Q \) and \( Q' \), such that there exists a relaxed-CVM from \( Q' \) to \( Q \). Then \( Q \subseteq Q \) holds. \( \square \)

Theorem E.1 properly generalizes the result of Theorem 3.3: By Theorem E.1 – but not by Theorem 3.3 – we have that \( Q' \subseteq Q \) for the queries \( Q \) and \( Q' \) of Example E.1.

The condition of Theorem E.1 does not appear to be a necessary condition for containment of CCQ queries. Indeed, the well-known example of [2] (see Appendix F), claims containment \( Q \subseteq Q' \), but no relaxed-CVM exists from \( Q' \) to \( Q \).

**E.3 Sufficient condition for bag containment**

In this subsection we provide a detailed discussion of the relationship of Theorem 3.3 with the following result of [2].

**Theorem E.2.** [2] Given two CCQ bag queries \( Q \) and \( Q' \) such that there exists a CVM from \( Q' \) to \( Q \). Then we have that \( Q \subseteq B \) \( Q' \).

It is easy to see that Theorem E.2 is an immediate corollary of Theorem 3.3.

Note that Theorem E.2 is formulated here using the syntax of [4] that we adopt in this current paper. Recall that in [2], definitions of bag queries are written using the implicit bag syntax. That is, suppose that we know that a query \( Q \) is a bag query. This means that we know that (i) all the nondistinguished variables of \( Q \) that are not copy variables, each such variable is a multiset (noncopy) variable of \( Q \), and that (ii) all subgoals of \( Q \) are copy-sensitive subgoals. In this case, we can drop altogether from the (explicit, i.e., in the style of [4]) definition of \( Q \) (a) the set \( M \), and (b) all copy variables in all subgoals of \( Q \) – just because we know how to interpret all subgoals and all explicit variables of a bag query.

The resulting implicit notation makes a CVM from \( Q' \) to \( Q \) "look like" a containment mapping. That is, suppose there exists an "onto-style containment mapping" \( \mu \) from bag query \( Q' \) to bag query \( Q \) when the definitions of both queries use the implicit bag syntax of [2]. By the definition of \( \mu \), we have that

1. Each subgoal \( l' \) of \( Q' \) is associated by \( \mu \) with a subgoal \( l \) of \( Q \), such that \( \mu(l') \) and \( l \) have identical relational templates; and that

2. For each subgoal \( l \) of \( Q \), there exists at least one subgoal \( l' \) of \( Q' \) such that \( \mu \) associates \( l' \) with \( l \).

When we change this definition of \( \mu \) in such a way that \( \mu \) still applies to \( Q' \) and \( Q \) using the (explicit) syntax of [4], it is easy to see that \( \mu \) is exactly a CVM from the (explicitly defined) \( Q' \) to the (explicitly defined) \( Q \). Hence the formulation of Theorem E.2 reflects correctly the result of [2].

**E.4 CVMs vs multiset homomorphisms**

In this subsection we provide Example E.3 showing that general CVMs and multiset homomorphisms are incomparable when applied to pairs of CCQ queries. We also prove Proposition 3.2.

**Example E.3.** Let CCQ queries \( Q \) and \( Q' \) be as follows.

\[
Q(A) \leftarrow p(A, B), p(A, C), (B, C).
\]

\[
Q'(D) \leftarrow p(D, E), p(D, F), \{E\}.
\]

Consider mapping \( \mu \) from the terms of \( Q \) to the terms of \( Q' \), and mappings \( \mu' \) and \( \mu'' \) from the terms of \( Q \) to the terms of \( Q' \) as \( \mu = \{A \to D, B \to E, C \to F\} \); \( \mu' = \{D \to A, E \to B, F \to C\} \); and \( \mu'' = \{D \to A, E \to B, F \to C\} \). Mapping \( \mu \) is a CVM but not a multiset-homomorphism (because \( \mu \) maps \( B \) and \( C \) into the same multiset variable \( E \) of \( Q' \)). Further, each of \( \mu' \) and \( \mu'' \) is a multiset-homomorphism but not a CVM. (For each of \( \mu' \) and \( \mu'' \), the image of \( \{E\} \) under the mapping is not a superset of \( \{B, C\} \).

**Proof.** (Proposition 3.2) The proof is immediate from Proposition 3.1. Indeed, suppose that for an equivalence-compatible CCQ pair \( (Q, Q') \), there exists a SCVM \( \mu \) from \( Q' \) to \( Q \). By Proposition 3.1, \( \mu \) is a generalized containment mapping from \( Q' \) to the deregularized version of \( Q \). Thus, using Definition 2.5, we obtain that condition (4) of Definition 3.1, when applied to \( \mu \), to \( Q' \), and to the deregularized version of \( Q \), guarantees that condition (3) of Definition 2.4 is satisfied by \( \mu \). Observe that by \( (Q, Q') \) being an equivalence-compatible CCQ pair, we have that condition (3) of Definition 3.1 for \( \mu \) guarantees conditions (4) and (5) of Definition 2.4 for \( \mu \). Finally, the satisfaction by \( \mu \) (when applied to \( Q' \) and \( Q \)) of conditions (1) and (2) of Definition 3.1 guarantees the satisfaction by \( \mu \) (when applied to \( Q' \) and to the deregularized version of \( Q \)) of conditions (1) and (2) of Definition 2.4. The opposite direction (that is, a multiset homomorphism \( \varphi \) from \( Q' \) to the deregularized version of \( Q \), is always a SCVM from \( Q' \) to \( Q \), is proved using the above proof “in the opposite direction.” \( \square \)

**F. THE NONSURJECTIVE CONTAINMENT EXAMPLE**

In this section we recall an example from [2].

**Example F.1.** Let CCQ queries \( Q \) and \( Q' \) be as follows.

\[
Q(X, Z) \leftarrow p(X; i), s(U, X; j), s(V, Z; k), r(Z; l), \{U, V, i, j, k, l\}.
\]

\[
Q'(X, Z) \leftarrow p(X; i), s(U, Y; j), s(V, Y; k), r(Z; l), \{U, V, Y, i, j, k, l\}.
\]
For bag queries $Q$ and $Q'$, the authors of [2] claim $Q \subseteq_{B} Q'$, that is $Q \subseteq_{C} Q'$ in the context of this present paper.

Observe that for the queries $Q$ and $Q'$ of Example F.1, $(Q, Q')$ is a containment-compatible CCQ pair. (That is, $Q$ and $Q'$ satisfy the necessary containment condition of Theorem 3.1.) At the same time, it is easy to check that no CVM exists from the query $Q'$ to the query $Q$.

G. PROOFS FOR SECTION 4

G.1 Proof of Proposition 4.1

In this section we provide a proof of Proposition 4.1. Example 4.1 serves as an illustration of the proof.

Proof. If: This direction is straightforward. Take an arbitrary M-identity SCVM, call it $\mu$, from $Q$ onto $Q'$. The desired GCM from $Q_{ce}$ onto $Q'_{ce}$ is obtained by extending $\mu$ to the copy variables introduced into the condition of $Q$ to construct $Q_{ce}$ and $Q'_{ce}$. The desired extended mapping is a GCM that extends onto the subgoal of $Q_{ce}$ and of $Q'_{ce}$, the association that $\mu$ induces from the subgoals of the query $Q$ to the subgoals of the query $Q'$. That is, the extended mapping would induce the same mapping as $\mu$ at the subgoal level of the two queries, modulo the copy variables added when transforming query $Q$ ($Q'$, respectively) into $Q_{ce}$ (into $Q'_{ce}$, respectively).

Only-if: In this part of the proof, we use the following definitional notation for the four queries: 

- $Q(X) \leftarrow L, M; Q_{ce}(X) \leftarrow L_{ce}, M_{ce}; Q(X) \leftarrow L', M';$ and $Q'_{ce}(X) \leftarrow L'_{ce}, M'_{ce}$. By definitions of $Q'$, $Q_{ce}$, and $Q'_{ce}$, we have that (a) $L' \subseteq L$, (b) $L'_{ce} \subseteq L_{ce}$, (c) $M = M'$, (d) $M_{ce} \subseteq M_{ce}$, and (e) $M \subseteq M'_{ce}$.

Let $\nu$ be a GCM from $Q_{ce}$ onto $Q'_{ce}$. Denote by $\nu_1$ the mapping resulting from restricting the domain of the GCM $\nu$ to the range of $\nu$. Observe that the range of $\nu$ is the set of all the variables (including copy variables) and constants in the atoms in the set $L_{ce}$. As $\nu$ induces an automorphism from the subset $L_{ce}$ of $L_{ce}$ (in $Q_{ce}$) to the condition $L_{ce}$ of $Q_{ce}$, $\nu_1$ is a bijection, and therefore there exists an inverse mapping $\nu_1^{-1}$. Consider the composition $\nu_1^{-1} \circ \nu$. By construction, $\nu_1^{-1} \circ \nu$ is a well-defined mapping whose domain is the set of all terms occurring in the set $L_{ce}$. Further, $\nu_1^{-1} \circ \nu$ is an identity mapping when the domain of $\nu_1^{-1} \circ \nu$ is restricted to the terms occurring in the set $L'_{ce}$. In particular, $\nu_1^{-1} \circ \nu$ is an identity mapping on each variable in the set $M$. (Recall that the set $L'_{ce}$ contains all the variables in the set $M_{ce}$.) Finally, observe that the mapping $\nu_1^{-1} \circ \nu$ is a GCM from the query $Q_{ce}$ onto the query $Q'_{ce}$.

Now consider the mapping, call it $\varphi$, resulting from restricting the domain of the mapping $\nu_1^{-1} \circ \nu$ to all the terms occurring in the query $Q$. We show that $\varphi$ is an M-identity SCVM from the query $Q$ onto the query $Q'$. Indeed, we have that conditions (1)-(3) and (5) of Definition 3.1 are satisfied for $\varphi$ by definition of the queries $Q_{ce}$ and $Q'_{ce}$, as well as by construction of the mapping $\nu_1^{-1} \circ \nu$. Further, by construction $\varphi$ is an identity mapping when restricted to the domain $M$.

We now observe that from $Q'$ having all the copy variables of the query $Q$, for each subgoal $s$ of $Q$ that is in the set $L - L'$ (as set difference), $s$ must be a relational subgoal of the query $Q$. Hence we have, by definition of $\varphi$, the satisfaction by $\varphi$ of condition (4) of Definition 3.1. (The reason is, each such subgoal $s$ is mapped by $\varphi$ into some atom, either relational or copy-sensitive, in the condition $L'$ of the query $Q'$. Further, each relational subgoal $s'$ in $L'$ is mapped by $\varphi$ into a relational subgoal, specifically into $s'$ itself.) In addition, by each such subgoal $s$ in $L - L'$ being a relational atom, we avoid the complication of $\varphi$ mapping the copy variable of $s$—in case $s$ were a copy-sensitive atom—to a different variable (recall that $\varphi(s)$ cannot be $s$, by $s \notin L'$), and of thus $\varphi$ violating the requirement that the desired SCVM map each element of the set $M$ into itself. The mapping $\varphi$ could also map $s$, in case $s$ were a copy-sensitive atom, into a relational atom, thus violating condition (5) of Definition 3.1. Finally, $\varphi$ maps each atom in $L - L'$ into an atom in $L'$, and maps $L'$ onto itself. We conclude that $\varphi$ is an M-identity SCVM from $Q$ onto $Q'$. Q.E.D.

G.2 Proof of Proposition 4.2

In this section we provide a proof of Proposition 4.2. In the proof of Proposition 4.2 we use a straightforward observation, as follows.

Proposition G.1. For $k \geq 2$, let $Q_1, Q_2, \ldots, Q_k$ be CCQ queries such that for each $i \in \{2, \ldots, k\}$, we have that $Q_i$ is a reduced-condition query for $Q_{i-1}$. Further, for each $j \in \{1, \ldots, k-1\}$, let there exist a CVM $\mu_j$ from $Q_j$ to $Q_{j+1}$. Then $\mu_{k-1} \circ \mu_{k-2} \circ \ldots \circ \mu_1$ is a CVM from $Q_1$ to $Q_k$.

The result of Proposition G.1 is immediate from Definition 3.1.

Proof. (Proposition 4.2) For a CCQ query $Q$, denote by $Q^{\min}$ the output of the algorithm MINIMIZE-CCQ-QUERIES when given $Q$ as input. (Clearly, for each input the algorithm outputs a CCQ query.) We prove that $Q^{\min}$ is a minimized version of $Q$ by proving for $Q^{\min}$ all the items of Definition 2.3 (of minimized versions of CCQ queries).

We first show that item (1) of Definition 2.3 holds for $Q^{\min}$ w.r.t. $Q$. That is, we show that $Q^{\min}$ is a reduced-condition query for $Q$. $Q^{\min}$ has been obtained by the algorithm MINIMIZE-CCQ-QUERIES applying to $Q$ (and then to its successive reduced-condition queries) one or more M-identity SCVMs. (Observe that there exists an M-identity SCVM from the input query $Q$ to its regularized version, which is used in line 1 of the pseudocode for the algorithm.) By Proposition G.1 and by all these SCVMs being M-identity SCVMs, there exists an M-identity SCVM, $\mu$, from $Q$ to itself, such that $\mu$ is the composition of those SCVMs. By definition of M-identity SCVMs, $Q^{\min}$ is the query $\mu(Q)$ and is thus a reduced-condition query for $Q$.

We now show that item (2) of Definition 2.3 holds for $Q^{\min}$. That is, we show that $Q^{\min}$ is a minimized query.

- First, we have that $Q^{\min}$ is a regularized query. (A CCQ query is called a regularized query if its regularized version is the query itself.) Indeed, line 1 of the pseudocode for algorithm MINIMIZE-CCQ-QUERIES obtains the regularized version of
the query $Q$, and after that the algorithm uses that regularized version starting from line 2 of the pseudocode. Thus, for each (if any) M-identity SCMV, call it $\mu$, applied by the algorithm to the current query $Q'$, $\mu(Q')$ cannot be an unregularized query, by construction of $\mu(Q')$. We conclude that once the algorithm is done with the applications of all possible such M-identity SCVMs, $Q^{\text{min}}$ is also a regularized query.

- Second, denote by $Q''$ the query that results from removing one or more subgoals from the regularized (as obtained in the previous item) query $Q^{\text{min}}$. There are two cases:
  - $Q''$ has strictly fewer multiset variables than $Q^{\text{min}}$ does. In this case, by Theorem 3.1, $Q'' \equiv_C Q^{\text{min}}$ cannot hold.
  - $Q''$ has all the multiset variables of $Q^{\text{min}}$. Then, by $Q^{\text{min}}$ being an output of the algorithm MINIMIZE-CCQ-QUESTIES and by Proposition 4.1, there cannot exist a GCM from $Q^{\text{min}}_c$ into $Q''_c$. It follows by Theorem 3.2 that $Q'' \equiv_C Q^{\text{min}}$ cannot hold.

We conclude that $Q^{\text{min}}$ is a minimized query.

Finally, we show that item (3) of Definition 2.3 holds for $Q^{\text{min}}$ and for $Q$. That is, we show that $Q^{\text{min}} \equiv_C Q$ holds. Indeed,

- $Q^{\text{min}} \subseteq C Q$ holds by the existence of an (M-identity) SCVM from $Q$ to $Q^{\text{min}}$, see reasoning in the beginning of this proof, and by Theorem 3.3.
- $Q \subseteq C Q^{\text{min}}$ holds by the existence of an identity SCVM from $Q^{\text{min}}$ to $Q$ (recall that $Q^{\text{min}}$ is a reduced-condition query for $Q$ that retains all the multiset variables of $Q$) and again by Theorem 3.3.

We conclude that $Q^{\text{min}} \equiv_C Q$ holds. □

**G.3 Proof of Proposition 4.4**

In this section we provide a proof of Proposition 4.4.

**Proof.** Denote by $V_1$ (by $V_2$, respectively) the number of variables in the query $Q_1$ (in $Q_2$, respectively). Similarly, denote by $C_1$ (by $C_2$, respectively) the number of constants in the query $Q_1$ (in $Q_2$, respectively). Denote by $M_1$ the set of multiset variables of the query $Q_1$, and by $M_2$ the set of multiset variables of the query $Q_2$. As usual, $|M_1|$ denotes the cardinality of $M_1$, and similarly for $M_2$.

From $\mu_1$ being a CVM, we obtain immediately that (i) $|M_1| \geq |M_2|$, and that (ii) $C_1 \leq C_2$ (recall that a CVM maps each constant into an identical constant). Now from $\mu_1$ being a mapping from the condition of the query $Q_1$ onto the condition of the query $Q_2$, we have that (iii) the condition of query $Q_1$ has at least as many subgoals as the condition of query $Q_2$, and that (iv) $C_1 + V_1 \geq C_2 + V_2$. From (ii) and (iv) we obtain immediately that (v) $V_1 \geq V_2$.

Symmetrically, from $\mu_2$ being a CVM and a mapping from the condition of $Q_2$ onto the condition of $Q_1$, we have that (a) $|M_1| \leq |M_2|$, that (b) $C_1 \geq C_2$, that (c) the condition of query $Q_1$ has at most as many subgoals as the condition of query $Q_2$, that (d) $C_1 + V_1 \leq C_2 + V_2$, and that (e) $V_1 \leq V_2$.

It follows that:

- $|M_1| = |M_2|$;
- $C_1 = C_2$;
- The conditions of $Q_1$ and of $Q_2$ are of the same cardinality (as bags of atoms); and
- $V_1 = V_2$.

We use reasoning similar to the above to obtain that, in addition, $\mu_1$ induces a bijection from the head vector of query $Q_1$ to the head vector of query $Q_2$. Symmetrically, $\mu_2$ induces a bijection from the head vector of query $Q_2$ to the head vector of query $Q_1$.

Now, by definition of CVM, the mapping, call it $\mu_1$, that results from restricting the domain of $\mu_1$ to the set $M_1$ of multiset variables of the query $Q_1$, is a bijection from $M_1$ to the set $M_2$ of multiset variables of the query $Q_2$. Similarly, the mapping, call it $\mu_2$, that results from restricting the domain of $\mu_2$ to the set $M_2$, is a bijection from $M_2$ to $M_1$.

From the above observations and from the definition of SCVM we conclude that $\mu_1$ is an isomorphism SCVM from $Q_1$ to $Q_2$, and that $\mu_2$ is an isomorphism SCVM from $Q_2$ to $Q_1$. □

**G.4 Proof of Theorem 4.1**

In this section we provide a proof of Theorem 4.1.

**Proof.** (Theorem 4.1) Let $Q$ be a CCQ query. The existence of a minimized version of $Q$ follows from soundness of algorithm MINIMIZE-CCQ-QUESTIES. Now suppose there exist two distinct minimized versions of $Q$, $Q_1$ and $Q_2$, where each of $Q_1$ and $Q_2$ satisfies Definition 2.3. We show in this proof that there exists an isomorphism M-identity SCVM from $Q_1$ to $Q_2$, and that there exists an isomorphism M-identity SCVM from $Q_2$ to $Q_1$. (See Example 4.2 for an illustration.)

We first establish the first item that there exists an M-identity SCVM from $Q$ onto $Q_1$, and another from $Q$ onto $Q_2$. Indeed, by definition of minimized version of a CCQ query, we have that $Q_1$ is a reduced-condition query for $Q$ such that $Q_1 \equiv_C Q$. By Theorem 3.1 we then have that $Q_1$ has all multiset variables of the query $Q$. Then, by $Q_1 \in Q^{\text{min}}(Q)$, by Theorem 3.2, and by Proposition 4.1, there must exist an M-identity SCVM from $Q$ onto $Q_1$, call this SCVM $\mu_1$. Similar reasoning provides the proof for the existence of an M-identity SCVM $\mu_2$ from $Q$ onto $Q_2$.

Consider the M-identity SCVM $\mu_2$ from $Q$ onto $Q_2$. Observe that, by $Q_1$ being a reduced-condition query for $Q$ that has all the multiset variables of $Q$, $\mu_2$ is an M-identity SCVM from $Q_1$ into $Q_2$.

We now prove that $\mu_2$ is a mapping from $Q_1$ onto $Q_2$. (By symmetric reasoning, we obtain that $\mu_1$ is a mapping from $Q_2$ onto $Q_1$.) Indeed, assume toward a contradiction that there exists a proper reduced-condition query for $Q_2$, call this query $Q_2'$, such that $\mu_2$ is a mapping from $Q_1$ into $Q_2'$. Then, by $\mu_2$ being an M-identity SCVM, $Q_2'$ has all multiset variables of the query $Q$. From the existence of an identity SCVM from $Q_2'$ to $Q$ ($Q_2'$ is a reduced-condition query for $Q$) and by Theorem 3.3, we have $Q \subseteq C Q_2'$. Conversely, by $Q \equiv_C Q_1$, by the existence of SCVM $\mu_2$ from $Q_1$ to $Q_2'$ and by Theorem 3.3, we have $Q_2' \subseteq C Q$. We infer that a proper reduced-condition query for $Q_2$, that is $Q_2'$, is combined-simantics equivalent to the query $Q$. Thus, $Q_2'$ cannot be a minimized version of the query $Q$, and we arrive at the desired contradiction. We conclude that $\mu_2$ is an M-identity SCVM from $Q_1$ onto $Q_2$.  
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By \(\mu_2\) being an M-identity SCVM from \(Q_1\) onto \(Q_2\), by (symmetrically) \(\mu_1\) being an M-identity SCVM from \(Q_2\) onto \(Q_1\), and by Proposition 4.4, we obtain that \(\mu_2\) is an isomorphism M-identity SCVM from \(Q_1\) to \(Q_2\), and that \(\mu_1\) is an isomorphism M-identity SCVM from \(Q_2\) to \(Q_1\). Q.E.D.  

H. PROOF OF THEOREM 5.1

H.1 Intuition for the Proof and Extended Example

H.1.1 Intuition for the Proof

In this subsection we outline the idea of the proof of Theorem 5.1. Intuitively, we generalize the proof, via canonical databases, of the existence of a containment mapping from CCQ set query \(Q'\) to CCQ set query \(Q\) whenever \(Q \equiv_S Q'\). The challenge in the generalization is that we are looking for a SCVM from \(Q'\) to \(Q\), that is, the desired mapping must map each multiset variable of \(Q'\) into a distinct multiset variable of \(Q\). Showing that we have constructed a mapping with this property is thus an essential part of the proof. (Recall that, unlike in our minimization problem of Section 4, here we have no information about the structural relationship between the two queries.)

For a given CCQ query \(Q\), the proof of Theorem 5.1 constructs an infinite number of databases, where each database \(D_{Q(i)}(Q)\), \(i \geq 1\), can be thought of as a union of “extended canonical databases” for \(Q\). (See Appendix D.1 for the definition.) Similarly to canonical databases for CCQ set queries, each ground atom in each database \(D_{Q(i)}(Q)\) can be associated, via a mapping that we denote \(\nu_Q^{(i)}\), with a unique subgoal of the query \(Q\). See Section H.3 for the details.

The role of each database \(D_{Q(i)}(Q)\) in the proof is that the database represents a particular combination of multiplicities of the values of (some of) the multiset variables \(Y_1, Y_2, \ldots, Y_n\), for some \(n \geq 1\), of the query \(Q\). (We have that \(n \geq 1\) for all CCQ queries \(Q\) and \(Q'\) such that \(Q \equiv_S Q'\) and at least one of \(Q\) and \(Q'\) is not a set query.) For each database \(D_{Q(i)}(Q)\), we represent the \(n\) respective multiplicities as natural numbers \(N_j^{(i)}\) through \(N_n^{(i)}\), or equivalently via the \(n\)-ary vector \(\vec{N}^{(i)}\).

By construction of the databases, we have that some fixed tuple, \(t_Q\), is an element of the bag \(Res_C(Q, D_{Q(i)}(Q))\) for each \(i \geq 1\). Moreover, for all queries \(Q''\) such that \((Q, Q'')\) is an equivalence-compatible CCQ pair, we have that the multiplicity of the tuple \(t_Q\) in each bag \(Res_C(Q'', D_{Q(i)}(Q))\) (that is, for each \(i \geq 1\)) can be expressed using the symbolic representations, \(N_1\) through \(N_n\), of the respective elements \(N_1^{(i)}\), \ldots, \(N_n^{(i)}\) of the vector \(\vec{N}^{(i)}\). That is, for each such query \(Q''\), we can obtain explicitly a function, \(F(Q'')\), in terms of the \(n\) variables \(N_1, \ldots, N_n\), such that whenever we substitute \(N_j^{(i)}\) for \(N_j\), for each \(j \in \{1, \ldots, n\}\), the resulting expression in terms of \(N_1^{(i)}, \ldots, N_n^{(i)}\) evaluates to the multiplicity of the tuple \(t_Q\) in the bag \(Res_C(Q'', D_{Q(i)}(Q))\). See Sections H.4 through H.6 and Section H.9 for the construction of the function. Sections H.8 and H.9 contain extended illustrations of the constructions.

Observe that for each CCQ query \(Q'\) such that \(Q' \equiv_C Q\), it must be that the functions \(F(Q')\) and \(F(Q)\) output the same value on each database \(D_{Q(i)}(Q), i \geq 1\).

Consider the simplest case, where our query \(Q\) has no self-joins and has \(|M| = n \geq 1\). In this case, by construction of the databases, we have that the function \(F(Q)\) for the query \(Q\) is the monomial \(\Pi_{j=1}^n N_j\). Consider an arbitrary assignment, \(\gamma\), from \(Q\) to a \(D_{Q(i)}(Q)\). Note that each such \(\gamma\) has contributed to the construction of the database; we call \(\gamma\) a generative assignment from \(Q\) to \(D_{Q(i)}(Q)\). We can show that the composition \(\nu_Q^{(i)} \circ \gamma\) is a SCVM from \(Q\) to itself. (Note the presence in the product \(\Pi_{j=1}^n N_j\) of the variables for all the \(n\) multiset variables of \(Q\).) Moreover, for each query \(Q'\) such that \(Q' \equiv_C Q\), the function \(F(Q')\) is forced (by \(Q' \equiv_C Q\) and by \(F(Q')\) being a multivariate polynomial) to be exactly \(\Pi_{j=1}^n N_j\), regardless of the relationship between the structures of \(Q\) and \(Q'\). We show that whenever \(F(Q)\) is one of the “representative” \(N_j\) of each multiset variable \(Y_j\) of the query \(Q\), for each \(j \leq n\).

The above exposition conveys the general intuition of the proof of Theorem 5.1: For all CCQ queries \(Q\), there is a monomial, in terms of all of \(N_1, \ldots, N_n\), that contributes to the construction of the function \(F(Q)\) and that reflects the multiplicity, in the set \(\Gamma^{(Q)}(Q, D_{Q(i)}(Q))\) of all generative assignments from \(Q\) to databases \(D_{Q(i)}(Q)\).

We call this monomial, \(F_s(Q)\), the wave of the query \(Q\) w.r.t. \(\{D_{Q(i)}(Q)\}\). (See Section H.7 for the definition.) Suppose that, for a query \(Q'\) such that \(Q' \equiv_C Q\), we can show that the function \(F(Q')\) has, as a term, the wave of \(Q\) w.r.t. \(\{D_{Q(i)}(Q)\}\), backed up by assignments from \(Q'\) to the databases \(D_{Q(i)}(Q)\). Then we can use these assignments and the mapping \(\nu_Q^{(i)}\) to construct a SCVM from \(Q'\) to \(Q\).

There are two challenges in implementing this idea for general CCQ queries. First, the term \(P_s(Q)\) may not be “visible” in the expression for \(F(Q)\). As a result, the term \(P_s(Q)\) does not necessarily contribute to the construction of the function \(F(Q)\), even in case \(Q \equiv_C Q'\). (This is exactly the case of queries \(Q\) and \(Q'\) of Example 1.3, see Example H.1 in Appendix H.1 for the details.) Second, in general, function \(F(Q')\) may have terms that are not backed up by assignments from \(Q'\) to databases \(D_{Q(i)}(Q)\). Both challenges arise from the fact that the function \(F(Q')\), in terms of \(N_1, \ldots, N_n\), is, in general, not a multivariate polynomial on its entire domain.

To overcome the first challenge, we introduce the restriction that \(Q\) be an explicit-wave query. (Hence Definition 5.1 is necessarily technical.) Even under this
restriction, overcoming the second challenge requires a nontrivial proof. (See Section H.10, with its main result Proposition H.47.)

In a little more detail, the proof of Theorem 5.1 is immediate from the following three results. (Monomial classes and their multiplicity monomials are constructs that we introduce to build functions \( F_s^{(Q)} \) and \( F_s^{(Q')} \). All the details on these constructs can be found in Section H.6. Section H.8 contains an extended illustration of these constructs.)

- Proposition H.33 of Section H.7 states the following: Given a CCQ query \( Q \), there exists a nonempty monomial class, call it \( C^{(Q)} \), for the query \( Q \) w.r.t. the family of databases \( \{ D_{N(i)}(Q) \} \), such that the multiplicity monomial of \( C^{(Q)} \) is the wave of the query \( Q \) w.r.t. \( \{ D_{N(i)}(Q) \} \).

- Proposition H.34 of Section H.7 states the following: Given CCQ queries \( Q(X) = L, M \) and \( Q'(X') = L', M' \), such that \( i \) \( Q \) and \( Q' \) have the same (positive) integer head arities, (ii) \( |M_{\text{copy}}| = |M'_{\text{copy}}| \), and (iii) \( |M_{\text{noncopy}}| = |M'_{\text{noncopy}}| \). Suppose that there exists a nonempty monomial class \( C^{(Q')} \) for the query \( Q' \) w.r.t. the family of databases \( \{ D_{N(i)}(Q') \} \), such that the multiplicity monomial of \( C^{(Q')} \) is the wave of the query \( Q \) w.r.t. \( \{ D_{N(i)}(Q) \} \). Then there exists a SCVM from the query \( Q' \) to the query \( Q \).

- Proposition H.47 of Section H.10 states the following: Whenever
  - (a) \( Q \equiv_C Q' \) for CCQ queries \( Q \) and \( Q' \), and
  - (b) \( Q \) is an explicit-wave CCQ query (as specified by Definition 5.1),

then there exists a (nonempty) monomial class \( C^{(Q')} \) for the query \( Q' \) and for the family of databases \( \{ D_{N(i)}(Q') \} \), such that the multiplicity monomial of \( C^{(Q)} \) is the wave of the query \( Q \) w.r.t. \( \{ D_{N(i)}(Q) \} \).

### H.1.2 An Illustration

We now provide an extended illustration of how the term \( P_s^{(Q)} \) may not be “visible” in the expression for \( F_s^{(Q)} \). Consider assignments \( N_3 := N_2 := 1, N_3 := 2, \) and \( N_4 := 3. \) For some fixed \( i \) and for \( 1 \leq j \leq 4 \), each of these assignments associates the “value” \( N_j \) w.r.t. the variable \( N_j \). For the resulting vector \( \tilde{N}^{(i)} = [1 1 2 3] \), we construct the database \( D_{N(i)}(Q) = \{ r(a, b, c, d; 2), r(a, b, c, e; 3) \} \), as specified in the proof of Theorem 5.1. We will refer to the ground atom \( r(a, b, c, d; 2) \) as \( d_1 \), and to \( r(a, b, c, e; 3) \) as \( d_2 \).

Each generative assignment from \( Q \) to \( D_{N(i)}(Q) \) maps \( X_1 \rightarrow a, Y_1 \rightarrow b, Y_2 \rightarrow c, X_2 \rightarrow d, \) and \( X_3 \rightarrow e. \) By definition of combined-semantics query evaluation, these generative assignments together contribute to the set \( \Gamma_S^{(i)}(Q, D_{N(i)}(Q)) \), for \( t^*_Q = (a) \), exactly \( \Pi_{j=1}^{N_j} N_j^{(i)} = 6 \) distinct tuples. As shown in the proof of Theorem 5.1, the number of tuples contributed to the set \( \Gamma_S^{(i)}(Q, D_{N(i)}(Q)) \) by the set of generative assignments from \( Q \) to \( D_{N(i)}(Q) \), for an arbitrary \( i \geq 1 \), can be obtained by substituting, into the formula \( \Pi_{j=1}^{N_j} N_j \), the values \( N_j^{(i)} \) of the variables \( N_j \). The values \( N_j^{(i)} \) come from the specific vector \( N^{(i)} \) representing the database \( D_{N(i)}(Q) \). Recall that \( \Pi_{j=1}^{N_j} N_j \) is the wave \( P_s^{(Q)} \) of the query \( Q \).

The variety of possible assignments from the query \( Q \) to the above database \( D_{N(i)}(Q) \) (for the fixed vector \( \tilde{N}^{(i)} \)) stems from the ability of the first subgoal, \( g_1 \), of \( Q \) to map to each of the ground atoms \( d_1 \) and \( d_2 \), and from the ability of the second subgoal, \( g_2 \), of \( Q \), to independently also map each to \( d_1 \) and \( d_2 \). The above generative assignments map \( g_1 \) to \( d_1 \), and map \( g_2 \) to \( d_2 \). It is easy to see that, for those assignments from \( Q \) to \( D_{N(i)}(Q) \) that map each of \( g_1 \) and \( g_2 \) to \( d_1 \), the set of all such assignments contributes to the set \( \Gamma_S^{(i)}(Q, D_{N(i)}(Q)) \) exactly \( N_3^{(i)} \times N_4^{(i)} = 6 \) distinct tuples. Similarly, \( g_1 \) to \( d_2 \) and \( g_2 \) to \( d_2 \) contributes to the set \( \Gamma_S^{(i)}(Q, D_{N(i)}(Q)) \) exactly \( N_3^{(i)} \times N_4^{(i)} = 6 \) distinct tuples, and \( g_1 \) to \( d_1 \) and \( g_2 \) to \( d_2 \) contributes to the set \( \Gamma_S^{(i)}(Q, D_{N(i)}(Q)) \) exactly \( N_3^{(i)} \times N_4^{(i)} = 9 \) distinct tuples. (Recall that for our fixed database \( D_{N(i)}(Q), N_1 = N_2 = 1 \).) Similarly to the previous paragraph, the contribution of each such class of assignments from \( Q \) to \( D_{N(i)}(Q) \) for an arbitrary \( i \geq 1 \) can be expressed symbolically using monomials in terms of some of the variables \( N_1, \ldots , N_4 \). In particular, for the class of all assignments that map each of \( g_1 \) and \( g_2 \) to \( d_2 \), the number of distinct tuples contributed by these assignments to \( \Gamma_S^{(i)}(Q, D_{N(i)}(Q)) \), for each \( i \geq 1 \), can be obtained using the monomial \( T(d_2) = N_1 \times N_2 \times (N_4)^2 \) and each specific vector \( N^{(i)} \). In constructing the function \( F_s^{(Q)} \) using all the above monomials in terms of \( N_1 \) through \( N_4 \), the problem is that we cannot simply set \( F_s^{(Q)} \) to the sum of the monomial \( P_s^{(Q)} \) with the monomial \( T(d_2) \) and with the monomials that can be built from the other classes of assignments from \( Q \) to \( D_{N(i)}(Q) \) using the above reasoning. The reason is, for our fixed vector \( \tilde{N}^{(i)} = [1 1 2 3] \), the total number of tuples in the set \( \Gamma_S^{(i)}(Q, D_{N(i)}(Q)) \) - and thus the total number of copies of the tuple \( t^*_Q = (a) \) in the bag \( \text{Res}_{CQ}(Q, D_{N(i)}(Q)) \) - is the result of substituting the values from the vector \( \tilde{N}^{(i)} \) into the single monomial \( T(d_2) \). The problem stems from these different classes of assignments possibly contributing the same tuples into the set \( \Gamma_S^{(i)}(Q, D_{N(i)}(Q)) \). Thus, in general, constructing the function \( F_s^{(Q)} \) from the monomials representing different classes of assignments has to be done in a way that takes into account these over-
lapping contributions.

For our specific query Q, we show in Example H.6 in Appendix H.9.6 that (1) $F^{(Q)} = N_1 \times N_2 \times (N_3)^2$ for all vectors $N^{(i)}$ where $N^{(i)} \leq N_3$, and that (2) $F^{(Q)} = N_1 \times N_2 \times (N_3)^2$ for all vectors $N^{(i)}$ where $N^{(i)} \geq N_3$. A compact representation of $F^{(Q)}$ that works for all $i \geq 1$ is $F^{(Q)} = N_1 \times N_2 \times (\max(N_3, N_4))^2$.

Clearly, this expression cannot be rewritten equivalently as a multivariate polynomial on the entire domain \{ $N^{(i)}$, $i \geq 1$ \} of the vector $N$.

Consider an illustration of the problem with the term $P^{(Q)}$ not being “visible” in any of the above expressions for the function $F^{(Q)}$. Indeed, recall the query $Q'$ of Example 1.3; we have that $Q \equiv_C Q'$. It turns out that, even though $P^{(Q)}$ has (technically) contributed to the construction of the function $F^{(Q)}$ for the query $Q$, there still does not exist a class of assignments from the query $Q'$ to database $D^{(Q)}$, such that the total number of tuples contributed to the set $I^{(Q)}_{S}(Q', D^{(Q)}(Q))$ by the assignments in this class can be expressed by the monomial $P^{(Q)}$. It is easy to verify that for the queries of Example 1.3, there does not exist a SCVM from $Q'$ to $Q$.

\section*{H.2 Assumptions, Conventions, Basic Results}

To streamline the exposition in the proof of Theorem 5.1, we reserve a number of uppercase and lowercase Latin letters, in a variety of fonts and some with sub- and superscripts, to each have “the standard meaning” throughout the proof. Every effort has been made to introduce all of the notation in subsections that are separate from sections for (portions of) the proof of Theorem 5.1.

\subsection*{H.2.1 The Queries}

\textbf{The basics.}

For the fixed (input) CCQ queries $Q$ and $Q'$, as well as for the CCQ query $Q''$ in this proof, we use the notation $Q(X) \leftarrow L, M; Q'(X') \leftarrow L', M'$; and $Q''(X'' \leftarrow L'', M''$. Denote by $I \geq 1$ the head arity of $Q$. Denote by $P$ (by $P'$, respectively) the (possibly empty) set of all constants in the query $Q$ (in the query $Q'$, respectively).

\textbf{Proposition H.1.} Let $Q \equiv_C Q'$. Then $P = P'$. \hfill $\square$

\textbf{Proof.} The proof is by contradiction: Assume that $P$ and $P'$ are not the same sets. Pick a constant $c$ in $P - P'$. (If $P - P' = \emptyset$ then pick a constant $c \in P' - P$ and modify the rest of this proof by swapping $Q$ with $Q'$ in all the statements of the proof.) Construct the canonical database $D(Q')$ of $Q'$ in such a way that $\text{dom}(D(Q'))$ does not have the value $c$. (It is always possible to construct a $D(Q')$ that would satisfy this restriction.) Then it is easy to see that (i) the bag $\text{Res}_{C}(Q', D(Q'))$ must be empty by construction of the database, and (ii) the bag $\text{Res}_{C}(Q, D(Q'))$ must be empty due to the absence of the constant $c$ in $\text{dom}(D(Q'))$. Hence we arrive at a contradiction with the assumption that $Q \equiv_C Q'$. \hfill $\square$

We use the notation $M_{\text{copy}}$ ($M'_{\text{copy}}$, $M''_{\text{copy}}$, respectively) for the set of copy variables of query $Q$ (of $Q'$, of $Q''$, respectively). We use the notation $M_{\text{noncopy}}$ ($M'_{\text{noncopy}}$, $M''_{\text{noncopy}}$, respectively) for the set of multiset noncopy variables of query $Q$ (of $Q'$, of $Q''$, respectively).

We denote by $m$ the number $|M_{\text{noncopy}}|$ of multiset noncopy variables in the query $Q$, and by $r$ the number $|M_{\text{copy}}|$ of copy variables in the query $Q$. For the CCQ query $Q''$ in this proof, we assume that (i) Queries $Q$ and $Q''$ have the same head arity (i); (ii) $|M_{\text{noncopy}}| = |M'_{\text{noncopy}}|$; and (iii) $|M_{\text{copy}}| = |M'_{\text{copy}}|$.

The following observation is immediate from the assumption $Q \equiv_C Q'$ (of Theorem 5.1) and from Theorem 3.1.

\textbf{Proposition H.2.} (i) Queries $Q$ and $Q'$ have the same head arity (i); (ii) $|M_{\text{noncopy}}| = |M'_{\text{noncopy}}|$; and (iii) $|M_{\text{copy}}| = |M'_{\text{copy}}|$. \hfill $\square$

The following result is immediate from the containment-mapping theorem of [1]. Thus, for the remainder of the proof of Theorem 5.1, we assume that the set $M$ of multiset variables of $Q$ is not empty (that is, $m + r \geq 1$).

\textbf{Proposition H.3.} Let $M = \emptyset$. Then Theorem 5.1 holds. \hfill $\square$

Throughout the proof of Theorem 5.1 we assume that we are given the regularized version of the query $Q$.

\textbf{Equivalence classes of subgoals of query $Q$.}

We now introduce the notation that will help us to deal cleanly with the case where query $Q$ has more than one copy-sensitive subgoal for a particular relational template. (See, e.g., query $Q$ in Example ??)

We first partition all the copy-sensitive subgoals (in case $r \geq 1$) of the query $Q$ into equivalence classes: Place two copy-sensitive subgoals of $Q$ into the same equivalence class if and only if the two subgoals agree on the predicate name and on all the arguments except the copy variable. That is, two distinct copy-sensitive subgoals $g_1$ and $g_2$ of $Q$ are in the same equivalence class if and only if the relational templates of $g_1$ and $g_2$ are the same. Denote by $C_1, \ldots, C_w, w \geq 1$, the resulting equivalence classes for all the copy-sensitive subgoals of $Q$. (We have $w \geq 1$ only in case where $r = |M_{\text{copy}}| > 0$. Otherwise we set $w := 0$.)

Further, we assume that each (if any) relational subgoal, $g$, of the query $Q$ is in its own equivalence class $\{g\}$. Let $C_1, \ldots, C_v, v \geq 0$, be the resulting equivalence classes of the relational subgoals of the query $Q$. (The case $v = 0$ holds if and only if all subgoals of the query $Q$ are copy-sensitive, rather than relational, atoms.)

Denote by $C_Q = \{C_1, \ldots, C_v, C'_1, \ldots, C'_w\}$, with $v + w \geq 1$, the set of all equivalence classes of the subgoals of the query $Q$, as defined in the preceding paragraphs. (By Definition 2.1, the condition of the query $Q$ contains at least one atom, thus $v + w \geq 1$ must hold.) Further, for each class $C \in C_Q$, choose one arbitrary element of $C$, call this element $s(C)$, and fix $s(C)$ as the representative element of the class $C$. Denote
by \( S_C(Q) = \{ s(C_1), \ldots, s(C_v), s(C'_1), \ldots, s(C'_w) \} \), with \( v + w \geq 1 \), the set of the representative-element subgoals of the query \( Q \). The following observation is immediate from the definitions and from the fact that we use the regularized version of the query \( Q \). (Recall that \( L \) is the condition of the query \( Q \), and that \( r = |M_{copy}| \). Item \((v)\) is immediate from item \((iv)\) and from our assumption \( m + r = |M| \geq 1 \).

**Proposition H.4.** (i) \( S_C(Q) \subseteq L \). (ii) For an arbitrary (relational or copy-sensitive) atom \( g \), the set \( S_C(Q) \) has at most one element whose relational template is the same as the relational template of \( g \). (iii) \( r \geq w \) always holds. (iv) If \( r > 0 \) then \( w > 0 \). (v) \( m + w \geq 1 \). □

**Notation for query variables.**

For ease of exposition, we assume that each of \( Q \), \( Q' \), and \( Q'' \) has \( l \geq 1 \) distinct head variables. (Recall that \( l \geq 1 \) denotes the head arity of the query \( Q \). Handling the cases where \( Q \), \( Q' \), or \( Q'' \) has either repeated occurrences of the same variable in the head, or has constants in the head, would be straightforward extensions of this proof but would make the exposition considerably harder to follow.) Suppose that \( Q \) has \( u \geq 0 \) nonhead set variables. W.l.o.g. denote by \( X_1, \ldots, X_l \) all the head variables of \( Q \) (from left to right in the head vector \( X \) of \( Q \)), and (in case \( u < 0 \)) denote by \( X_{l+1}, \ldots, X_{l+u} \) all the nonhead set variables of \( Q \).

In case \( m = |M_{noncopy}| \geq 1 \), let \( Y_1, \ldots, Y_m \) be w.l.o.g. all the multiset noncopy variables of the query \( Q \). Further, in case \( w \geq 1 \) let \( Y_{m+1}, \ldots, Y_{m+w} \) be the copy variables of the elements \( s(C_1), \ldots, s(C'_w) \) of the set \( S_C(Q) \). By Proposition H.4 \((v)\), the set of variables \( \{Y_1, \ldots, Y_m, Y_{m+1}, \ldots, Y_{m+w}\} \) is not empty.

Further, consider the set of all \( r \) copy-sensitive subgoals of \( Q \). Whenever \( r > w \) — that is, in case there exists a copy-sensitive subgoal of \( Q \) that is not the representative element of any of the classes \( C_1, \ldots, C_w \), let \( Y_{m+w+1}, \ldots, Y_{m+r} \) be w.l.o.g. the copy variables of all the copy-sensitive subgoals of \( Q \) that are not the representative elements of any of the classes \( C_1, \ldots, C_w \).

In case \( m \geq 1 \) we denote by \( Y'_1, \ldots, Y'_m \) (by \( Y''_1, \ldots, Y''_w \), respectively) the multiset noncopy variables of query \( Q' \) (of query \( Q'' \), respectively). In case \( r \geq 1 \) we denote by \( Y''_{m+1}, \ldots, Y''_{m+r} \) (by \( Y'''_{m+1}, \ldots, Y'''_{m+r} \), respectively) the copy variables of query \( Q' \) (of query \( Q'' \), respectively). Finally, we denote by \( X'_1, \ldots, X'_l \) (by \( X''_1, \ldots, X''_l \), respectively) the (distinct) head variables of query \( Q' \) from left to right in the vector \( X' \) (of query \( Q'' \) from left to right in the vector \( X'' \), respectively). All of this notation is w.l.o.g. by the basic results and assumptions about \( Q' \) and \( Q'' \) in the beginning of this section.

**H.2.2 Convention for Ground Atoms in Databases**

We use the following convention for ground atoms in databases in this proof. Let \( g = p(\bar{Y}) \), for some choice of \( p \) and \( \bar{Y} \), be a ground atom in database \( D \), and let \( n \geq 1 \) be the total number of copies of \( g \) in \( D \). Then we treat the \( n \) copies of \( g \) in \( D \) as a single ground atom \( p(\bar{Y}) \) with associated copy number \( n \), and represent it as \( p(\bar{Y}; n) \), as defined in Section 2.1.1. As a result, every database is a set when using this representation.

**H.3 Constructing Family of Databases \( D_N(Q) \)**

This section describes the construction of an infinite family of databases based on the input query \( Q \). Each database in the family is constructed as a union of extended canonical databases for the query \( Q \). In the exposition in this section we use the notation introduced in Section H.2.

Throughout the proof of Theorem 5.1, whenever we discuss or use “the family of databases as constructed in Section H.3”, we always refer to the family of databases built based on the fixed input query \( Q \) (see Section H.2.1), regardless of the context. (This convention is lifted in part of Example H.3.)

**H.3.1 Mappings \( v_0 \) and \( \nu_Q^{(i)} \); vector \( \bar{N} \) and its domain**

\( \bar{N} \), sets \( S_0 \) and \( S_1, \ldots, S^m \), tuple \( t_Q \)

We begin by defining a bijective mapping called \( v_0 \). The domain of \( v_0 \) is the set of all terms of the query \( Q \) that are not multiset variables of the query. The range of \( v_0 \) is a subset of the active domain of each database in the family \( D_N(Q) \). The assignment \( v_0 \) is fixed to be the same across all the databases in the family \( D_N(Q) \).

We define \( v_0 \) as follows: To each head variable and each set variable of \( Q \), that is to each of the variables \( X_1, \ldots, X_{l+u} \), \( 1 \leq u \leq 1 \), \( v_0 \) assigns a distinct constant value that is also distinct from all the values in the set \( P \) of constants used in the query \( Q \). Denote by \( S_0 \) the set of all \( l + u \) constant values in the range of \( v_0 \), \( S_0 \cup P = \emptyset \). Further, to each (if any) constant \( c \) used in \( Q \), \( c \in P \), \( v_0(c) := c \). The mapping \( v_0 \) is bijective by construction.

We define tuple \( t_Q' \) as \( t_Q = v_0[\bar{X}] \). (Recall that \( \bar{X} \) is the vector of head terms of the query \( Q \).) By definition, tuple \( t_Q' \) is fixed to be the same across all the databases in the family \( D_N(Q) \).

Define \( \bar{N} \) as a vector of variables \( N_1, N_2, \ldots, N_m, m + w \geq 1 \). (For \( m \) and \( w \), see Section H.2.2.) The vector \( \bar{N} \) is defined on the Cartesian product of \( m + w \) copies of the set \( \mathbb{N}_j \) of natural numbers; we denote by \( N \) this domain of \( \bar{N} \). Fix an arbitrary enumeration (starting with 1) of the set \( N \). By the vector \( \bar{N}^{(i)} \in \bar{N}, i \in \mathbb{N}_+ \), we denote the \( i \)th element of \( N \) in this enumeration. We use the notation \( \bar{N}^{(1)}, \bar{N}^{(2)}, \ldots, \bar{N}^{(m+w)} \) for the natural-number values, from left to right, in the vector \( \bar{N}^{(i)} \).

That is, the natural number \( \bar{N}^{(i)} \), \( 1 \leq j \leq m + w \), in the \( j \)th position of vector \( \bar{N}^{(i)} \), is the value, w.r.t. the fixed \( i \), of the variable \( N_j \) in the vector \( \bar{N} \).

Suppose that the query \( Q \) is such that we have \( m = |M_{noncopy}| \geq 1 \). Fix an \( i \in \mathbb{N}_+ \) and consider the vector \( \bar{N}^{(i)} \). For each value \( \bar{N}^{(i)} \) such that \( 1 \leq j \leq m \), define \( S_j^{(i)} \) as a set of \( N_j^{(i)} \) distinct constants such that all the sets \( S_j^{(i)} \) (\( 1 \leq j \leq m \)) are pairwise disjoint and such that \( S_j^{(i)} \cap P = \emptyset \) and \( S_j^{(i)} \cap S_0 = \emptyset \) for all \( j \in \{1, \ldots, m\} \).

We define the set \( S_j^{(i)} \) as the empty set in case \( m = 0 \), and as the union \( \bigcup_{j=1}^{m} S_j^{(i)} \) in case \( m \geq 1 \).

Finally, for the vector \( \bar{N}^{(i)} \), for each \( i \in \mathbb{N}_+ \), we define mapping \( \nu_Q^{(i)} \), to be used in Section H.3.3 and in other parts of the proof of Theorem 5.1. Define the domain of the mapping \( \nu_Q^{(i)} \) as the union \( P \cup S_0 \cup S_i^{(i)} \).
mapping \( \nu^{(i)}_Q \) as follows:

- For each \( c \in S_0 \cup R \), let \( \nu^{(i)}_Q(c) := \nu_0^{-1}(c) \).
- In case \( m \geq 1 \): For each \( j \in \{1, \ldots, m\} \) and for each \( c \in S_0^{(i)} \), let \( \nu^{(i)}_Q(c) := Y_j \).

**H.3.2 Main Construction Cycle for \( D_{N^{(i)}}(Q) \in D_N(Q) \)**

The family of databases \( D_N(Q) \) that we are about to construct is the infinite set \( \{ D_{N^{(i)}}(Q), D_{N^{(i+1)}}(Q), \ldots, D_{N^{(m)}}(Q), \ldots \} \), where each database \( D_{N^{(i)}}(Q), i \in \mathbb{N}_+ \), is associated with the vector \( N^{(i)} \in \mathcal{N} \). We will refer to the family \( D_N(Q) \) either as \( \{ D_{N^{(i)}}(Q) | i \in \mathbb{N}_+ \} \) or simply as \( \{ D_{N^{(i)}}(Q) \} \).

Fix an \( i \in \mathbb{N}_+ \), and consider the vector \( N^{(i)} \). We first define the set \( S^{(i)} \), to be used in the main construction cycle for creating the database \( D_{N^{(i)}}(Q) \) for the vector \( N^{(i)} \). In case that we have \( m = 0 \), define the set \( S^{(i)} \) as a singleton set consisting of a single empty tuple.

With that (only) element of the set \( S^{(i)} \), we associate an empty assignment \( \nu^{(i \text{ noncopy})} \). Now consider the case where the query \( Q \) is such that we have \( m \geq 1 \). Let \( S^{(i)} \) be the cross product \( S^{(i)} \times S^{(i+1)} \times \ldots \times S^{(m)} \). For each tuple \( t \) in \( S^{(i)} \) in this case \( m \geq 1 \), we treat \( t \) as an assignment \( \nu^{(i \text{ noncopy})} \) of values to the multiset noncopy variables (from left to right) \( Y_1, \ldots, Y_m \) of \( Q \).

In case \( r \geq 1 \) we now define a mapping \( \nu^{(i \text{ copy})} \) on the set \( Y_{m+1}, \ldots, Y_m \) of copy variables of the query \( Q \). (I) For each copy variable from among \( Y_{m+1}, \ldots, Y_{m+w} \) of \( Q \), define \( \nu^{(i \text{ copy})}(Y_j) := \nu^{(i)}_j \) for \( j \in \{m+1, \ldots, m+w\} \). (II) Whenever \( r > w \), for each \( j \in \{m+w+1, \ldots, m+r\} \) we define \( \nu^{(i \text{ copy})}(Y_j) := \nu^{(i \text{ copy})}(Y_{k(j)}) \).

Finally, \( D_{N^{(i)}}(Q) \) has no other ground atoms than those added for the tuples \( t \) in \( S^{(i)} \) as described above.

**H.3.3 Properties of Databases \( D_{N^{(i)}}(Q) \)**

We now state some properties of the databases in the set \( \{ D_{N^{(i)}}(Q) \} \) and of the answer to the query \( Q \) on each database. The first four results are immediate from the constructions and definitions in this section and in Section H.2.

**Proposition H.5.** Let \( i \in \mathbb{N}_+ \). (i) The set \( \text{dom}(D_{N^{(i)}}(Q)) \) is the union \( P \cup S_0 \cup S^{(i)} \). (ii) The mapping \( \nu^{(i)}_Q \) is defined on all elements of \( \text{dom}(D_{N^{(i)}}(Q)) \). (iii) For each subset \( T \neq \emptyset \) of \( \text{dom}(D_{N^{(i)}}(Q)) \) such that \( (\text{in case } m \geq 1) \) the cardinality of \( T \cap S^{(i)} \) does not exceed 1 for each \( j \in \{1, \ldots, m\} \), the mapping \( \nu^{(i)}_Q \) is a bijection on the domain \( T \). \( \square \)

**Proposition H.6.** Let \( i \in \mathbb{N}_+ \). For the database \( D_{N^{(i)}}(Q) \), we have that:

- (i) \( D_{N^{(i)}}(Q) \neq \emptyset \).
- (ii) For each ground atom \( h \in D_{N^{(i)}}(Q) \), of the form \( p(W:n) \), for some predicate \( p \) and with copy number \( n \geq 1 \), there exists exactly one element, called \( g \), of the set \( \mathcal{S}_{C(Q)} \) of (representative-element) subgoals of query \( Q \), where the relational template of \( g \) is \( p(Z) \), and such that (a) the result of applying the mapping \( \nu^{(i)}_Q \) to the vector \( W \) in \( h \) is the vector \( Z \) in \( g \), and (b) \( \nu^{(i)}_Q \) is a bijection from \( W \) to \( Z \). \( \square \)

For the next result, we introduce some terminology. Let \( i \in \mathbb{N}_+ \). For a ground atom \( h \in D_{N^{(i)}}(Q) \) and for the corresponding atom \( g \in \mathcal{S}_{C(Q)} \) as defined by Proposition H.6 (ii), we call \( g \) the \( \nu^{(i)}_Q \)-image of \( h \). Further, by \( \text{dom}(h) \) we denote all those terms of ground atom
$h \in D_{\bar{N}}(Q)$ that are elements of $\text{adom}(D_{\bar{N}}(Q))$. (That is, for atom $h$ of the form $p(\bar{W}; n)$, for some predicate $p$ and with copy number $n \geq 1$, $\text{adom}(h)$ is the set of all elements of the vector $\bar{W}$.) Finally, in case $m \geq 1$, for a $j \in \{1, \ldots, m\}$, we denote by $S_{h,j}^{(i)}$ the intersection of the set $\text{adom}(h)$ with the set $S_{C}(Q)$. 

The following result holds by construction of the family of databases $\{D_{\bar{N}}(Q)\}$.

**Proposition H.7.** Suppose $m \geq 1$. Let $i \in \mathbb{N}_+$. Let $h$ be an arbitrary ground atom in $D_{\bar{N}}(Q)$, of the form $h = p(\bar{W}; n)$, for some predicate $p$ and with copy number $n \geq 1$. Then we have that:

(i) For each $j \in \{1, \ldots, m\}$, the set $S_{h,j}^{(i)}$ is either the empty set or a singleton set.

(ii) In case the ground atom $h$ is such that for at least one $j \in \{1, \ldots, m\}$, the set $S_{h,j}^{(i)}$ is not the empty set: Let $\mu$ be an arbitrary mapping from all elements of the vector $\bar{W}$ to $\text{adom}(D_{\bar{N}}(Q))$, such that $(a)$ $\mu$ is the identity mapping on each element of $\bar{W}$ that does not belong to the set $S_{h,j}^{(i)}$, and such that $(b)$ for each element $e$ of $\bar{W}$ such that $e$ belongs to a $S_{h,j}^{(i)}$ for some $j \in \{1, \ldots, m\}$, we have that $\mu(e)$ is an element of $S_{h,j}^{(i)}$ for the same $j$. Then it holds that:

(ii-a) The ground atom $h' = p(\mu(\bar{W}); n)$ is an element of the set $D_{\bar{N}}(Q)$; and

(ii-b) The $\nu_Q^{(i)}$-image of $h$ and the $\nu_Q^{(i)}$-image of $h'$ are the same element of the set $S_{C}(Q)$.

**Proposition H.8.** Let $i \in \mathbb{N}_+$. For the database $D_{\bar{N}}(Q)$, we have that:

(i) In the construction of database $D_{\bar{N}}(Q)$, each main construction cycle (for some fixed tuple $\bar{t}$ in $S^{(i)}$) generates in the database $D_{\bar{N}}(Q)$ an extended canonical database for query $Q$, call this database $D_{\bar{t}}$. For each $\bar{t} \in S^{(i)}$, the mapping $\nu_Q^{(i)}$ induces an isomorphism from $D_{\bar{t}}$ to the set $S_{C}(Q)$ of (representative-element) subgoals of the query $Q$.

(ii) There exists in $D_{\bar{N}}(Q)$ at least one extended canonical database for query $Q$.

(iii) For each pair $(D_1, D_2)$ of extended canonical databases for query $Q$ within database $D_{\bar{N}}(Q)$, such that each of $D_1$ and $D_2$ was generated using the main construction cycle (using some $\bar{t}_1 \in S^{(i)}$ to construct $D_1$, and using some $\bar{t}_2 \in S^{(i)}$ to construct $D_2$), the only difference (if any) between the values of variables of $Q$ in $D_1$ and $D_2$, is in the values of multiset noncopy variables of $Q$.

(iv) Let $T \neq \emptyset$ be an arbitrary subset of $\text{adom}(D_{\bar{N}}(Q))$ such that $(a)$ $\bigcup S_h$ is a subset of $T$, and $(b)$ in case $m \geq 1$, the cardinality of $T \cap S_{C}(Q)$ is exactly 1 for each $j \in \{1, \ldots, m\}$. Then there exists in $D_{\bar{N}}(Q)$ an extended canonical database of the query $Q$ such that the active domain of that extended canonical database is exactly $T$.

For an $i \in \mathbb{N}_+$, let $T$ be a nonempty set of ground atoms of database $D_{\bar{N}}(Q)$. We denote by $\text{adom}(T)$ the set of all values of $\text{adom}(D_{\bar{N}}(Q))$ that are used in the atoms of $T$.

**Proposition H.9.** Let $i \in \mathbb{N}_+$. Let $T$ be a nonempty set of ground atoms of database $D_{\bar{N}}(Q)$. Suppose the set $T$ is such that (in case $m = |\text{Noncopy}| \geq 1$) for each $j \in \{1, \ldots, m\}$, the cardinality of the intersection of $\text{adom}(T)$ with $S_{C}(Q)$ is at most one. Then there exists in $D_{\bar{N}}(Q)$ an extended canonical database for $Q$, call this database $D$, such that $T \subseteq D$ (as set of ground atoms with copy numbers).

**Proof.** For each ground atom $h$ in $T$, we label $h$ with the subgoal of $Q$ such that $h$ “has generated” $h$ in the construction of database $D_{\bar{N}}(Q)$. (See Proposition H.6 (ii) for the details.) We then partition all the atoms of $T$ into equivalence classes, call them $E_1, \ldots, E_n$, $n \geq 1$, using the labels. (That is, two atoms of $T$ belong in the same equivalence class if and only if they have the same label.) Now we show that for each possible label (w.r.t. query $Q$), the equivalence class for $T$ and for this label has at most one element. Indeed, recall that for each $j \in \{1, \ldots, m\}$, the cardinality of the intersection of $\text{adom}(T)$ with $S_{C}(Q)$ is at most one. By construction of the database $D_{\bar{N}}(Q)$ and of the equivalence classes for $T$, we obtain the desired result.

Now we use the classes $E_1, \ldots, E_n$ to construct from $T$ some of the subgoals of $Q$. By the properties of $\text{adom}(T)$ and of the mapping $\nu_Q^{(i)}$, as well as from the fact that each of $E_1, \ldots, E_n$ is a singleton set, we obtain that the mapping $\nu_Q^{(i)}$ induces an isomorphism from the set $T$ to a nonempty subset, call it $S$, of the set $S_{C}(Q)$ of (representative-element) subgoals of the query $Q$. Denote by $\text{adom}(S)$ the set of all terms of the query $Q$ that are not copy variables of $Q$, such that these terms are used in the atoms of $S$. By construction, the mapping $\nu_Q^{(i)}$ is a bijection from $\text{adom}(S)$ to $\text{adom}(T)$. By definition of the main construction cycle in constructing the database $D_{\bar{N}}(Q)$, at least one iteration of the main construction cycle in the construction has used (some extension of) the mapping $\nu_Q^{(i)}$, to generate in $D_{\bar{N}}(Q)$ an extended canonical database for $Q$. (See Proposition H.8 for the justifications.) As that iteration of the main construction cycle mapped the set $S_{C}(Q)$ of (representative-element) subgoals of the query $Q$ to a superset of the set $T$, Q.E.D.

We now establish that the fixed tuple $t^*_Q = \nu_Q(\bar{X})$ (where $\bar{X}$ is the vector of head terms of the query $Q$) is present in $\text{Res}_C(Q, D_{\bar{N}}(Q))$, for each $i \geq 1$.

**Proposition H.10.** Let $i \in \mathbb{N}_+$. Then the bag $\text{Res}_C(Q, D_{\bar{N}}(Q))$ has at least one copy of the tuple $t^*_Q$.

**Proof.** (sketch) This result holds by construction of the databases in the family $\{D_{\bar{N}}(Q)\}$. Indeed, recall that the assignment mapping $\nu_0$ is fixed to be the same across all the databases in $\{D_{\bar{N}}(Q)\}$. Choose an arbitrary tuple $t$ in the set $S^{(i)}$ for $D_{\bar{N}}(Q)$; consider the
mapping \(v_t\) associated with \(t\). It is easy to verify that \(v_t\) is an assignment mapping from the query \(Q\) to the database \(D_{N(0)}(Q)\), such that \(v_t\) contributes the tuple \(t^*_Q = v_t[\bar{X}]\) to the bag \(Res_C(Q, D_{N(0)}(Q))\). □

H.4 \(t^*_Q\)-Valid Assignment Mappings for Query \(Q''\) and Databases in \(\{D_{N(0)}(Q)\}\)

Consider the family \(\{D_{N(0)}(Q)\}\) of databases constructed as described in Section H.3. Let \(Q''\) be an arbitrary CCQ query that satisfies all the requirements (for \(Q''\) specifically) of Section H.2.1. In this section, for the query \(Q''\) and for an arbitrary \(i \in \mathbb{N}_+\), we provide an algorithm for generating the set of all assignment mappings from \(Q''\) to the database \(D_{N(0)}(Q)\) such that each of the assignments “generates” the fixed tuple \(t^*_Q\) (as defined in Section H.3) in the bag \(Res_C(Q'', D_{N(0)}(Q))\).

We call these assignment mappings “\(t^*_Q\)-valid assignment mappings”. We also formulate some useful properties of the \(t^*_Q\)-valid assignment mappings, for \(Q''\) and for each \(i \in \mathbb{N}_+\).

H.4.1 Definitions and Construction

The basics.

Denote by \(G > 0\) the number of subgoals, call them \(g_1, \ldots, g_{G'}\) of the query \(Q''\). For convenience, we choose the ordering \(g_1, \ldots, g_{G'}\) of the subgoals of \(Q''\) in such a way that all the copy-sensitive atoms, if any, in the ordering precede all the relational atoms, if any, in the ordering, and such that, in case \(r \geq 1\), each \(j\)th atom \(g_j\) in the ordering has copy variable \(V_{m-j}^g\) of the query \(Q''\), \(1 \leq j \leq r\). (See Section H.2.1 for the notation \(V_{m-j}^g\).

Fix an arbitrary \(i \in \mathbb{N}_+\), and denote by \(F > 0\) the number of ground atoms in the database \(D_{N(0)}(Q)\).

We find all the \(t^*_Q\)-valid assignment mappings for \(Q''\) and \(D_{N(0)}(Q)\) (i.e., those satisfying assignments, in the terminology of Section 2.1.2, that are in the set \(\Gamma(t^*_Q)\) \((Q'', D_{N(0)}(Q))\)) by enumerating all associations between the \(G\) subgoals of \(Q''\) and the \(F\) ground atoms in \(D_{N(0)}(Q)\). The definition of “valid assignment mapping” is “as expected”. However, since we use associations between atoms to determine which assignment mappings are valid, we provide here the required formal definitions.

Definition H.1. (Association for \(Q\) and \(D\))

Given a CCQ query \(Q\) with \(G > 0\) subgoals and a nonempty database \(D\), a set of \(G\) pairs \(\{(g_1, d_{\bar{1}}), (g_2, d_{\bar{2}}), \ldots, (g_G, d_{\bar{G}})\}\) between all the \(G\) subgoals of \(Q\) and some (not necessarily distinct) \(G\) ground atoms of \(D\) is called an association for \(Q\) and \(D\). □

Definition H.2. (Candidate assignment mapping)

Given a CCQ query \(Q\) with \(G > 0\) subgoals, a nonempty database \(D\), and an association \(A = \{(g_1, d_{\bar{1}}), (g_2, d_{\bar{2}}), \ldots, (g_G, d_{\bar{G}})\}\) for \(Q\) and \(D\). Define a candidate assignment mapping \(\theta\) for \(Q\) and \(D\). \(\theta\) as follows:

(a) \(\theta\) is the empty mapping in case there exists an integer \(k\), \(1 \leq k \leq G\), such that \(g_k\) and \(d_{\bar{k}}\) have different predicate names, and

(b) \(\theta\) is the union of the \(G\) associations of the terms of each \(g_k\), \(1 \leq k \leq G\), to the terms of its respective \(d_{\bar{k}}\), where each association is a set of assignments of the values in \(W^{(k)}\), from left to right, to the terms in \(Z^{(k)}\) in the same (from left to right) positions. Here, \(Z^{(k)}\) is the vector of all terms including the copy variable (if any) in \(g_k\), and \(W^{(k)}\) is the vector of all arguments of \(d_{\bar{k}}\).

We do not include the copy number of \(d_{\bar{k}}\) per se as an element of \(W^{(k)}\). Instead, we do the following. In case \(g_k\) is a relational atom, the copy number of \(d_{\bar{k}}\) is not used in the construction of \(\theta\) for \(g_k\). If \(g_k\) is a copy-sensitive atom, then we consider the copy variable of \(g_k\) to be the last element of vector \(Z^{(k)}\), and add to the vector \(W^{(k)}\), as its rightmost element, a natural-number value between (inclusive) \(1\) and the copy number of \(d_{\bar{k}}\).

Note that whenever query \(Q\) has copy variables and database \(D\) has ground atoms with nonunity copy numbers, for a single association \(A\) for \(Q\) and \(D\) there could be more than one (but always a finite number, on finite databases) candidate assignment mappings for \(Q\) and \(D\) w.r.t. \(A\). Definition H.2 provides a straightforward algorithm to generate all candidate assignment mappings for any CCQ query \(Q\), finite database \(D\), and association \(A\) for \(Q\) and \(D\).

Definition H.3. \((t^*_Q)\)-Valid assignment mapping

Given a CCQ query \(Q\), a nonempty database \(D\), an association \(A\) for \(Q\) and \(D\), and a candidate assignment mapping \(\theta\) for \(Q\) and \(D\) w.r.t. \(A\). Then \(\theta\) is a valid assignment mapping from the variables and constants of \(Q\) to the values in \(\text{dom}(D) \cup \mathbb{N}_+\) w.r.t. \(A\) if: (i) \(\theta\) is not an empty mapping; (ii) \(\theta\) associates all occurrences of each constant of \(Q\) with the same constant; and (iii) for each variable of \(Q\), \(\theta\) associates all occurrences of the variable with the same value in \(\text{dom}(D) \cup \mathbb{N}_+\). A valid assignment mapping \(\theta\) is a \(t^*_Q\)-valid assignment mapping for \(Q\), \(D\), and \(A\) if the restriction of \(\theta\) to the head vector of the query \(Q\) results in the tuple \(t^*_Q\). □

For brevity, we will refer to each valid assignment mapping from the variables and constants of \(Q\) to the values in \(\text{dom}(D) \cup \mathbb{N}_+\) w.r.t. \(A\), for some \(Q\), \(D\), and \(A\), as a “valid assignment mapping for \(Q\), \(D\), and \(A\)”. In addition, we say that \(\theta\) is a “valid assignment mapping for \(Q\) and \(D\)” if there exists an association, \(A\), for \(Q\) and \(D\), such that \(\theta\) is a valid assignment mapping for \(Q\), \(D\), and \(A\).

By definition, each valid assignment mapping for \(Q\) and \(D\) is an element of the set \(\Gamma(Q, D)\), and each \(t^*_Q\)-valid assignment mapping for \(Q\) and \(D\) is an element of the set \(\Gamma(t^*_Q)(Q, D)\). If \(\theta\) is a valid assignment mapping for query \(Q\), database \(D\), and association \(A\) (for \(Q\) and \(D\)), then we say that \(A\) generates the mapping \(\theta\), or that \(A\) contributes the mapping \(\theta\) to the set \(\Gamma(Q, D)\).

Definition H.4. (Unity \((t^*_Q)\)-valid assignment mapping)

Given a CCQ query \(Q\), a nonempty database \(D\), an association \(A\) for \(Q\) and \(D\), and a \((t^*_Q)\)-valid assignment mapping \(\theta\) for \(Q\), \(D\), and \(A\). Then \(\theta\) is a unity \((t^*_Q)\)-valid assignment mapping for \(Q\), \(D\), and \(A\) if \(\theta\) maps each (if any) copy variable of the query \(Q\) into value 1. □
EXAMPLE H.2. Let CCQ query \( Q'' \) be defined as
\[ Q''(X) \leftarrow p(X, Y), p(X, X; i), \{ Y, i \}. \]

Let \( g_1 \) be the rightmost subgoal of \( Q'' \) (that is, \( p(X, X; i) \)); and let \( g_2 \) be the leftmost subgoal of \( Q'' \) (that is, \( p(X, Y) \)); then \( G \) for \( Q'' \) equals 2.

For ease of exposition, assume that the database, call it \( D \), is \( D = \{ p(1, 1; 3), p(1, 2; 5), p(3, 3; 7) \} \). We refer to the ground atom \( p(1, 1; 3) \) of \( D \) as \( d_1 \), to the ground atom \( p(1, 2; 5) \) of \( D \) as \( d_2 \), and to the ground atom \( p(3, 3; 7) \) of \( D \) as \( d_3 \).

Consider three (from the total of nine possible) associations between the subgoals of the query \( Q'' \) and the ground atoms of the database \( D \):

- \( A_1 : \{ (g_1, d_2), (g_2, d_1) \} \);
- \( A_2 : \{ (g_1, d_1), (g_2, d_1) \} \);
- \( A_3 : \{ (g_1, d_3), (g_2, d_3) \} \).

It is easy to see that each candidate assignment mapping associated with \( A_1 \) is not a valid assignment mapping, as each such candidate assignment maps the two occurrences of \( X \) in \( g_1 \) into distinct values (1 and 2) in \( \text{dom}(D) \).

At the same time:

- Given \( A_2, \theta_2 = \{ X \rightarrow 1, Y \rightarrow 1, i \rightarrow 1 \} \) is a unity valid assignment mapping from the terms of \( Q'' \) to the elements of \( \text{dom}(D) \cup \mathbb{N}_+ \).
- Given \( A_3, \theta_3 = \{ X \rightarrow 3, Y \rightarrow 3, i \rightarrow 7 \} \) is a valid assignment mapping from the terms of \( Q'' \) to the elements of \( \text{dom}(D) \cup \mathbb{N}_+ \); it is not a unity valid assignment mapping.

Now observe that in addition to \( \theta_2 \), two more candidate mappings w.r.t. \( A_2 \) would also be valid assignment mappings from the terms of \( Q'' \) to the elements of \( \text{dom}(D) \cup \mathbb{N}_+ \). These mappings are \( \theta_{22} = \{ X \rightarrow 1, Y \rightarrow 1, i \rightarrow 2 \} \) and \( \theta_{23} = \{ X \rightarrow 1, Y \rightarrow 1, i \rightarrow 3 \} \). The only difference between \( \theta_{21}, \theta_{22} \) and \( \theta_{23} \) is in the value assigned to the copy variable \( i \) of the query \( Q'' \). Unlike \( \theta_{21} \), neither \( \theta_{22} \) nor \( \theta_{23} \) is a unity valid assignment mapping for \( Q'' \), \( D \), and \( A_2 \). No other candidate mappings are possible for \( Q'' \), \( D \), and \( A_2 \), because the copy number of \( d_1 \) in \( D \) is three.

Finally, suppose we are given tuple \( t_Q = (1) \). Then \( \theta_{21} \) is a (unity) \( t_Q \)-valid assignment mapping for \( Q'' \), \( D \), and \( A_2 \), because \( \theta_{21}[X] \) coincides with \( t_Q \). At the same time, while being a valid assignment mapping from \( Q'' \) to \( D \), \( \theta_1 \) is not a \( t_Q \)-valid assignment mapping for \( Q'' \), \( D \), and \( A_3 \), because \( \theta_1[X] = 3 \) does not coincide with \( t_Q \).

Signatures of associations.

Fix an \( i \in \mathbb{N}_+ \). Recall Proposition H.6 (ii), which says that by construction of the database \( D_{N_1}(Q) \), each ground atom in the database can be “mapped into” a unique subgoal of the subset \( S(C(Q)) \) of the condition of the fixed input query \( Q \), using the mapping \( \psi^{(i)}_{N_1}(Q) \) defined in Section H.3.1. We denote by \( \psi^{\text{gen}}_{N_1}(Q) \) this mapping, induced by the mapping \( \psi^{(i)}_{N_1}(Q) \), from the ground atoms of \( D_{N_1}(Q) \) to the elements of the set \( S(C(Q)) \).

DEFINITION H.5. (Atom-signature of association)
Let \( i \in \mathbb{N}_+ \), and let \( A = \{ (g_1, d_1), \ldots, (g_G, d_G) \} \) be an association for query \( Q'' \), with \( G \geq 1 \) subgoals, and for the database \( D_{N_1}(Q) \). Then the G-ary vector \( \Psi_{N_1}(Q) = [ \psi^{\text{gen}}_{N_1}(Q)[d_1], \psi^{\text{gen}}_{N_1}(Q)[d_2], \ldots, \psi^{\text{gen}}_{N_1}(Q)[d_G] ] \) is the atom-signature of \( A \) for \( Q'' \) and \( D_{N_1}(Q) \).

Please see Example H.3 for an extended illustration of atom-signatures of associations.

Recall the notation \( Y''_1, \ldots, Y''_{m+r} \) of Section H.2.1 for the multisets variables of the query \( Q'' \). Here, \( Y''_1, \ldots, Y''_m \) are all the multisets noncopy variables of \( Q'' \) (in case \( m \geq 1 \)), and \( Y''_{m+1}, \ldots, Y''_{m+r} \) are all the copy variables of \( Q'' \) (in case \( r \geq 1 \)).

Suppose that the query \( Q \) is such that \( r = | M_{\text{copy}} | \geq 1 \). Recall the mapping \( \nu_{ \text{copy} } \) defined in Section H.3.2: \( \nu_{Q_{\text{copy}}} \) maps each copy variable of the query \( Q \) into one of the variables \( N_{m+1}, \ldots, N_{m+r} \) in the vector \( N \).

We now define the following mapping \( \nu_{ \text{copy-sig} } \) on all atoms in the set \( S(C(Q)) \) for the query \( Q \):

- For each (if any) relational atom \( h \in S(C(Q)) \), \( \nu_{ \text{copy-sig} } (h) := 1 \).
- For each (if any) copy-sensitive atom \( h \in S(C(Q)) \), where \( h \) has copy variable of the name \( Z \in M_{\text{copy}} \), \( \nu_{ \text{copy-sig} } (h) := \nu_{Q_{\text{copy}}}(Z) \).

Recall (see beginning of Section H.4.1) that we have fixed an ordering of the subgoals \( g_1, \ldots, g_G \) of the query \( Q'' \) in such a way that:

- all the copy-sensitive atoms in the ordering precede all the relational atoms, if any, in the ordering, and
- each \( j \)th atom \( g_j \) in the ordering has copy variable \( Y''_{m+j} \) of the query \( Q'' \), \( 1 \leq j \leq r \) (in case \( r \geq 1 \)).

DEFINITION H.6. (Copy-signature of association)
Let \( i \in \mathbb{N}_+ \), and let \( A = \{ (g_1, d_1), \ldots, (g_G, d_G) \} \) be an association for query \( Q'' \) and for the database \( D_{N_1}(Q) \). Then vector \( \Phi_{C}(A) \), called the copy-signature of \( A \) for \( Q'' \) and \( D_{N_1}(Q) \), is defined as follows:

- In case \( r = 0 \), \( \Phi_{C}(A) \) is the empty vector; and
- In case \( r \geq 1 \), \( \Phi_{C}(A) \) is the \( r \)-ary vector \( [ \nu_{ \text{copy-sig} } (\psi^{\text{gen}}_{N_1}(Q)[d_{j1}]), \ldots, \nu_{ \text{copy-sig} } (\psi^{\text{gen}}_{N_1}(Q)[d_{jr}]) ] \).

DEFINITION H.7. (Noncopy-signature of association)
Let \( i \in \mathbb{N}_+ \), and let \( A = \{ (g_1, d_1), \ldots, (g_G, d_G) \} \) be an association for query \( Q'' \) and for the database \( D_{N_1}(Q) \), such that there exists a valid assignment mapping, \( \theta \), for \( Q'' \), \( D_{N_1}(Q) \), and \( A \). Then vector \( \Phi_{N_1}(A) \), called noncopy-signature of \( A \) for \( Q'' \) and \( D_{N_1}(Q) \), is defined as follows:

- In case \( m = 0 \), \( \Phi_{N_1}(A) \) is the empty vector; and
- In case \( m \geq 1 \), \( \Phi_{N_1}(A) \) is the \( m \)-ary vector \( [ \nu_{Q} (\theta(Y''_1)), \ldots, \nu_{Q} (\theta(Y''_m)) ] \).

In Section H.6 we will find a very practical use for copy-signatures and for noncopy-signatures of associations, in that these signatures of association \( A \) will help
us compute the number of distinct entries, in the set $\nu_{\bar{S}}(t_{\theta_2})(Q'', D_{N^{(1)}}(Q))$, that (entries) are contributed by the (valid) mappings of $A$ for $Q''$ and $D_{N^{(1)}}(Q)$. Please see Example H.3 for an extended illustration of copy-signatures and of noncopy-signatures of associations.

The intuition for copy-signature is that a copy variable, $Z$, of the query $Q''$ gets mapped into constant 1 in case the subgoal (of $Q''$) that has $Z$ gets mapped by the association $A$ into a ground atom of the database that (ground atom) has been generated from a relational subgoal of the query $Q$. Conversely, a copy variable, $Z$, of the query $Q''$ gets mapped into variable $N_j$, for some $j \in \{m+1, \ldots, m+w\}$, of vector $\bar{N}$, in case the subgoal (of $Q''$) that has $Z$ gets mapped by the association $A$ into a ground atom of the database that (ground atom) has been generated from a copy-sensitive subgoal $h$ of the query $Q$ such that the copy variable of $h$ corresponds to the variable $N_j$ (via mapping $v_{Q}^{cpp}$).

The intuition for noncopy-signature is that it shows, for a given valid assignment $\theta$, the correspondences that $\theta$ induces from the multiset noncopy variables of the query $Q''$ to the variables of the query $Q$ used to construct the database.

The following result is immediate from the definitions.

**Proposition H.11.** Let $i \in \mathbb{N}_+$, and let $A$ be an association for query $Q''$ and for the database $D_{N^{(1)}}(Q)$, such that there exists a valid assignment mapping for $Q''$, $D_{N^{(1)}}(Q)$, and $A$. Then the noncopy-signature of $A$ for $Q''$ and $D_{N^{(1)}}(Q)$ exists and is unique.

Proposition H.11 lets us refer to the noncopy-signature of a given association, for some query and database, provided that the association generates at least one valid assignment mapping.

**H.4.2 Properties of Associations for $Q''$ and $D_{N^{(1)}}(Q)$**

The results of Propositions H.12 through H.17 are immediate from the definitions (unless discussed further in this subsection).

**Proposition H.12.** Let $i \in \mathbb{N}_+$, and let $A_1$ and $A_2$ be two associations for query $Q''$ and for the database $D_{N^{(1)}}(Q)$, such that $A_1$ and $A_2$ have the same atom-signature. Then:

(i) $A_1$ and $A_2$ have the same copy-signature.

(ii) Suppose that, in addition, there exists a valid assignment mapping, call it $\theta_1$, for $Q''$, $D_{N^{(1)}}(Q)$, and $A_1$. Let $t_{\theta_1}$ be the tuple resulting from restricting $\theta_1$ to the head vector of the query $Q''$. Then we have that:

(iii-a) There exists a valid assignment mapping, call it $\theta_2$, for $Q''$, $D_{N^{(1)}}(Q)$, and $A_2$;

(iii-b) $A_1$ and $A_2$ have the same noncopy-signature; and

(iii-c) If $t_{\theta_1}$ is the tuple $t_{\theta_2}^*$, then restricting $\theta_2$ to the head vector of the query $Q''$ results in the same tuple $t_{\theta_2}$ (which is $t_{\theta_1}^*$).\]

The following result holds due to our convention for ground atoms in databases, see Section H.2.2. Note that the associations $A_1$ and $A_2$, in the statement of Proposition H.13, are not restricted to have either the same atom-signature or different atom-signatures.

**Proposition H.13.** Let $i \in \mathbb{N}_+$, and let $A_1$ and $A_2$ be two distinct associations for query $Q''$ and for the database $D_{N^{(1)}}(Q)$. Let $(\theta_1, \theta_2)$ be an arbitrary pair (if any exists), such that $\theta_1$ is a valid assignment mapping for $Q''$, $D_{N^{(1)}}(Q)$, and $A_1$, and $\theta_2$ is a valid assignment mapping for $Q''$, $D_{N^{(1)}}(Q)$, and $A_2$. Then there exists a variable $X$ of $Q''$ such that (i) $X$ is not a copy variable of $Q''$, and (ii) $\theta_1(X) \neq \theta_2(X)$.

**Proposition H.14.** Let $i \in \mathbb{N}_+$, and let $A$ be an association for query $Q''$ and for the database $D_{N^{(1)}}(Q)$, such that there exists a valid assignment mapping, call it $\theta$, for $Q''$, $D_{N^{(1)}}(Q)$, and $A$. Let tuple $t_{\theta}$ be the result of restricting $\theta$ to the head vector of the query $Q''$. Then there exists a unity valid assignment mapping, call it $\theta^{(u)}$, for $Q''$, $D_{N^{(1)}}(Q)$, and $A$, such that the restriction of $\theta^{(u)}$ to the head vector of the query $Q''$ results in the same tuple $t_{\theta}$.

**Proposition H.15.** Let $i \in \mathbb{N}_+$, and let $A$ be an association for query $Q''$ and for the database $D_{N^{(1)}}(Q)$, such that there exists a unity valid assignment mapping, $\theta$, for $Q''$, $D_{N^{(1)}}(Q)$, and $A$. Then there does not exist any unity valid assignment mapping for $Q''$, $D_{N^{(1)}}(Q)$, and $A$, that (unity valid assignment mapping) would be distinct from $\theta$.

**Proposition H.16.** Let $i \in \mathbb{N}_+$, and let $A$ be an association for query $Q''$ and for the database $D_{N^{(1)}}(Q)$. Suppose $A$ is such that there exists a unity valid assignment mapping, $\theta^{(u)}$, for $Q''$, $D_{N^{(1)}}(Q)$, and $A$. Let tuple $t_{\theta}$ be the restriction of $\theta^{(u)}$ to the head vector of the query $Q''$. Then we have that for each candidate assignment mapping, call it $\theta'$, for $Q''$, $D_{N^{(1)}}(Q)$, and $A$, $\theta'$ is a valid assignment mapping for $Q''$, $D_{N^{(1)}}(Q)$, and $A$, and the restriction of $\theta'$ to the head vector of the query $Q''$ is the tuple $t_{\theta'}$.

For the next result we introduce some notation. Let $i \in \mathbb{N}_+$, and let $A$ be an association for query $Q''$ and for the database $D_{N^{(1)}}(Q)$. In case $r \geq 1$, denote the entries in the copy-signature $\Phi_{\bar{C}}[A]$ as $\Phi_{\bar{C}}[A] = [V_{j1}, \ldots, V_{jr}]$. Here, for each $k \in \{1, \ldots, r\}$ we have that $V_{jk} \in \{1, N_{m+1}, \ldots, N_{m+w}\}$, where the $N$-values are variables in the vector $\bar{N}$. (In case $r = 0$, $\Phi_{\bar{C}}[A]$ is the empty vector by definition.) Further, again for each $k \in \{1, \ldots, r\}$, by $V_{jk}^{(i)}$ we denote the value of $V_{jk}$ in the vector $\bar{N}^{(i)}$ whenever $V_{jk} \in \{N_{m+1}, \ldots, N_{m+w}\}$; we set $V_{jk}^{(i)} := 1$ for the case $V_{jk} = 1$.

We also use the notation $\Gamma^{(A)}$ (for all cases $r \geq 0$ of the value $r = |M_{copy}^{(i)}|$): For an $i \in \mathbb{N}_+$, and an association $A$ for $Q''$ and $D_{N^{(1)}}(Q)$, $\Gamma^{(A)}$ stands for the set of all tuples contributed to the set $\Gamma^{(t_{\theta^{(u)}}^{(i)})}(Q'', D_{N^{(1)}}(Q))$, for some tuple $t_{\theta^{(u)}}^{(i)}$, by the valid assignment mappings (if any) for the association $A$. (By Proposition H.16, all the valid assignment mappings (if any) for an association $A$ for $Q''$ and $D_{N^{(1)}}(Q)$, agree on their restriction to the head vector of the query $Q''$.) Finally, in case
r ≥ 1, we denote by \( \Gamma^{(A)} \) the set projection of the set \( \Gamma^{(A)} \) on the columns \( Y_{m+1}, \ldots, Y_{m+r} \), for all the copy variables of the query \( Q'' \).

**Proposition H.17.** Let \( i \in \mathbb{N}_+ \), and let \( A \) be an association for query \( Q'' \) and for the database \( D_{\bar{N}(\theta)}(Q) \). Suppose \( A \) is such that there exists a unit valid assignment mapping, \( \theta^{(u)} \), for \( Q'' \), \( D_{\bar{N}(\theta)}(Q) \), and \( A \). Let tuple \( t_{\theta^{(u)}} \) be the restriction of \( \theta^{(u)} \) to the head vector of the query \( Q'' \). Then the following holds:

(i) The set \( \Gamma^{(A)} \) is not empty;

(ii) In case \( r = 0 \), the association \( A \) has exactly one valid assignment mapping and contributes exactly one tuple to the set \( \Gamma^{(A)}(Q'', D_{\bar{N}(\theta)}(Q)) \);

(iii) In case \( r ≥ 1 \), the set \( \Gamma^{c(A)} \) has the tuple \( (n_1, n_2, \ldots, n_r) \) for each \( 1 ≤ n_k ≤ V^{(1)}_j \) for each \( k ∈ \{1, \ldots, r\} \), and \( \Gamma^{c(A)} \) does not have any other tuples;

(iv) The total number of distinct valid assignment mappings for \( Q'' \), \( D_{\bar{N}(\theta)}(Q) \), and \( A \), call it \( T^{(A)} \), is 1 in case \( r = 0 \), and is \( \prod_{k=1}^r V^{(1)}_j \) in case \( r ≥ 1 \); and

(v) The cardinality of the set \( \Gamma^{(A)} \) is equal to \( T^{(A)} \).

**H.5 Sets of Associations for \( Q'' \) and \( D_{\bar{N}(\theta)}(Q) \)**

Consider each of the \( F^G \) associations, \( A_1, \ldots, A_{F^G} \), of the form \( A \) as defined in Section H.4, between the \( G ≥ 1 \) subgoals \( g_1, \ldots, g_G \) of the fixed query \( Q'' \) and the \( F ≥ 1 \) ground atoms of the database \( D_{\bar{N}(\theta)}(Q) \), for an arbitrary fixed \( i ∈ \mathbb{N}_+ \). Clearly, enumerating all the \( F^G \) associations is a way to find all satisfiable assignments for \( Q'' \) and \( D_{\bar{N}(\theta)}(Q) \). In this section we construct a set, \( \mathcal{A}^{(i)}(Q) \), which includes some of the above associations, and “captures”, in a very precise sense (see Proposition H.18), all of the \( t^{(i)}_Q \)-valid assignment mappings for \( Q'' \) and \( D_{\bar{N}(\theta)}(Q) \). In Section H.6 we will use the set \( \mathcal{A}^{(i)}(Q) \) in our undertaking to define a function, \( \mathcal{F}(Q''|Q) \), in terms of the variables in the vector \( \bar{N} \). For each \( i ∈ \mathbb{N}_+ \), the function \( \mathcal{F}(Q''|Q) \) uses the values (in \( \bar{N}^{(i)} \)) of the variables in the vector \( \bar{N} \) to return the multiplicity of the tuple \( t^{(i)}_Q \) in the bag \( \mathcal{R}_{\bar{N}(\theta)}(Q'', D_{\bar{N}(\theta)}(Q)) \).

**Definition H.8.** (Set \( \mathcal{A}^{(i)}(Q) \) of \( t^{(i)}_Q \)-valid assignment mappings for \( Q'' \) and \( D_{\bar{N}(\theta)}(Q) \)) Let \( i ∈ \mathbb{N}_+ \). The set \( \mathcal{A}^{(i)}(Q) \) of \( t^{(i)}_Q \)-valid assignment mappings for CCQ query \( Q'' \) and for the database \( D_{\bar{N}(\theta)}(Q) \), is the set of all of the associations for \( Q'' \) and \( D_{\bar{N}(\theta)}(Q) \), such that for each \( A ∈ \mathcal{A}^{(i)}(Q) \), there exists at least one \( t^{(i)}_Q \)-valid assignment mapping for \( Q'' \), \( D_{\bar{N}(\theta)}(Q) \), and \( A \).

For each \( i ∈ \mathbb{N}_+ \), we denote the cardinality of the set \( \mathcal{A}^{(i)}(Q) \) by \( R^{(i)}_{Q''} \). Further, whenever \( R^{(i)}_{Q''} ≥ 1 \), we refer to the individual elements of the set \( \mathcal{A}^{(i)}(Q) \) as \( A_j^{(i)} \), for \( 1 ≤ j ≤ R^{(i)}_{Q''} \). (We will avoid the confusion as to which query \( A_j^{(i)} \) “refers to”, by always using the notation \( A_j^{(i)} \) in the context of exactly one query.)

Consider an arbitrary set \( \mathcal{A}^{(i)}(Q) \) of associations for query \( Q'' \) and for database \( D_{\bar{N}(\theta)}(Q) \). Let \( A \) be an association for \( Q'' \) and \( D_{\bar{N}(\theta)}(Q) \) such that there exists a valid assignment mapping, \( \theta \), for \( Q'' \), \( D_{\bar{N}(\theta)}(Q) \), and \( A \). Then we say that the set \( \mathcal{A}^{(i)}(Q) \) captures the valid assignment mapping \( \theta \) if we have that \( A ∈ \mathcal{A}^{(i)}(Q) \). (See Proposition H.13 for a justification of this definition.)

**Proposition H.18.** Let \( i ∈ \mathbb{N}_+ \). Then (i) The set \( \mathcal{A}^{(i)}(Q) \) of \( t^{(i)}_Q \)-valid assignment mappings for CCQ query \( Q'' \) and for the database \( D_{\bar{N}(\theta)}(Q) \) captures all the \( t^{(i)}_Q \)-valid assignment mappings for \( Q'' \) and \( D_{\bar{N}(\theta)}(Q) \); and

(ii) For each valid assignment mapping \( \theta \) for \( Q'' \) and \( D_{\bar{N}(\theta)}(Q) \) such that \( \mathcal{A}^{(i)}(Q) \) captures \( \theta \), \( A \) is a \( t^{(i)}_Q \)-valid assignment mapping for \( Q'' \) and \( D_{\bar{N}(\theta)}(Q) \).

**Proposition H.19.** Suppose that there exists an \( i^* ∈ \mathbb{N}_+ \) such that for some association \( A_j^{(i^*)} ∈ \mathcal{A}^{(i^*)}(Q) \), a valid assignment mapping for \( A_j^{(i^*)} \) induces a mapping from all the subgoals of \( Q'' \) to a single extended canonical database for query \( Q \).

Then for each \( i ∈ \mathbb{N}_+ \), there exists a \( j, 1 ≤ j ≤ R^{(i)}_{Q''} \), such that a valid assignment mapping for the association \( A_j^{(i)} \) (exists and) induces a mapping from all the subgoals of the query \( Q'' \) to a single extended canonical database for query \( Q \) (within database \( D_{\bar{N}(\theta)}(Q) \)). Moreover, \( A_j^{(i)} \) and \( A_j^{(i^*)} \) have the same atom-signature.

**Proof.** We are given that there exists a pair \( (i^*, j^*) \), with \( i^* ∈ \mathbb{N}_+ \) and with \( 1 ≤ j^* ≤ R^{(i^*)}_{Q''} \), such that the association \( A_j^{(i^*)} \) generates a valid assignment mapping from query \( Q'' \) to a single extended canonical database, call it \( D^* \), for query \( Q \) (within database \( D_{\bar{N}(\theta)}(Q) \)). By Proposition H.14 in Section H.4.2, there exists a unique valid assignment mapping, call it \( \theta^* \), for \( Q'' \) and \( D_{\bar{N}(\theta)}(Q) \), such that \( \theta^* \) uses only the atoms of the database \( D^* \) to generate the tuple \( t^*_{Q''} \) in the answer to \( Q'' \) on database \( D_{\bar{N}(\theta)}(Q) \).

Now fix an arbitrary \( i ∈ \mathbb{N}_+ \). By Proposition H.8 in Section H.3.3, database \( D_{\bar{N}(\theta)}(Q) \) has at least one extended canonical database for query \( Q \). Choose and fix in \( D_{\bar{N}(\theta)}(Q) \) one arbitrary such extended canonical database for \( Q \), call this database \( D \). By definition of extended canonical database, there is an isomorphism from all the ground atoms of the database \( D^* \) (within \( D_{\bar{N}(\theta)}(Q) \), see first paragraph of this proof), to all the ground atoms of database \( D \) (within \( D_{\bar{N}(\theta)}(Q) \)). Moreover, there exists at least one isomorphism from \( D^* \) to \( D \), call this isomorphism \( \iota^* \), such that for each atom \( d^* \) in \( D^* \), it holds that \( \psi_{\bar{N}(\theta)}(Q)[d^*] \) is the same (atom in set \( \mathcal{S}_{\bar{N}(\theta)}(Q) \)) as \( \psi_{\bar{N}(\theta)}(Q)[\iota^*(d^*)] \). Then the composition, call it \( \varphi \), of \( \theta^* \) (of the first paragraph of this proof) with \( \iota^* \) gives us a valid assignment mapping from query \( Q'' \) to the extended canonical database \( D \) for query \( Q \) in database \( 9 \)

---

*That extended canonical database for \( Q \) is within database \( D_{\bar{N}(\theta)}(Q) \), see Proposition H.8 in Section H.3.3.*
For an observation, denote by (set of ground atoms in) two or more extended canonical databases of \( Q \) in database \( D_{NQ} (Q) \). Then there exists an association \( A_{j}^{(i)} \) in \( \mathcal{A}_{Q}^{(i)} \), and there exists in \( D_{NQ} (Q) \) an extended canonical database of \( Q \), call this database \( D^{*} \), such that the unity valid assignment mapping, \( \theta_{j} \), for \( A_{j}^{(i)} \) induces a mapping from all the subgoals of \( Q'' \) into ground atoms belonging to \( D^{*} \) only. Moreover, \( A_{j}^{(i)} \) and \( A_{j}^{(i)} \) have the same atom-signature.

**Proof.** We observe first that if \( M_{noncopy} = \emptyset \) then database \( D_{NQ} (Q) \) comprises exactly one extended canonical database for \( Q \). This observation is immediate from the construction of \( D_{NQ} (Q) \).

Thus we assume for the remainder of this proof that \( m = |M_{noncopy}| \geq 1 \). For the association \( A_{j}^{(i)} \) as in the statement of this Observation, denote by (set of ground atoms) \( T \) the image of the condition of query \( Q'' \) under the mapping \( \theta_{j} \). By Proposition H.9, the only way the valid assignment mapping \( \theta_{j} \) for \( A_{j}^{(i)} \) can map the subgoals of \( Q'' \) into elements of two or more extended canonical databases of \( Q \) in database \( D_{NQ} (Q) \) is when the result of intersecting \( \text{adom}(T) \) with \( S_{l}^{(i)} \), for at least one \( l \in \{1, \ldots, m\} \), has size two or more. (For the notation \( \text{adom}(T) \), see note before Proposition H.9.)

We show an algorithm for producing the association \( A_{j}^{(i)} \) and the (extended) canonical database \( D^{*} \), of the statement of this Proposition, from the association \( A_{j}^{(i)} \). First, for each \( l \in \{1, \ldots, m\} \) such that the result of intersecting \( \text{adom}(T) \) with \( S_{l}^{(i)} \) is not empty, fix a single value in that intersection. Let the result be values \( v_{1}^{(i)}, \ldots, v_{k}^{(i)} \), where: 1 \( \leq k \leq m \), all values \( l_{1}, \ldots, l_{k} \) are distinct, each \( l_{n} \) for all \( 1 \leq n \leq k \) satisfies \( 1 \leq l_{n} \leq m \), and each \( v_{n}^{(i)} \) for all \( 1 \leq n \leq m \), for all \( 1 \leq n \leq k \) satisfies \( v_{n}^{(i)} \in S_{l_{n}}^{(i)} \). Call all values in the set \( E = ((\bigcup_{n=1}^{m} S_{n}^{(i)}) \cap \text{adom}(T)) - \{v_{1}^{(i)}, \ldots, v_{k}^{(i)}\} \) the “extra multiset noncopy” values in \( \text{adom}(T) \). By the assumptions in the statement of this Proposition, the set \( E \) is not empty.

The next step of the algorithm is to modify the mapping \( \theta_{j} \) for the association \( A_{j}^{(i)} \), by replacing in \( \theta_{j} \) each value \( v \) belonging to \( S_{l}^{(i)} \cap E \), for \( 1 \leq n \leq m \), by the value \( v_{n}^{(i)} \) that we fixed as described in the previous paragraph. (The intuition is that for each mapping in \( \theta_{j} \) of a variable of \( Q'' \) to an “extra multiset noncopy” value, we “redirect” the mapping to a mapping of the same variable into an “appropriate” value from among the values \( v_{1}^{(i)}, \ldots, v_{k}^{(i)} \) fixed in the previous paragraph.) As we modify \( \theta_{j} \) this way, we also modify the association \( A_{j}^{(i)} \), by replacing in it all occurrences of each \( v \in S_{n}^{(i)} \cap E \), 1 \( \leq n \leq m \), by the value \( v_{n}^{(i)} \). Denote by \( \theta_{j}' \) the result of this modification of \( \theta_{j} \), and by \( A_{j}^{(i)} \) the result of this modification of \( A_{j}^{(i)} \). By construction, we have that:

(a) \( \theta_{j}' \) is a mapping;
(b) for all the terms of \( Q'' \) that are not copy variables, \( \theta_{j}' \) maps all these terms of \( Q'' \) into the values in \( \text{adom}(T) - E \);
(c) all ground atoms mentioned in \( A_{j}^{(i)} \) belong to \( D_{NQ} (Q) \) (by construction of the database);
(d) \( \theta_{j}' \) is a candidate assignment mapping for \( Q'' \), \( D_{NQ} (Q) \), and \( A_{j}^{(i)} \); and
(e) \( A_{j}^{(i)} \) and \( A_{j}^{(i)} \) have the same atom-signature.

We now show that the association \( A_{j}^{(i)} \) belongs to the set \( \mathcal{A}_{Q}^{(i)} \). This is immediate from the fact that \( \theta_{j} \) and \( \theta_{j}' \) agree on the images for all the head variables of \( Q'' \) and from items (a) and (c) of the previous paragraph. Finally, let \( T' \) be the set of all ground atoms mentioned in the association \( A_{j}^{(i)} \). From item (b) of the previous paragraph and from Proposition H.9, we have that there exists in \( D_{NQ} (Q) \) a (single) extended canonical database for query \( Q \), call that database \( D^{*} \), such that \( T' \subseteq D^{*} \). We conclude that the unity valid assignment mapping \( \theta_{j}' \) for \( Q'' \), \( D_{NQ} (Q) \), and \( A_{j}^{(i)} \) maps query \( Q'' \) into a single extended canonical database (in \( D_{NQ} (Q) \)) for the query \( Q \).}

**Proposition H.21.** Suppose there exists an \( i \in \mathbb{N} \) such that the set \( \mathcal{A}_{Q}^{(i)} \) for database \( D_{NQ} (Q) \) is not empty. Then the set \( \mathcal{A}_{Q}^{(i)} \) is not empty for each \( i \in \mathbb{N} \).

**Proof.** The proof is immediate from Propositions H.19 and H.20. That is:

- **Case 1:** Suppose that, for some \( i \in \mathbb{N} \), the set \( \mathcal{A}_{Q}^{(i)} \) for database \( D_{NQ} (Q) \) has an association corresponding to a valid assignment mapping from query \( Q'' \) to a single extended canonical database for \( Q \) in \( D_{NQ} (Q) \). Then, by Proposition H.19, for all \( i \in \mathbb{N} \), the set \( \mathcal{A}_{Q}^{(i)} \) for database \( D_{NQ} (Q) \) has an association corresponding to a valid assignment mapping from query \( Q'' \) to a single extended canonical database for \( Q \) in \( D_{NQ} (Q) \). Q.E.D.

- **Case 2:** Suppose that, for some \( i \in \mathbb{N} \), the set \( \mathcal{A}_{Q}^{(i)} \) for database \( D_{NQ} (Q) \) has an association corresponding to a valid assignment mapping from query \( Q'' \) to (ground atoms in) two or more extended canonical databases for \( Q \) in \( D_{NQ} (Q) \). Then, by Proposition H.20, the set \( \mathcal{A}_{Q}^{(i)} \) for the same value of
i has an association corresponding to a valid assignment mapping from query \( Q'' \) to a single extended canonical database for \( \bar{Q} \) in \( D_{N^{(i)}(Q)} \). Thus we have reduced this case to Case 1. Q.E.D.

\[ \Box \]

**Proposition H.22.** Suppose there exists an \( i^* \in \mathbb{N}_+ \) such that the query \( Q'' \) has no answer \( t_{Q} \) on database \( D_{N^{(i^*)}(Q)} \). Then the multiplicity of the tuple \( t_{Q} \) in the bag \( Res_{C}(Q'', N^{(i)}(Q)) \) equals zero on the database \( D_{N^{(i)}(Q)} \) for each \( i \in \mathbb{N}_+ \). \[ \Box \]

**Proof.** It is immediate from Proposition H.21 that if there exists an \( i^* \in \mathbb{N}_+ \) such that the set \( \mathcal{A}_{Q''} \) for database \( D_{N^{(i^*)}(Q)} \) is empty, then the set \( \mathcal{A}_{Q''}^{(i)} \) is empty for each \( i \in \mathbb{N}_+ \). \[ \Box \]

### H.6 Monomials for the Multiplicity of Tuple \( t_{Q} \) in Bag \( Res_{C}(Q'', N^{(i)}(Q)) \)

In this section we provide an algorithm for constructing monomials for a function, call it \( \mathcal{F}_{Q}(Q'') \), defined in terms of the variables in the vector \( \bar{N} \). \( \mathcal{F}_{Q}(Q'') \) computes the multiplicity of the tuple \( t_{Q} \) in the bag \( Res_{C}(Q'', N^{(i)}(Q)) \) for each \( i \in \mathbb{N}_+ \), by using the values in the vector \( \bar{N}^{(i)} \) as values of the variables in the vector \( \bar{N} \).

We observe first that, by Proposition H.22, \( \mathcal{F}_{Q}(Q'') \) either equals zero for all input vectors \( \bar{N}^{(i)} \), or returns a positive-integer value for each \( \bar{N}^{(i)} \), \( i \in \mathbb{N}_+ \). In the remainder of the proof of Theorem 5.1, we assume that the function \( \mathcal{F}_{Q}(Q'') \) returns a positive-integer value for each \( \bar{N}^{(i)} \).

By the results of Section H.5, we infer from this assumption that the cardinality \( R_{Q''}^{(i)} \) of the set \( \mathcal{A}_{Q''}^{(i)} \) is a positive integer for each \( i \in \mathbb{N}_+ \).

#### H.6.1 Defining the Monomial Classes \( C(Q'') \)

Fix an \( i \in \mathbb{N}_+ \). We partition all the elements of the set \( \mathcal{A}_{Q''}^{(i)} \neq \emptyset \) into equivalence classes: Two distinct elements (in case \( R_{Q''}^{(i)} \geq 2 \)) \( A_{j}^{(i)} \) and \( A_{k}^{(i)} \) of the set \( \mathcal{A}_{Q''}^{(i)} \) belong to the same monomial class if and only if \( A_{j}^{(i)} \) and \( A_{k}^{(i)} \) have the same atom-signature. Call all the resulting nonempty monomial classes \( C_{1}(Q'')(i) \), \( C_{2}(Q'')(i) \), \ldots, \( C_{n}(Q'')(i) \), \( n^{(i)} \leq R_{Q''}^{(i)} \). From the definition of the monomial classes, we have that \( n^{(i)} \geq 1 \), and that \( n^{(i)} \) is exactly the number of all the atom-signatures of the elements of the set \( \mathcal{A}_{Q''}^{(i)} \). In addition, by Proposition H.12 and from the definition of the set \( \mathcal{A}_{Q''}^{(i)} \) we have that for each \( j, 1 \leq j \leq n^{(i)} \), all the elements of the set \( C_{j}(Q'')(i) \) (by having the same atom-signature) have the same noncopy-signature and have the same copy-signature. Hence, for each monomial class \( C_{j}(Q'')(i) \) we can refer to the atom-signature of \( C_{j}(Q'')(i) \), \( j \) the noncopy-signature of \( C_{j}(Q'')(i) \), and to the copy-signature of \( C_{j}(Q'')(i) \).

By Proposition H.18, we have that for each \( i \in \mathbb{N}_+ \) and for each monomial class for \( Q'' \) and \( D_{N^{(i)}(Q)} \), all the valid assignment mappings of all the elements of the class contribute tuples to the set \( \Gamma_{S}^{(i)}(Q'', D_{N^{(i)}(Q)}) \). That is, for all the valid assignment mappings in each monomial class, the restriction of each valid assignment mapping to the head vector of the query \( Q'' \) is the tuple \( t_{Q} \).

This result follows from the results of Sections H.4.2 and H.5:

**Proposition H.23.** Let \( \Xi \) be a \( G \)-ary vector of (not necessarily distinct) elements of the set \( S_{C}(Q) \). Suppose there exists an \( i^* \in \mathbb{N}_+ \) such that the monomial class \( C(Q'')(i^*) \) with atom-signature \( \Xi \) is not empty. Then for all \( i \in \mathbb{N}_+ \) it holds that the monomial class \( C(Q'')(i) \) with atom-signature \( \Xi \) is not empty. \[ \Box \]

From Proposition H.23 it follows that for a fixed query \( Q'' \), we can drop the \((i)\)-superscript from the notation for monomial classes. (That is, the set of nonempty monomial classes for \( Q'' \), w.r.t. the family \( \{ D_{N^{(i)}(Q)} \} \), does not depend on the specific database \( D_{N^{(i)}(Q)} \) in the family.) From now on, when referring to the set of all nonempty monomial classes for query \( Q'' \) on database \( D_{N^{(i)}(Q)} \), we will use the notation \( C_{1}(Q''), C_{2}(Q''), \ldots, C_{n}(Q'') \), for a constant (w.r.t. \( i \)) positive-integer value \( n^{*} \geq 1 \). We will abuse the notation somewhat, by using, in the context of a fixed \( i \in \mathbb{N}_+ \), the expression “the set \( C_{n^{*}}(Q'') \) (where \( C_{n^{*}}(Q'') \) is one of the \( C_{1}(Q''), C_{2}(Q''), \ldots, C_{n}(Q'') \)) to refer to the contents of the set \( C(Q'') \) w.r.t. the set \( \mathcal{A}_{Q''}^{(i)} \) for the fixed \( i \).

#### H.6.2 Monomials Corresponding to the Monomial Classes for \( Q'' \) and \( D_{N^{(i)}(Q)} \):

**Useful Properties**

In this subsection we set the stage for the introduction, in Section H.6.3, of “multiplicity monomials” for the monomial classes \( C_{1}(Q''), \ldots, C_{n}(Q'') \).

Assuming a fixed \( i \in \mathbb{N}_+ \), we recall the mapping \( \nu_{0} \) and the sets \( S_{j}^{(i)} \), which (sets) were introduced (for \( 1 \leq j \leq m \)) for the case \( m \geq 1 \), see Section H.3.1. We use these constructs to define the domain, on the database \( D_{N^{(i)}(Q)} \), of each term of the query \( Q \) that (term) is not a copy variable of \( Q \).

**Definition H.9.** (Domain of term of \( Q \) in \( D_{N^{(i)}(Q)} \)) Let \( i \in \mathbb{N}_+ \). For each term \( s \) of query \( Q \) such that \( s \) is not a copy variable of \( Q \), the domain \( Dom_{Q}^{(i)}(s) \) of the term in the database \( D_{N^{(i)}(Q)} \) is defined as follows:

- If \( s \) is a constant, or a head variable of \( Q \), or a set variable of \( Q \), then \( Dom_{Q}^{(i)}(s) := \{ \nu_{0}(s) \} \).
- In case \( m \geq 1 \), for each variable \( Y_{j} \) of the query \( Q \), for \( 1 \leq j \leq m \), \( Dom_{Q}^{(i)}(Y_{j}) := S_{j}^{(i)} \).

\[ \Box \]

**Proposition H.24.** Let \( i \in \mathbb{N}_+ \). (i) For each (if any) pair \((s, t)\) of terms of query \( Q \) such that \( s \neq t \) and such that neither \( s \) nor \( t \) is a copy variable of \( Q \),
For each term \( s \) of query \( Q \) such that \( s \) is not a multiset variable of \( Q \), 
\[ |\text{Dom}_{Q}(s)| = 1. \]
(iii) In case \( m \geq 1 \), for each \( j \in \{1, \ldots, m\} \) we have that 
\[ |\text{Dom}_{Q}(Y_j)| = N_j \] (in the vector \( \bar{N} \)).

For the next results, we introduce some notation. Given a query \( Q'' \), an \( i \in \mathbb{N}_+ \), and a nonempty monomial class \( C(Q'') \) of associations in the set \( \Delta_{Q''} \) for the query \( Q'' \) and for the database \( D_{N(i)}(Q) \), denote by \( \Gamma(i)[C(Q'')] \) the set of all tuples contributed to the set \( \Gamma_{N(i)}(Q'', D_{N(i)}(Q)) \) by all the valid assignment mappings for all the elements of the class \( C(Q'') \). The following result is immediate from the definitions.

**Proposition H.25.** Let \( i \in \mathbb{N}_+ \). Then

(i) For each \( j \in \{1, \ldots, n^*\} \), \( \Gamma(i)[C_j(Q'')] \neq \emptyset \).

(ii) The set \( \Gamma_{N(i)}(Q'', D_{N(i)}(Q)) \) is the union \( \bigcup_{j=1}^{n^*} \Gamma(i)[C_j(Q'')] \).

We introduce some further notation: In case \( m \geq 1 \), for a monomial class \( C(Q'') \) and for some \( j \in \{1, \ldots, m\} \), we denote by \( \Gamma(i)[C(Q'')] \) the set projection of the set \( \Gamma(i)[C(Q'')] \) on the multiset noncopy variable \( Y_j'' \) of the query \( Q'' \).

**Proposition H.26.** Suppose \( m 
\geq 1 \). Let \( \Xi \) be a \( G \)-ary vector of (not necessarily distinct) elements of the set \( \mathcal{S}_{C(Q)} \), such that the monomial class \( C(Q'') \) with atom-signature \( \Xi \) is not empty. Then for each \( i \in \mathbb{N}_+ \) the following holds:

(i) For each \( j \in \{1, \ldots, m\} \): Suppose \( Z \) is the \( j \)-th component of the noncopy-signature vector of the monomial class \( C(Q'') \). Then the set \( \Gamma_{Y_j'}[C(Q'')] \):

(i-a) has all the elements of \( \text{Dom}_{Q}(Z) \), and

(i-b) has no values from the set \( \text{dom}(D_{N(i)}(Q)) - \text{Dom}_{Q}(Z) \).

(ii) The set projection of the set \( \Gamma(i)[C(Q'')] \) on all the multiset noncopy variables \( Y_1'', Y_2'', \ldots, Y_m'' \) of the query \( Q'' \) is the Cartesian product of the sets \( \Gamma(i)[C(Q')], \Gamma_{(Y_j')}[C(Q'')], \ldots, \Gamma_{(Y_m')}[C(Q'')] \).

Now suppose \( r \geq 1 \). In this case, we denote by \( \Gamma_{Y_j''}[C(Q'')] \) the set projection of the set \( \Gamma(i)[C(Q'')] \) on the copy variable \( Y_j'' \) of the query \( Q'' \), for some \( j \in \{m + 1, \ldots, m + r\} \).

**Proposition H.27.** Suppose \( r \geq 1 \). Let \( \Xi \) be a \( G \)-ary vector of (not necessarily distinct) elements of the set \( \mathcal{S}_{C(Q)} \), such that the monomial class \( C(Q'') \) with atom-signature \( \Xi \) is not empty. Then for each \( i \in \mathbb{N}_+ \) the following holds:

(i) For each \( j \in \{1, \ldots, r\} \): Suppose \( Z \) is the \( j \)-th component of the copy-signature vector of the monomial class \( C(Q'') \). Then the set \( \Gamma_{(Y_m')}[C(Q'')] \) is the set \( \{1, \ldots, Z(i)\} \), where (a) \( Z(i) \) is 1 in case \( Z = 1 \), and (b) \( Z(i) \) is \( N_k(i) \) in case \( Z = N_k \) for some \( k \in \{m + 1, \ldots, m + w\} \).

(ii) The set projection of the set \( \Gamma(i)[C(Q'')] \) on all the copy variables \( Y_{m+1}'', Y_{m+2}'', \ldots, Y_{m+r}'' \) of the query \( Q'' \) is the Cartesian product of the sets \( \Gamma_{(Y_{m+1}'')}[C(Q'')], \Gamma_{(Y_{m+2}'')}[C(Q'')], \ldots, \Gamma_{(Y_{m+r}'')}[C(Q'')] \).

(The proof is immediate from Proposition H.17, once we recall that all associations in a monomial class share the same copy-signature.)

For each \( i \in \mathbb{N}_+ \), now we characterize the set \( \Gamma(i)[C(Q'')] \) for each nonempty monomial class \( C(Q'') \) for the query \( Q'' \) and family of databases \( \{D_{N(i)}(Q)\} \), for all combinations of values of \( m \geq 0 \) and of \( r \geq 0 \).

**Proposition H.28.** Let \( \Xi \) be a \( G \)-ary vector of (not necessarily distinct) elements of the set \( \mathcal{S}_{C(Q)} \), such that the monomial class \( C(Q'') \) with atom-signature \( \Xi \) is not empty. Then for each \( i \in \mathbb{N}_+ \) the following holds:

- In case \( m \geq 1 \) and \( r \geq 1 \), the set \( \Gamma(i)[C(Q'')] \) is the Cartesian product of two sets:
  - the set projection of \( \Gamma(i)[C(Q'')] \) on all the multiset noncopy variables \( Y_1'', Y_2'', \ldots, Y_m'' \) of the query \( Q'' \), and
  - the set projection of \( \Gamma(i)[C(Q'')] \) on all the copy variables \( Y_{m+1}'', Y_{m+2}'', \ldots, Y_{m+r}'' \) of the query \( Q'' \).

- In case \( r = 0 \), \( \Gamma(i)[C(Q'')] \) is its own set projection on all the multiset noncopy variables of the query \( Q'' \).

- In case \( m = 0 \), \( \Gamma(i)[C(Q'')] \) is its own set projection on all the copy variables of the query \( Q'' \).

(Recall from Section H.2.1 that we assume \( m + r \geq 1 \): thus in case \( r = 0 \) we have \( m \geq 1 \), and in case \( m = 0 \) we have \( r \geq 1 \). For a characterization of the set projection of \( \Gamma(i)[C(Q'')] \) on all the multiset noncopy variables \( Y_1'', Y_2'', \ldots, Y_m'' \) of the query \( Q'' \), in case \( m \geq 1 \), see Proposition H.26. For a characterization of the set projection of \( \Gamma(i)[C(Q'')] \) on all the copy variables \( Y_{m+1}'', Y_{m+2}'', \ldots, Y_{m+r}'' \) of the query \( Q'' \), in case \( r \geq 1 \), see Proposition H.27.)

**H.6.3 Multiplicity Monomials for the Monomial Classes** \( C_1(Q''), \ldots, C_n(Q'') \)

In this subsection, for each nonempty monomial class \( C(Q'') \) for the query \( Q'' \) we construct an expression, such that for each \( i \in \mathbb{N}_+ \), this expression will return the number of distinct tuples contributed by the associations in \( C(Q'') \) to the set \( \Gamma_{N(i)}(Q'', D_{N(i)}(Q)) \). That is, we construct an expression that, for each \( i \in \mathbb{N}_+ \),
will provide the cardinality of the set $|\Gamma^{(i)}|_C(Q')$. (See Section H.6.2 for the notation $|\Gamma^{(i)}|_C(Q')$.) For each monomial class $C(Q') \in \{C_1(Q'), \ldots, C_n(Q')\}$, we call the respective expression “the multiplicity monomial of the monomial class $C(Q')$.” Each multiplicity monomial is a product of (some powers of) the elements of the noncopy signature and of the copy signature of the corresponding monomial class. These multiplicity monomials, together with the copy-signatures and the noncopy-signatures of the monomial classes, are all that will be needed in Section H.9 to construct the function $F_\mathcal{C}(Q)$.

We begin by introducing the necessary notation. For each term $s$ of the query $Q$ such that $s$ is not a copy variable of $Q$, by $\text{DomLabel}_Q(s)$ we denote (i) variable $N_j$ in case where $m \geq 1$ and where $s$ is the variable $Y_j$ of $Q$ for some $1 \leq j \leq m$; and (ii) constant value 1 in case $s$ is either a constant used in $Q$ or is one of the variables $X_1, \ldots, X_{t+u}$ of $Q$.

Further, for Propositions H.29 and H.30, we use the following notation, for ease of reference to the elements of the noncopy signatures and of the copy signatures of the monomial classes. Let $\Xi$ be a $G$-ary vector of (not necessarily distinct) elements of the set $\mathcal{S}_C(Q)$, such that the monomial class $C(Q')$ with atom-signature $\Xi$ is not empty:

1. Let $\Phi^{(i)}_c(Q')$ be the noncopy-signature of the class $C(Q')$. Then:
   - In case $m \geq 1$, denote the elements of $\Phi^{(i)}_c(Q')$, from left to right, as $Z_1, Z_2, \ldots, Z_m$. For all $j \in \{1, \ldots, m\}$, we have that $Z_j \in \{Y_1, \ldots, Y_m, X_1, \ldots, X_{t+u}\}$.
   - For an $i \in \mathbb{N}_+$, denote by $\Pi^{(i)}_m$ the value 1 in case $m = 0$, and the product $\Pi^{(i)}_m|\text{DomLabel}_Q(Z_j)|$ in case $m \geq 1$.
   - Finally, denote by $\Pi_{\Phi^{(i)}_c(Q')}$ the value 1 in case $m = 0$, and the product $\Pi_{\text{DomLabel}_Q(Z_j)}$ in case $m \geq 1$.

2. Let $\Phi^{(i)}_c(Q')$ be the copy-signature of the class $C(Q')$. Then:
   - In case $r \geq 1$, denote the elements of $\Phi^{(i)}_c(Q')$, from left to right, as $W_1, W_2, \ldots, W_r$. For all $j \in \{1, \ldots, r\}$, we have that $W_j \in \{1, N_{m+1}, \ldots, N_{m+w}\}$.
   - For an $i \in \mathbb{N}_+$ and for each $j \in \{1, \ldots, r\}$ (still assuming $r \geq 1$), denote by $W^{(i)}_j$ the variable of the value of the variable $W_j$ in the vector $N^{(i)}$, in case $W_j \neq 1$. (That is, whenever $W_j = N_{m+t}$, for some $i \in \{1, \ldots, w\}$, then $W^{(i)}_j = N^{(i)}_{m+t}$.) If $W_j = 1$ then let $W^{(i)}_j := 1$.
   - For an $i \in \mathbb{N}_+$, denote by $\Pi^{(i)}_{\Phi^{(i)}_c(Q')}$ the value 1 in case $r = 0$, and the product $\Pi_{\text{DomLabel}_Q(W_j)}$ in case $r \geq 1$.

**Proposition H.29.** Let $\Xi$ be a $G$-ary vector of (not necessarily distinct) elements of the set $\mathcal{S}_C(Q)$, such that the monomial class $C(Q')$ with atom-signature $\Xi$ is not empty. Let $i \in \mathbb{N}_+$. Then the cardinality of the set $\Gamma^{(i)}|_C(Q')$ (that is, the number of distinct tuples contributed to the set $\Gamma^{(i)}_S(Q', D_{\mathcal{N}_0(Q)})$ for the query $Q'$ and for the database $D_{\mathcal{N}_0(Q)}$, by all the valid assignment mappings for all the elements of the class $C(Q')$) is exactly $\Pi^{(i)}_{\Phi^{(i)}_c(Q')}$.

Please see Example H.3 for an illustration. The proof of Proposition H.29 is immediate from Proposition H.28. (See Proposition H.17 for the details on the $\Pi^{(i)}_{\Phi^{(i)}_c(Q')}$ part of the computation. The $\Pi^{(i)}_{\Phi^{(i)}_c(Q')}$ part of the computation follows from the construction of the database $D_{\mathcal{N}_0(Q)}$, specifically from the definition of the main construction cycle as described in Section H.3.2.)

We note that the expression $\Pi^{(i)}_{\Phi^{(i)}_c(Q')} \times \Pi^{(i)}_{\Phi^{(i)}_c(Q')}$ in Proposition H.29 is in terms of only the elements of the vector $N^{(i)}$, and is uniform across all $i \in \mathbb{N}_+$. Thus, we obtain the following result as an easy corollary of Proposition H.29.

**Proposition H.30.** Let $\Xi$ be a $G$-ary vector of (not necessarily distinct) elements of the set $\mathcal{S}_C(Q)$, such that the monomial class $C(Q')$ with atom-signature $\Xi$ is not empty. Then, for all $i \in \mathbb{N}_+$, the cardinality of the set $\Gamma^{(i)}|_C(Q')$ (that is, the number of distinct tuples contributed to the set $\Gamma^{(i)}_S(Q', D_{\mathcal{N}_0(Q)})$ for the query $Q'$ and for the database $D_{\mathcal{N}_0(Q)}$, by all the valid assignment mappings for all the elements of the class $C(Q')$) can be computed by substituting the values in the vector $N^{(i)}$ (specifically value $N^{(i)}_{j}$ as value of variable $N_j$, for each $j \in \{1, \ldots, m + w\}$) into the formula $\Pi^{(i)}_{\Phi^{(i)}_c(Q') \times \Pi^{(i)}_{\Phi^{(i)}_c(Q')}}$.

For a monomial class $C(Q')$ with noncopy signature $\Phi^{(i)}_c(Q')$ and with copy signature $\Phi^{(i)}_c(Q')$, such that $C(Q')$ is not empty, we call the expression (of Proposition H.30) $\Pi^{(i)}_{\Phi^{(i)}_c(Q') \times \Pi^{(i)}_{\Phi^{(i)}_c(Q')}}$, in terms of the variables in the vector $N$, the multiplicity monomial of the monomial class $C(Q')$.

# H.7 The Wave Monomial of the Query $Q$

In this section we obtain results that are instrumental in proving Theorem 5.1. Namely, we show that:

1. There exists a (nonempty) monomial class $C(Q)$ for the query $Q$, such that the multiplicity monomial of $C(Q)$ is “the wave of the query $Q$.” (See Proposition H.33.) The wave of the query $Q$ is defined in this section (see Definition H.10) based on the vector $N$ and on the mapping $\rho_Q$ defined in Section H.3.2.

2. Suppose that for a CCQ query $Q''$, there exists a (nonempty) monomial class $C(Q'')$, such that the multiplicity monomial of $C(Q'')$ is “the wave of the query $Q$.” Then there exists a SCVM from the query $Q''$ to the query $Q$. (See Proposition H.34.)
In Section H.10 we will see that whenever (a) \( Q' \equiv_{C} Q \) for a CCQ query \( Q' \) and (b) \( Q \) is an explicit-wave CCQ query, then there exists a (nonempty) monomial class \( C_{s}^{(2)}(Q) \) for the query \( Q' \), such that the multiplicity monomial of \( C_{s}^{(2)}(Q') \) is “the wave of the query \( Q' \).” The proof of Theorem 5.1 is immediate from that result and from Propositions H.33 and H.34 of this section. (We remind the reader that throughout the proof of Theorem 5.1, all monomial classes of all queries are defined w.r.t. the family of databases \( \{D_{N(i)}(Q)\} \) for the fixed input query \( Q \).)

We begin the exposition by defining “the wave of the query \( Q \)” We introduce some notation to make the definition concise:

(A) Denote by \( P_{noncopy}^{(Q)}(i) \) the constant 1 in case \( m = 0 \), and (ii) the product \( \Pi_{j=1}^{m}N_{j} \) in case \( m \geq 1 \).

(B) Denote by \( P_{copy}^{(Q)}(i) \) the constant 1 in case \( r = 0 \), and (ii) the product \( \Pi_{j=1}^{r}\nu_{Q}^{copy}(Y_{m+j}) \) in case \( r \geq 1 \).

(For the notation \( \nu_{Q}^{copy} \), see Section H.3.2.)

\begin{definition} \textbf{The wave of CCQ query \( Q \)}

For a CCQ query \( Q \), the wave \( P_{0}^{(Q)} \) of \( Q \) w.r.t. the family of databases \( \{D_{N(i)}(Q)\} \) is the product \( P_{0}^{(Q)}(Q) = P_{noncopy}^{(Q)} \times P_{copy}^{(Q)} \).
\end{definition}

The intuition for the wave \( P_{0}^{(Q)} \) of a CCQ query \( Q \) is that \( P_{0}^{(Q)} \) reflects (i) the association of each multiset noncopy variable of \( Q \) (in case \( m \geq 1 \)) with a separate variable among \( N_{1}, ..., N_{m} \), and (ii) the association, in case \( r \geq 1 \), of each copy-sensitive subgoal, call it \( s' \), of \( Q \) (via the copy variable of the subgoal) with the unique element, call it \( s' \), of the set \( S_{C(Q)} \) (see Section H.2.1) such that the subgoal \( s \) and the element \( s' \) have the same relational template. The provenance of each association will become explicit in the proof of Proposition H.33. As an illustration of the definition, in Example H.5, the wave of query \( Q \) w.r.t. the family of databases \( \{D_{N(i)}(Q)\} \) is the product \( P_{0}^{(Q)} = \Pi_{j=1}^{m}N_{j} \).

In the same example, the wave of query \( Q \) w.r.t. the family of databases \( \{D_{N(i)}(Q')\} \) is the product \( P_{0}^{(Q')} = N_{1} \times N_{2} \times (N_{3})^{2} \). The component \( (N_{3})^{2} \) of the expression \( P_{0}^{(Q')} \) comes from the fact that the set \( S_{C(Q)} \), for the query \( Q' \) of Example H.5, is a singleton set, and both subgoals of the query \( Q' \) agree on the relational template with the only element of the set \( S_{C(Q)} \).

\begin{proposition} \textbf{Given a CCQ query \( Q \) and the vector \( N = [N_{1} N_{2} ... N_{m+r}] \) that is used to construct the family of databases \( \{D_{N(i)}(Q)\} \) for the query \( Q \). Then each element of the vector \( N \) occurs in the wave of the query \( Q \) w.r.t. \( \{D_{N(i)}(Q)\} \).}
\end{proposition}

The proof of Proposition H.31 is immediate from the definition of the products \( P_{noncopy} \) and \( P_{copy} \) used in Definition H.10. (In case where \( r \geq 1 \), the less obvious part of the proof, that is the presence of each of \( N_{m+1}, N_{m+2}, ..., N_{m+r} \) in the product \( P_{copy} \), is immediate from the definition of the mapping \( \nu_{Q}^{copy} \), see Section H.3.2.)

Our next result is immediate from the definition of the wave of the query \( Q \). (For each expression of the form \( N_{j} \), such that \( N_{j} \in \{N_{1}, N_{2}, ..., N_{m+r}\} \) and \( k \geq 1 \), we say that the expression \( N_{j} \) has \( k \) occurrences of the variable \( N_{j} \).)

\begin{proposition} \textbf{Given a CCQ query \( Q \) and the vector \( N = [N_{1} N_{2} ... N_{m+r}] \) that is used to construct the family of databases \( \{D_{N(i)}(Q)\} \) for the query \( Q \). Then the wave of the query \( Q \) w.r.t. \( \{D_{N(i)}(Q)\} \) has exactly \( m + r \) occurrences of the variables from the set \( \{N_{1}, N_{2}, ..., N_{m+r}\} \).}
\end{proposition}

\begin{proof} The proof has three parts:

(1) We first show that for each \( i \in \mathbb{N}_{+} \), there exists an association for the query \( Q \) and for the database \( D_{N(i)}(Q) \), call this association \( A_{s(i)}^{(i)} \), such that:

(i) The association \( A_{s(i)}^{(i)} \) has a \( \nu_{Q}^{*} \)-valid assignment mapping for the query \( Q \) and for the database \( D_{N(i)}(Q) \);

(ii) In case \( m \geq 1 \), we have that the noncopy-signature \( \Phi_{s(i)}[A_{s(i)}^{(i)}] \) of the association \( A_{s(i)}^{(i)} \) is the vector \( [Y_{1}\,...\,Y_{m}] \); and, finally,

(iii) In case \( r \geq 1 \), we have that the copy-signature \( \Phi_{s}[A_{s(i)}^{(i)}] \) of the association \( A_{s(i)}^{(i)} \) is the vector \( [\nu_{Q}(Y_{m+1}) \,...\,\nu_{Q}(Y_{m+r})] \).

(2) We then show that the query \( Q \), w.r.t. the family of databases \( \{D_{N(i)}(Q)\} \), has a nonempty monomial class whose noncopy-signature (whose copy-signature, respectively) is the noncopy-signature (the copy-signature, respectively) of the associations \( A_{s(i)}^{(i)} \), for all \( i \in \mathbb{N}_{+} \), of item (1) of this proof. We denote this monomial class by \( C_{s(i)}^{(i)} \).

(3) Finally, we show that the multiplicity monomial of the monomial class \( C_{s(i)}^{(i)} \) of item (2) is the wave of the query \( Q \).

In fact, items (2) and (3) are straightforward: Item (2) is immediate from the definition of monomial classes and from item (1), and item (3) is immediate from item (2) and from Proposition H.30. Hence, in the remainder of this proof we prove parts (i) through (iii) of item (1) above.

Recall that we assume \( m + r \geq 1 \). Hence the set \( S_{C(Q)} \) (see Section H.2.1) for the query \( Q \) is not empty.

Fix an \( i \in \mathbb{N}_{+} \). Recall the set \( S(i) \neq \emptyset \) introduced in Section H.3.2 to construct the database \( D_{N(i)}(Q) \). Fix an arbitrary tuple \( t \in S(i) \). For the tuple \( t \in S(i) \), Section H.3.2 defined a mapping, \( \nu_{t} \), from all the terms of the query \( Q \) to constants in the set \( \text{adom}(D_{N(i)}(Q)) \).

\footnote{Observe that the noncopy-signature of the association \( A_{s(i)}^{(i)} \) is well defined, by \( A_{s(i)}^{(i)} \) having a valid assignment mapping for the query \( Q \) and for the database \( D_{N(i)}(Q) \).}
Each such subgoal $\nu$ that associates each atom $s$ of the mapping $\theta$ consistently across all the pairs in the association $Q$ is the variable $t$ mapping for the query $Q$. We now construct the association $A_{s}(i)$. We begin by associating each atom $s \in S_{C}(Q)$ with its image (in the set of ground atoms $D_{t} \subseteq D_{\tilde{N}_{i}(Q)}$) under $\nu$. Now there are two cases: (a) In case all the subgoals of the (regularized version of the) query $Q$ are elements of the set $S_{C}(Q)$, we are done with the construction of the association $A_{s}(i)$. We now consider the remaining case (b), where there exist subgoals of the (regularized version of the) query $Q$ that are not elements of the set $S_{C}(Q)$. Consider an arbitrary subgoal $s$ of $Q$ such that $s \in \left(L - S_{C}(Q)\right)$, where $L$ is the condition of the regularized version of the query $Q$. By definition of the set $S_{C}(Q)$, $s$ is a copy-sensitive atom, such that there exists a unique element, call it $s'$, of the set $S_{C}(Q)$, such that $s$ and $s'$ have the same relational template.

Then in our construction of the association $A_{s}(i)$, for each such subgoal $s$ of the query $Q$, $s \in \left(L - S_{C}(Q)\right)$, we associate (in $A_{s}(i)$) the atom $s$ with the atom $v_{t}(s') \in D_{\tilde{N}_{i}(Q)}$, for the $s'$ as determined in the previous paragraph. This completes the construction of the association $A_{s}(i)$. Observe that by construction, in both cases (a) and (b) as in the preceding paragraphs, the association $A_{s}(i)$ associates all the elements of the condition of the query $Q$ with exactly the set of ground atoms $D_{t} \subseteq D_{\tilde{N}_{i}(Q)}$.

We now prove claim (1)(i) of the beginning of this proof. We first show that the association $A_{s}(i)$ has a valid assignment mapping for the query $Q$ and for the database $D_{\tilde{N}_{i}(Q)}$. Indeed, by definition of $\nu$, it holds that $\nu$ assigns values to all terms of the query $Q$, consistently across all the pairs in the association $A_{s}(i)$. Denote by $\Theta_{Q}(i)$ the resulting valid assignment mapping for the query $Q$ and for the database $D_{\tilde{N}_{i}(Q)}$. Now, it is immediate from the definition of $\nu$ that the restriction of the mapping $\Theta_{Q}(i)$ to the head vector $[X_{1}, \ldots, X_{n}]$ of the query $Q$ is the tuple $t_{s}^{*}$. Thus, $\Theta_{Q}(i)$ is a $t_{s}^{*}$-valid assignment mapping for the query $Q$ and for the database $D_{\tilde{N}_{i}(Q)}$, which completes our proof of claim (1)(i).

We now prove claim (1)(ii) of the beginning of this proof. This claim requires the assumption that $m \geq 1$. Under this assumption, by definition of $\nu$, we have that $\nu$ maps the variable $Y_{j}$, for each $j \in \{1, \ldots, m\}$, into an element of the set $S_{j}(i)$. (See Section H.3.1 for the definition of $S_{j}(i)$.) Hence, by definition of the vector $\Phi_{n}[A_{s}(i)]$ (see Section H.4.1), the $j$th element of $\Phi_{n}[A_{s}(i)]$ is the variable $Y_{j}$, for each $j \in \{1, \ldots, m\}$. Q.E.D.

To complete the proof of Proposition H.33, it remains to prove claim (1)(iii) of the beginning of this proof. This claim requires the assumption that $r \geq 1$. Under this assumption, the claim is immediate from the construction of the association $A_{s}(i)$ and from the definition of the vector $\Phi_{r}[A_{s}(i)]$ (see Section H.4.1). Q.E.D.

**Proposition H.34.** Given CCQ queries $Q(\tilde{X}) \leftarrow L, M$ and $Q''(\tilde{X}'') \leftarrow L'', M''$, such that (i) $Q$ and $Q''$ have the same (positive-integer) head arities, (ii) $\left|\mathcal{M}_{\text{copy}}\right| = \left|\mathcal{M}_{\text{noncopy}}\right|$, and (iii) $\left|\mathcal{M}_{\text{copy}}\right| = \left|\mathcal{M}_{\text{noncopy}}\right|$. Suppose that there exists a nonempty monomial class $C(Q'')$ for the query $Q''$ w.r.t. the family of databases $\{D\}_{N(1)}(Q)$, such that the multiplicity monomial of $C(Q'')$ is the wave of the query $Q$ w.r.t. $\{D\}_{N(1)}(Q)$. Then there exists a SCVM from the query $Q''$ to the query $Q$.

The proof of Proposition H.34 is constructive. That is, the proof generates a SCVM from the query $Q''$ to the query $Q$ of the statement of Proposition H.34.

**Proof.** We are given that there exists a nonempty monomial class $C(Q'')$ for the query $Q''$ w.r.t. the family of databases $\{D\}_{N(1)}(Q)$, such that the multiplicity monomial of $C(Q'')$ is the wave of the query $Q$ w.r.t. $\{D\}_{N(1)}(Q)$. Then, by definition of multiplicity monomials (Section H.6.3) and of copy-/noncopy-signature vectors (Section H.4.1), we have that:

- In case $m \geq 1$, the vector $\Phi_{n}[C(Q'')]$ must be a permutation of the vector $[Y_{1}, \ldots, Y_{m}]$; and
- In case $r \geq 1$, the vector $\Phi_{n}[C(Q'')]$ must be a permutation of the vector $[v_{Q}^{\text{copy}}(Y_{m+1}), \ldots, v_{Q}^{\text{copy}}(Y_{m+r})]$.

By definition of monomial classes and from the fact that the monomial class $C(Q'')$ for the query $Q''$ w.r.t. the family of databases $\{D\}_{N(1)}(Q)$ is not empty (see Section H.5 for the relevant results), we have that for each $i \in \mathbb{N}_{+}$, the monomial class $C(Q'')$ has an association with at least one $t^{*}_{Q}$-valid assignment mapping for $Q''$ and $\{D\}_{N(1)}(Q)$. Fix an arbitrary $i \in \mathbb{N}_{+}$ and consider an arbitrary such association in $C(Q'')$. Denote the association by $A^{(\text{init})}_{s}$, and denote by $\Theta_{s}^{(\text{init})}$ its unity $t^{*}_{Q}$-valid assignment mapping for $Q''$ and $\{D\}_{N(1)}(Q)$; the mapping $\theta_{s}^{(\text{init})}$ exists by Proposition H.14.

By Proposition H.20, in case the association $A^{(\text{init})}_{s}$ is such that the mapping $\theta_{s}^{(\text{init})}$ induces a mapping from the subgoals of the query $Q''$ into two or more extended canonical databases (in $\{D\}_{N(1)}(Q)$) for the query $Q$, there must exist an association, call it $A_{s}$, that has the same atom-signature as $A^{(\text{init})}_{s}$ and such that the unity valid assignment mapping for $A_{s}$, call this mapping $\theta_{s}$, induces a mapping from the subgoals of the query $Q''$ into a single extended canonical database (in $\{D\}_{N(1)}(Q)$) for the query $Q$. Fix this database $D_{s}$. Observe that from the fact that $A^{(\text{init})}_{s}$ and $A_{s}$ have the same atom-signature, we have that $A_{s}$ belongs to the monomial class $C(Q'')$, just as $A^{(\text{init})}_{s}$ does. In addition, $A^{(\text{init})}_{s}$ and $A_{s}$ have the same copy-signature (which is $\Phi_{r}[C(Q'')]$), as well as the same noncopy-signature (which is $\Phi_{n}[C(Q'')]$).

If, on the other hand, the association $A^{(\text{init})}_{s}$ is such that the mapping $\theta_{s}^{(\text{init})}$ induces a mapping from the
subgoals of the query $Q''$ into a single extended canonical database (in $D_S^{(i)}(Q)$ for the query $Q$, call this database $D_{init}$, then for the remainder of the proof we refer to $A_{init}$ as $A_{init}$, and refer to $\theta_{init}$ as $\theta_{init}$.

Now denote by $\nu_{Q''}$ the mapping (i) whose domain in the set of all the terms of the query $Q''$ that are not copy variables of $Q''$, and (ii) such that on the entire domain of $\nu_{Q''}$, the mapping $\nu_{Q''}$ coincides with the mapping $\theta_{init}$. Further, define $\mu_{Q''}$ as the composition $\nu_{Q''} \circ \nu_{Q''}$ of the mapping $\nu_{Q''}$ with the mapping $\nu_{Q''}$ defined in Section H.3.1. By definition, $\mu_{Q''}$ is a mapping from all the terms of the query $Q''$ that are not copy variables of $Q''$ to terms of the query $Q$. Finally, define $\mu_{Q''}$ as the mapping (i) whose domain is the set of all terms of the query $Q''$ (that is, including all the copy variables of $Q''$), and (ii) such that on the entire domain of $\mu_{Q''}$, the mapping $\mu_{Q''}$ coincides with the mapping $\mu_{Q''}$.

Finally, (iii) in case $r \geq 1$, for each $j \in \{1, \ldots, r\}$, we define $\mu_{Q''}(Y_{m+j})$ as follows: Suppose the $j$th element of the vector $\Phi_j[C(Q'')]$, being the variable (in the vector $N$) $N_{m+k}$ for some $1 \leq k \leq w$, occurs in the vector $\Phi_j[C(Q'')]$ a total of $n$ times, where $1 \leq n \leq r$. Suppose further that out of these $n$ positions in which variable $N_{m+k}$ occurs in the vector $\Phi_j[C(Q'')]$, our fixed position $j$ is the $lth$ such position from the left, $1 \leq l \leq n$. Then, by definition of the wave of the query $Q$, it must be that for the equivalence class, call it $C(Y_{m+k})$, for the same value $k$ as above (i.e., the $k$ in $N_{m+k}$), of the copy-sensitive subgoal $s$ of $Q$ where the copy variable of $s$ is $Y_{m+k}$, the class $C(Y_{m+k})$ has exactly $n$ copy-sensitive subgoals of the query $Q$. All these $n$ subgoals of the query $Q$ have the same relational template, but have distinct copy variables, call the assortment of these copy variables $Y_{11}, Y_{12}, \ldots, Y_{in}$, with $i1 < i2 < \ldots < in$. (Naturally, the variable $Y_{m+k}$ is one of these $n$ copy variables $Y_{11}, Y_{12}, \ldots, Y_{in}$.) Then define $\mu_{Q''}(Y_{m+j})$ to be the copy variable $Y_{il}$ of the query $Q$, where $Y_{il}$ is the $l$th variable in the list $(Y_{11}, Y_{12}, \ldots, Y_{in})$. Note that this assignment algorithm terminates and results in the same assignments, in $\mu_{Q''}$, for all copy variables of the query $Q''$ independently of the order in which we choose the positions $j$ out of the set $\{1, \ldots, r\}$. Observe also that $\mu_{Q''}$ is still a mapping once we are done with all the assignments in (iii). (Indeed, each copy variable of the query $Q''$, in case $r \geq 1$, is assigned by $\mu_{Q''}$ to a distinct copy variable of the query $Q$.) Finally, observe that in case $r = w \geq 1$, the mapping $\mu_{Q''}(Y_{m+j})$ is defined by (iii), for each $j \in \{1, \ldots, r\}$, as the copy variable $Y_{m+k}$ of query $Q$, where $k$ is such that $N_{m+k}$ is the $j$th element of the vector $\Phi_j[C(Q'')]$.

We now show that properties (1) through (6) of same-scale coverings mappings in Definition 3.1 are satisfied by the mapping $\mu_{Q''}$. (Hence, we conclude that the mapping $\mu_{Q''}$ is a same-scale coverings mapping from the query $Q''$ to the query $Q$.)

(1) This property in Definition 3.1 is satisfied by the mapping $\mu_{Q''}$ due to the fact that the association

\[ \Phi_j[C(Q'')] \text{ may not contain the constant 1.} \]

(2) This property in Definition 3.1 is satisfied by the mapping $\mu_{Q''}$ due to the fact that the association $A_3$ has a (unity) valid assignment mapping, by definition of valid assignment mappings, and by definition of the mapping $\nu_{Q''}$ used in the construction of the mapping $\mu_{Q''}$.

(3) This property in Definition 3.1 is satisfied by the mapping $\mu_{Q''}$ due to the facts that:

- The noncopy-signature of the association $A_3$, is (in case $m \geq 1$) a permutation of the list $\{Y_1 \ldots Y_m\}$, and by definition of the mapping $\mu_{Q''}$ (and hence also of the mapping $\mu_{Q''}$) on the set of multiset noncopy variables of the query $Q''$.

- The copy-signature of the association $A_3$ is (in case $r \geq 1$) a permutation of the list $\{\nu_{copy}^\ast(Y_{m+1}) \ldots \nu_{copy}^\ast(Y_{m+r})\}$, and by definition of the mapping $\mu_{Q''}$ on the set of copy variables of the query $Q''$.

(4) This property in Definition 3.1 is satisfied by the mapping $\mu_{Q''}$ due to the fact that, by its definition, mapping $\mu_{Q''}$ maps each relational subgoal of the query $Q''$ into a unique element of the set $\mathcal{S}_C(Q)$ of subgoals of the query $Q$.

(5) This property in Definition 3.1 is satisfied by the mapping $\mu_{Q''}$ due to the facts that:

- by its definition, mapping $\mu_{Q''}$ maps each copy-sensitive subgoal of the query $Q''$ into a subgoal of the query $Q$; and

- the copy-signature of the association $A_3$ does not have occurrences of the constant 1, hence mapping $\mu_{Q''}$ maps each copy-sensitive subgoal of the query $Q''$ into a copy-sensitive subgoal of the query $Q$.

(6) Finally, this property in Definition 3.1 is satisfied by the mapping $\mu_{Q''}$ due to the definition of $\mu_{Q''}$ on the set of copy variables of the query $Q''$, see item (iii) in the definition of the mapping.

\[ \square \]

H.8 Extended Example: Basic Notation and Constructs

In this section we provide an extended example that illustrates the notions and constructions introduced in Sections H.2 through H.7 of the proof of Theorem 5.1. The example uses three CCQ queries, $Q$, $Q'$, and $Q''$; each of the queries is an explicit-wave query by part (1) of Definition 5.1. y the results in this paper, for the queries $Q$ and $Q'$ of Example H.3 we have that $Q \equiv_C Q'$. In the beginning of the example, we exhibit a SCVM from $Q''$ to $Q$. (The existence of the mapping is stipulated by Theorem 5.1.) At the same time, it is easy to ascertain that there does not exist a SCVM from the query $Q''$ to the query $Q$ of Example H.3. Thus, by Theorem 5.1, $Q \equiv_C Q''$ cannot hold for the queries
$Q'$ and $Q$ of Example H.3. We build on this example a little later (see Example H.4 in Section H.9.3), to show how to use the proof of Theorem 5.1 to construct a counterexample database to $Q \equiv C Q'$. At the end of Example H.3, we also illustrate the constructs of Section H.7, by discussing "the wave" of the query $Q$ (see Definition H.10 in Section H.7) and the monomial classes of the queries $Q$ and $Q'$ that "have the wave" of $Q$. We also show that query $Q'$ does not "have the wave" of the query $Q$, and discuss the implications of this fact.

**EXAMPLE H.3.** Let CCQ queries $Q$, $Q'$, and $Q''$ be as follows.

$Q(X_1) \leftarrow p(X_1,Y_1), p(X_1,X_2; Y_2), \{Y_1, Y_2\}$;  
$Q'(X_1') \leftarrow p(X_1', Y_1'), p(X_1', X_2'; Y_2'), \{Y_1', Y_2'\}$.  
$Q''(X_1'') \leftarrow p(X_1'', Y_1'', Y_2''), \{Y_1'', Y_2''\}.$

Observe that each of the three queries having exactly one copy-sensitive subgoal, each of $Q$, $Q'$, and $Q''$ is an explicit-wave query. (See part (1) of Definition 5.1)

By the results in this paper, e have that $Q \equiv C Q'$. A SCVM $\mu$ from $Q'$ to $Q$, as stipulated by Theorem 5.1, is $\mu = \{X_1' \rightarrow X_1, Y_1' \rightarrow Y_1, X_2' \rightarrow X_2, Y_2' \rightarrow Y_2, X_3' \rightarrow X_3\}$. It is easy to see that there does not exist a SCVM from $Q''$ to $Q$. (Indeed, for each mapping from the terms of $Q''$ to the terms of $Q$, the mapping violates at least one of conditions (3) through (5) of Definition 3.1.) Thus, by Theorem 5.1, $Q \equiv C Q''$ cannot hold. Later, we build on this example (see Example H.3 in Section H.9.3) to show how to use the proof of Theorem 5.1 to construct a counterexample database to $Q \equiv C Q''$.

We now use queries $Q$ and $Q''$ to illustrate the notation and constructions of the proof of Theorem 5.1, sequentially by subsections of the proof.

**Constructing Database $D_N^{(1)}(Q)$ for $N^{(1)} = [23]$**

We first use the notation introduced in Section H.2 of the proof of Theorem 5.1. We have that $m = |M_{\text{noncopy}}| = |\{Y_1\}| = 1$, and that $r = |M_{\text{copy}}| = |\{Y_2\}| = 1$. The set $S_C(Q)$ of the representative-element subgoals of the query $Q$ is $S_C(Q) = \{p(X_1, Y_1), p(X_1, X_2; Y_2)\}$, with $w = 1$. The reason is, the only relational subgoal of $Q$, call this subgoal $h_1$, is the representative element of the equivalence class $\{h_1\}$, and the only copy-sensitive subgoal of $Q$, call this subgoal $h_2$, is the representative element of the equivalence class $\{h_2\}$.

We now follow Section H.3 of the proof of Theorem 5.1, to illustrate the construction of a database in the family $D_N^{(1)}(Q)$ for the query $Q$. We define mapping $\nu_0 = \{X_1 \rightarrow a, X_2 \rightarrow b\}$, for distinct constants $a$ and $b$.

Then we have that $S_0 = \{a,b\}$, and that $\nu_0 = \{a\}$. As $m+w = 2$ for the query $Q$, the vector $N$ for $Q$ comprises two variables, $N_1$ (intuitively for the multiset noncopy variable $Y_1$ of $Q$) and $N_2$ (intuitively for the copy variable $Y_2$ of $Q$). Let $i$ be a fixed natural number (i.e., we treat $i$ as the same constant throughout this example), and let the vector $N^{(i)} = [23]$. That is, $N_1 = 2$, and $N_3 = 3$. For two distinct constants $c$ and $d$, such that $c$ and $d$ are also distinct from the constants $a$ and $b$ used above to form the set $S_0$, let $S_1^{(i)} = \{c,d\}$; this set, of cardinality $N_1^{(i)}$, provides the domain (in the database) of the multiset noncopy variable $Y_1$ of $Q$. Then we have, by the definitions in Section H.3, that:

- $S_i^{(i)} = S_0 \cup S_1^{(i)}$;
- $\nu_0^{(i)} = \{a \rightarrow X_1, b \rightarrow X_2, c \rightarrow Y_1, d \rightarrow Y_1\}$;
- $\nu_{\text{copy}}(Y_2) = N_2^{(i)} = 3$; and
- $\nu_{\text{copy}}(Y_2) = N_2$.

For the set $S^{(i)} = \{(c),(d)\}$, we have that $\nu_{(c)} = \{X_1 \rightarrow a, X_2 \rightarrow b, Y_1 \rightarrow c, Y_2 \rightarrow 3\}$ and that $\nu_{(d)} = \{X_1 \rightarrow a, X_2 \rightarrow b, Y_1 \rightarrow d, Y_2 \rightarrow 3\}$. We use mappings $\nu_{(c)}$ and $\nu_{(d)}$ each in one iteration of the main construction cycle for the database $D_N^{(i)}(Q)$. The mapping $\nu_{(c)}$ applied to the two atoms in the set $S_C(Q)$ results in ground atoms $p(a,c; 1)$ and $p(a,b; 3)$, and the mapping $\nu_{(d)}$ applied to the set $S_C(Q)$ results in ground atoms $p(a,d; 1)$ (and again) $p(a,b; 3)$. Therefore, by construction we have the database $D_N^{(i)}(Q) = \{p(a,c; 1), p(a,b; 3), p(a,d; 1)\}$. We will refer to the ground atom $p(a,c; 1)$ in the database $D_N^{(i)}(Q)$ as $d_1$, to the atom $p(a,b; 3)$ as $d_2$, and to the atom $p(a,d; 1)$ as $d_3$.

**Construction of the Terms for $F^{(i)}(Q)$**

We now follow Sections H.4 through H.7 of the proof of Theorem 5.1, to illustrate the construction of the terms for the function $F^{(i)}(Q)$, for the query $Q''$ and for the database $D_N^{(i)}(Q)$ as constructed above in this example.

The number $G$ of subgoals of the query $Q''$ is $G = 2$. Denote by $g_1$ the copy-sensitive subgoal $p(X_1', Y_1'', Y_2'')$ of $Q''$, and by $g_2$ the relational subgoal $p(X_1', X_2'; Y_2'')$ of the query $Q$. In query $Q$, denote by $h_1$ the subgoal $p(X_1, Y_1)$ and by $h_2$ the subgoal $p(X_1, X_2; Y_2)$.

There are nine associations between the $G = 2$ subgoals of the query $Q''$ and the three ground atoms $(d_1, d_2, d_3)$ of the database $D_N^{(i)}(Q)$. We list all the associations in this table:

<table>
<thead>
<tr>
<th>ID</th>
<th>DB</th>
<th>$\Psi_n[A_1]$</th>
<th>$\Phi_n$</th>
<th>$\Phi_c$</th>
<th>$\Gamma_S^{(i)}(Q'', D_N^{(i)}(Q))$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>$d_1, d_1$</td>
<td>$h_1, h_1$</td>
<td>$Y_1$</td>
<td>1</td>
<td>${a, c, 1}$</td>
</tr>
<tr>
<td>$A_2$</td>
<td>$d_1, d_2$</td>
<td>$h_1, h_2$</td>
<td>$Y_1$</td>
<td>1</td>
<td>${a, c, 1}$</td>
</tr>
<tr>
<td>$A_3$</td>
<td>$d_1, d_3$</td>
<td>$h_1, h_1$</td>
<td>$Y_1$</td>
<td>1</td>
<td>${a, c, 1}$</td>
</tr>
<tr>
<td>$A_4$</td>
<td>$d_2, d_1$</td>
<td>$h_2, h_1$</td>
<td>$X_2$</td>
<td>$N_2$</td>
<td>${a, b, 1}, {a, b, 2}, {a, b, 3}$</td>
</tr>
<tr>
<td>$A_5$</td>
<td>$d_2, d_2$</td>
<td>$h_2, h_2$</td>
<td>$X_2$</td>
<td>$N_2$</td>
<td>${a, b, 1}, {a, b, 2}, {a, b, 3}$</td>
</tr>
<tr>
<td>$A_6$</td>
<td>$d_2, d_3$</td>
<td>$h_2, h_1$</td>
<td>$X_2$</td>
<td>$N_2$</td>
<td>${a, b, 1}, {a, b, 2}, {a, b, 3}$</td>
</tr>
<tr>
<td>$A_7$</td>
<td>$d_3, d_1$</td>
<td>$h_1, h_1$</td>
<td>$Y_1$</td>
<td>1</td>
<td>${a, d, 1}$</td>
</tr>
<tr>
<td>$A_8$</td>
<td>$d_3, d_2$</td>
<td>$h_1, h_2$</td>
<td>$Y_1$</td>
<td>1</td>
<td>${a, d, 1}$</td>
</tr>
<tr>
<td>$A_9$</td>
<td>$d_3, d_3$</td>
<td>$h_1, h_1$</td>
<td>$Y_1$</td>
<td>1</td>
<td>${a, d, 1}$</td>
</tr>
</tbody>
</table>

The columns of the table, from left to right, refer to:

1. Association ID, $A_j$, for each of the associations $A_j$ through $A_9$ between query $Q''$ and database $D_N^{(i)}(Q)$;
2. List of those ground atoms of the database that are associated by $A_j$ with the subgoals of $Q''$; this list is to be read as "the first item in the list is associated by $A_j$ with subgoal $g_1$ of $Q''$, and the second item in the list is associated by $A_j$ with subgoal $g_2$ of $Q''"$;
3. Atom-signature $\Psi_n[A_1]$ of the association $A_j$; this list is to be read as "the first item in the list is associated by $A_j$ with subgoal $g_1$ of $Q''$," and the second
item in the list is associated by $A_j$ with subgoal $g_2$ of $Q''$;"  
4. Noncopy-signature $\Phi_n[A_j]$ of the association $A_j$;  
5. Copy-signature $\Phi_i[A_j]$ of the association $A_j$; and  
6. All the tuples contributed by the association $A_j$ to the set $\Gamma_S^{(3)}(Q'', D_{N(1)}(Q))$. (We assume that the columns of the relation $\Gamma_S^{(3)}(Q'', D_{N(1)}(Q))$ are, from left to right, $X_1'', Y_1'', \text{and } Y_2'$.)

For instance, the next-to-last row of the table is to be read as follows: Association $A_8$ for the query $Q''$ and for the database $D_{N(1)}(Q)$ as defined above, associates subgoal $g_1$ of $Q''$ with atom $d_3$ of $D_{N(1)}(Q)$, and associates subgoal $g_2$ of $Q''$ with atom $d_2$ of $D_{N(1)}(Q)$. Therefore, the atom-signature $\Psi_a[A_8]$ associates $g_1$ with subgoal $h_1$ of the query $Q$, and associates $g_2$ with subgoal $h_2$ of $Q$. The noncopy-signature of $A_8$ maps the multiset noncopy variable $Y_2''$ of the query $Q''$ to the multiset noncopy variable $Y_1$ of the query $Q$, and the copy-signature of $A_8$ maps the copy variable $Y_2''$ of the query $Q''$ to the "copy value" $1$ of the relational subgoal $h_1$ of the query $Q$. Finally, association $A_8$ contributes tuple $(a, d, 1)$ to the set $\Gamma_S^{(3)}(Q'', D_{N(1)}(Q))$.

The construction of the table uses the notation and definitions of Section H.4.1: The mapping $\psi_{gen}(Q)$, as induced by the mapping $\psi_{N(1)}^{(3)}$, is defined as $\psi_{gen}(Q) = \{d_1 \rightarrow h_1, d_2 \rightarrow h_2, d_3 \rightarrow h_1\}$. Then the atom-signature of, say, association $A_8$ is computed as the vector with first element $\psi_{N(1)}^{(3)}[d_3] = h_1$ and with second element $\psi_{N(1)}^{(3)}[d_2] = h_2$.

The computation of the noncopy-signature $\Phi_n[A_j]$ for each association $A_j$ uses an arbitrary valid assignment mapping, call it $\theta$, for $Q''$, $D_{N(1)}(Q)$, and $A_j$, as well as the mapping $\psi_Q^{(3)}$ defined earlier in this example. Then the noncopy-signature of, say, association $A_8$ is computed as the unary (because $m = 1$) vector $\Phi_n[A_8] = [\psi_{Q}^{(3)}(\theta_s(Y_1''))) = [\psi_{Q}^{(3)}(d)] = Y_1$. The reason is, $A_8$ generates a unique valid assignment mapping $\theta_{Q} = \{X_1'' \rightarrow a, Y_1'' \rightarrow d, Y_2'' \rightarrow 1, X_2'' \rightarrow b\}$ for $Q''$ and $D_{N(1)}(Q)$. (By definition, $\theta_{Q}$ is a unity $t_2$-valid assignment mapping for $Q''$, $D_{N(1)}(Q)$, and $A_j$.). Then we obtain for $\Phi_n[A_8]$ that $[\psi_{Q}^{(3)}(\theta_{Q}(Y_1''))) = [\psi_{Q}^{(3)}(d)] = Y_1$.

The computation of the copy-signature $\Phi_i[A_j]$ for each association $A_j$ uses the mapping $\nu^{copy-sig}$, which maps subgoal $h_1$ of the query $Q$ to constant $1$ (because $h_1$ is a relational atom), and maps copy-sensitive subgoal $h_2$ of $Q$, with copy variable $Y_2$, to variable $\nu^{copy}(Y_2) = N_2$ in the vector $N$. Then the copy-signature of, say, association $A_8$ is computed as the unary (because $r = 1$) vector $\Phi_i[A_8] = [\nu^{copy-sig}(\psi_{N(1)}^{(3)}[d_2])] = [\nu^{copy-sig}(h_1)] = 1$.

Finally, we use all the $t_2$-valid assignment mappings for $Q''$, $D_{N(1)}(Q)$, and each $A_j$, to determine the contributions of each association $A_j$ to the set $\Gamma_S^{(3)}(Q'', D_{N(1)}(Q))$. For instance, for the association $A_8$ we use the mapping $\theta_{Q}$ (which is the only $t_2$-valid assignment mapping for $A_8$) to construct the tuple $(a, d, 1)$ for the set $\Gamma_S^{(3)}(Q'', D_{N(1)}(Q))$.

We now illustrate the construction of the set $\Gamma_Q^{(3)}$, for the query $Q''$ and database $D_{N(1)}(Q)$, as defined in Section H.5. The set comprises all the nine associations above: $\Gamma_Q^{(3)} = \{A_1, A_2, \ldots, A_9\}$. We use Proposition H.18 to conclude that the tuples shown in the last column of the table in this example are all and the only tuples in the set $\Gamma_S^{(3)}(Q'', D_{N(1)}(Q))$ for the query and for the database.

Now we illustrate the construction of all the monomial classes, as equivalence classes of elements of the set $\Gamma_Q^{(3)}$ for the query $Q''$ and database $D_{N(1)}(Q)$, as defined in Section H.6. The classes are:

- $C^{(3)}_1 = \{A_1, A_3, A_7, A_9\}$ (for the atom-signature $[h_1, h_1]$ of $A_1, A_3, A_7, \text{and } A_9$). We have that $\Phi_1^{(3)} = [Y_1]$ and $\Phi_1^{(3)} = [1]$.
- $C^{(3)}_2 = \{A_2, A_8\}$ (for the atom-signature $[h_1, h_2]$ of $A_2$ and $A_8$). We have that $\Phi_2^{(3)} = [X_2]$ and $\Phi_2^{(3)} = [N_2]$.
- $C^{(3)}_3 = \{A_4, A_6\}$ (for the atom-signature $[h_2, h_1]$ of $A_4$ and $A_6$). We have that $\Phi_3^{(3)} = [X_2]$ and $\Phi_3^{(3)} = [N_2]$.

Each of the four monomial classes has the noncopy-signature and the copy-signature of all its constituent associations. That is, for $C^{(3)}_1$, we have above that $\Phi_1^{(3)} = [Y_1]$ and $\Phi_1^{(3)} = [1]$, and so on.

For those terms of the query $Q$ that are not copy variables, we use the mapping $\nu$ and the set $S_1$ to determine that $Dom_{Q}^{(3)}(X_1) = \{a\}$, $Dom_{Q}^{(3)}(X_2) = \{b\}$, and $Dom_{Q}^{(3)}(Y_1) = \{c, d\}$. Further, $Dom_{Q}^{(3)}(X_1) = Dom_{Q}^{(3)}(X_2) = 1$, and $Dom_{Q}^{(3)}(Y_1) = N_1$.

We now compute the multiplicity monomial for each of the four monomial classes for $Q''$ and for $D_{N(1)}(Q)$. For each of $C^{(3)}_1$ and $C^{(3)}_2$, we have that $\Pi_{C^{(3)}_1} = \Pi_{C^{(3)}_2} \equiv$ the product $\Pi_{1}^{3} = Dom_{Q}^{(3)}(Y_1) = N_1$. Further, we have that $\Pi_{C^{(3)}_1} = \Pi_{C^{(3)}_2} \equiv$ the product $\Pi_{1}^{3} = Dom_{Q}^{(3)}(Y_1) = N_1$.

Thus, the multiplicity monomial for each of $C^{(3)}_1$ and $C^{(3)}_2$ is the monomial $N_1 \times 1 = N_1$. Observe that $N_1^{(1)} = 2$ in our vector $N^{(1)} = [2, 3]$, and that the value $N_1^{(1)} = 2$ of the monomial $N_1$ for each of $C^{(3)}_1$ and $C^{(3)}_2$ is the correct count of the two tuples, $(a, c, 1)$ and $(a, d, 1)$, contributed by each of the two classes individually to the set $\Gamma_S^{(3)}(Q'', D_{N(1)}(Q))$. Note that the projection of all these tuples on $Y_1''$ (in
\(\Gamma^2_S(Q', D_{N_1}(Q))\) is exactly all the elements of the set \(\text{Dom}_{i}^{(i)}(Y_1)\); recall that \(Y_1\) is the only element of the vector \(\Phi_{\Theta}^{c_{(Q')}}\) and of the vector \(\Phi_{\Theta}^{a_{(Q')}}\). (See Proposition H.26 for the details.)

For each of \(c_3^{(Q')}\) and \(c_4^{(Q')}\), we have that \(\Pi_{\Phi_{\Theta}^{c_{(Q')}}} = \Pi_{\Phi_{\Theta}^{c_{(Q')}}}\) is the product \(\Pi_{\Phi_{\Theta}^{c_{(Q')}}} = \Pi_{\Phi_{\Theta}^{c_{(Q')}}}\) is the product \(\Pi_{\Phi_{\Theta}^{a_{(Q')}}}\).

Further, we have that \(\Pi_{\Phi_{\Theta}^{c_{(Q')}}} = \Pi_{\Phi_{\Theta}^{a_{(Q')}}}\) is the product \(\Pi_{\Phi_{\Theta}^{a_{(Q')}}}\). Thus, the multiplicity monomial for each of \(c_3^{(Q')}\) and \(c_4^{(Q')}\) is the monomial \(1 \times N_2 = N_2\).

Observe that \(N_2^{(i)} = 3\) in our vector \(\vec{N}^{(i)} = [2, 3]\), and that the value \(N_2^{(i)} = 3\) of the monomial \(N_2\) for each of \(c_3^{(Q')}\) and \(c_4^{(Q')}\) is the correct count of the three tuples, \((a, b, 1), (a, b, 2),\) and \((a, b, 3)\), contributed by each of the two classes individually to the set \(\Gamma^2_S(Q', D_{N_1}(Q))\).

Note that the only element in the projection of all these tuples on \(Y_1^{(i)}\) (in \(\Gamma^2_S(Q', D_{N_1}(Q))\)) is exactly the only element of the set \(\text{Dom}_{i}^{(i)}(X_2)\); recall that \(X_2\) is the only element of the vector \(\Pi_{\Phi_{\Theta}^{c_{(Q')}}}\) and of the vector \(\Pi_{\Phi_{\Theta}^{a_{(Q')}}}\).

(See Proposition H.26 for the details.)

For the construction of the function \(F(Q')\) from the above multiplicity monomials, please see Example H.4 (Section H.9.3).

**Construction of the Terms for \(F(Q')\)**

We now follow Sections H.4 through H.7 of the proof of Theorem 5.1, to illustrate the construction of the terms for the function \(F(Q')\) for the query \(Q\) and for the database \(D_{N_1}(Q)\) as constructed above in this example. We follow steps similar to those used in the construction of the terms for the function \(F(Q')\) for the query \(Q'\), see preceding section of this example. As a result of the steps, we obtain four monomial classes for the query \(Q\):

- **Monomial class \(C_1^{(Q)}\) has noncopy-signature \([Y_1]\) and copy-signature \([1]\); it contributes tuples \((a, c, 1)\) and \((a, d, 1)\) to the set \(\Gamma^2_S(Q, D_{N_1}(Q))\). The multiplicity monomial for \(C_1^{(Q)}\) is the term \(N_1\).
- **Monomial class \(C_2^{(Q)}\) has noncopy-signature \([Y_1]\) and copy-signature \([N_2]\); it contributes tuples \((a, c, 1), (a, c, 2), (a, c, 3), (a, d, 1), (a, d, 2),\) and \((a, d, 3)\) to the set \(\Gamma^2_S(Q, D_{N_1}(Q))\). The multiplicity monomial for \(C_2^{(Q)}\) is the term \(N_1 \times N_2\).
- **Monomial class \(C_3^{(Q)}\) has noncopy-signature \([X_2]\) and copy-signature \([1]\); it contributes tuple \((a, b, 1)\) to the set \(\Gamma^2_S(Q, D_{N_1}(Q))\). The multiplicity monomial for \(C_3^{(Q)}\) is the term 1 (i.e., constant 1).
- **Monomial class \(C_4^{(Q)}\) has noncopy-signature \([X_2]\) and copy-signature \([N_2]\); it contributes tuples \((a, b, 1), (a, b, 2),\) and \((a, b, 3)\) to the set \(\Gamma^2_S(Q, D_{N_1}(Q))\). The multiplicity monomial for \(C_4^{(Q)}\) is the term \(N_2\).

The multiplicity monomial for \(C_1^{(Q)}\) is the term \(N_2\).

For the construction of the function \(F(Q')\) from the above multiplicity monomials, please see Example H.4 (Section H.9.3).

**The Wave of Query \(Q\) w.r.t. \(\{D_{N_1}(Q)\}\)**

We now use the monomial classes of the queries \(Q\), \(Q'\), and \(Q''\) to illustrate the notion of the “wave” of CCQ query, which was introduced in Section H.7. By Definition H.10, the wave of the query \(Q\) of this example, w.r.t. the family of databases \(\{D_{N_1}(Q)\}\), is the product \(N_1 \times N_2\). By Proposition H.33, the query \(Q\) has a nonempty monomial class w.r.t. \(\{D_{N_1}(Q)\}\), specifically the monomial class \(C_2^{(Q)}\), such that the multiplicity monomial of the class \(C_2^{(Q)}\) is exactly the wave of the query \(Q\) w.r.t. \(\{D_{N_1}(Q)\}\).

Now the query \(Q'\) of this example also has a nonempty monomial class w.r.t. \(\{D_{N_1}(Q)\}\), such that the multiplicity monomial of that monomial class is the wave of the query \(Q\). (Recall that in this example we obtained the same monomial classes for \(Q'\) and for \(Q\) modulo renaming all the variables of \(Q\) into “same-name” variables of \(Q'\).) Thus, by Proposition H.34, there must exist a SCVM from the query \(Q'\) to the query \(Q\). Indeed, the same-scale covering mapping \(\mu\) of the beginning of this example is built as specified in the proof of Proposition H.34.

Finally, observe that for the query \(Q''\) of this example and for each nonempty monomial class of \(Q''\) w.r.t. \(\{D_{N_1}(Q)\}\), the multiplicity monomial of the monomial class is not the wave of the query \(Q\). Thus, Proposition H.34 does not apply. Indeed, as we showed in the beginning of this example, there does not exist a SCVM from \(Q''\) to \(Q\). Then from Theorem 5.1 we conclude that \(Q \equiv_C Q''\) does not hold for the queries \(Q\) and \(Q''\) of this example. Please see Example H.4 (Section H.9.3) for a discussion of how the database \(D_{N_1}(Q)\) constructed earlier here (in Example H.3) is a counterexample database for \(Q \equiv_C Q''\). In addition, for the wave \(P_q^{(Q)} = N_1 \times N_2\) of the query \(Q\) w.r.t. \(\{D_{N_1}(Q)\}\), Example H.4 points out the presence of the monomial \(P_q^{(Q)}\) in the functions \(F(Q)\) and \(F(Q')\), for the queries \(Q\) and \(Q'\) of this example, and also points
out the absence of the monomial $p_{r}^{Q^\prime}$ in the function $F_{(Q)}^{Q^\prime}$, for the query $Q''$ of this example.  

### H.9 Putting Together the Function $F_{(Q)}^{Q^\prime}$

In this section we define the function $F_{(Q)}^{Q^\prime}$ outlined in the beginning of Section H.6. The only entities that we use to specify the function $F_{(Q)}^{Q^\prime}$ are (a) the multiplicity monomials defined in Section H.6, and (b) the noncopy-signatures and the copy-signatures of the monomial classes introduced in Section H.6. Recall that each of the multiplicity monomials, as well as each of the copy-signatures, is in terms of the variables in the vector $N$; we will show in this section how to “convert” the noncopy-signatures into collections of variables in the vector $N$.

In this section we specify the function $F_{(Q)}^{Q^\prime}$ for an arbitrary CCQ query $Q$, for the family $\{D_{N^{(i)}}(Q)\}$ of databases defined using $Q$ (as outlined in Section H.3), and for an arbitrary CCQ query $Q''$ that satisfies the restrictions (w.r.t. the query $Q$) of Section H.2.

### 9.1 Notation, Definitions, Basic Results

For CCQ queries $Q$ and $Q''$ satisfying the requirements of Section H.2, suppose that $Q$ and $Q''$ are also such that (as discussed in the beginning of Section H.6) the set of all nonempty monomial classes for $Q''$ and for the family of databases $\{D_{N^{(i)}}(Q)\}$ is not empty. That is, suppose that $\{C_{1}^{Q''}, \ldots, C_{n^{*}}^{Q''}\}$ is the set of all nonempty monomial classes for $Q''$ and for $\{D_{N^{(i)}}(Q)\}$, with $n^{*} \geq 1$.

We begin the exposition by making a few straightforward observations. Recall the notation $\Gamma^{(i)}[C_{i}^{Q''}]$ of Section H.6. Then the following proposition is immediate from Proposition H.26, for the cases where $n^{*} \geq 2$.

**Proposition H.35.** Given CCQ queries $Q$ and $Q''$, suppose that the set $\mathcal{C}[Q''] = \{C_{1}^{Q''}, \ldots, C_{n^{*}}^{Q''}\}$ of all nonempty monomial classes for $Q''$ and for the family of databases $\{D_{N^{(i)}}(Q)\}$ has $n^{*} \geq 2$ elements. Further, let $C_{n}^{Q''}$ and $C_{p}^{Q''}$, for some $n, p \in \{1, \ldots, n^{*}\}$, be two monomial classes in the set $\mathcal{C}[Q'']$, such that the noncopy-signatures of $C_{n}^{Q''}$ and of $C_{p}^{Q''}$ are not identical vectors. Then for each $i \in N_{+}$, we have that $\Gamma^{(i)}[C_{n}^{Q''}] \cap \Gamma^{(i)}[C_{p}^{Q''}] = \emptyset$.  

For the other observations in this subsection, we will need the following notation. For an arbitrary monomial class $C_{n}^{Q''} \neq \emptyset$, $n \in \{1, \ldots, n^{*}\}$, in case $r \geq 1$, we denote the elements of the copy-signature vector $\Phi_{c}[C_{n}^{Q''}]$ as $[V_{j1[n]}, \ldots, V_{jr[n]}]$. Recall that, by definition of copy-signature, for each $k \in \{1, \ldots, r\}$ we have that $V_{jk[n]} \in \{1, N_{m+1}, \ldots, N_{m+w}\}$, where the $N$-values are variables in the vector $N$. (In case $r = 0$, $\Phi_{c}[C_{n}^{Q''}]$ is the empty vector by definition.)

**Definition H.11.** *(Unconditional dominance for monomial classes)* Let $C_{n}^{Q''}$ and $C_{p}^{Q''}$ be two (not necessarily distinct) monomial classes in the set $\{C_{n}^{Q''}, \ldots, C_{p}^{Q''}\}$. (That is, $n, p \in \{1, \ldots, n^{*}\}$.) Further, let $C_{n}^{Q''}$ and $C_{p}^{Q''}$ have the same noncopy-signature. Then we say that monomial class $C_{n}^{Q''}$ unconditionally dominates monomial class $C_{p}^{Q''}$ if:

- We have the case $r = 0$; or
- We have the case $r \geq 1$, and for the pair $(V_{jk[n]}, V_{jk[n]})$ for each $k \in \{1, \ldots, r\}$, we have that either $V_{jk[p]} = 1$, or $V_{jk[p]} = V_{jk[n]}$.

We observe that the unconditional-dominance relation is reflexive by definition.

The following important property of unconditional-dominance holds by the results of Section H.6.

**Proposition H.36.** Let $C_{n}^{Q''}$ and $C_{p}^{Q''}$ be two monomial classes in the set $\{C_{1}^{Q''}, \ldots, C_{n^{*}}^{Q''}\}$. (That is, $n, p \in \{1, \ldots, n^{*}\}$.) Suppose that $C_{n}^{Q''}$ unconditionally dominates $C_{p}^{Q''}$. Then for each $i \in N_{+}$, we have that $\Gamma^{(i)}[C_{p}^{Q''}] \subseteq \Gamma^{(i)}[C_{n}^{Q''}]$.

The following result is immediate from Definition H.11.

**Proposition H.37.** Let $C_{n}^{Q''}$ and $C_{p}^{Q''}$ be two monomial classes in the set $\{C_{1}^{Q''}, \ldots, C_{n^{*}}^{Q''}\}$. (That is, $n, p \in \{1, \ldots, n^{*}\}$.) Further, let $C_{n}^{Q''}$ and $C_{p}^{Q''}$ have the same noncopy-signature. Then we have that (i) $C_{n}^{Q''}$ unconditionally dominates $C_{p}^{Q''}$ and $C_{p}^{Q''}$ unconditionally dominates $C_{n}^{Q''}$, if and only if (ii) $C_{n}^{Q''}$ and $C_{p}^{Q''}$ have the same copy-signature.

From reflexivity of unconditional-dominance and from Propositions H.36 and H.37, we obtain the following result.

**Proposition H.38.** Let $C_{n}^{Q''}$ and $C_{p}^{Q''}$ be two monomial classes in the set $\{C_{1}^{Q''}, \ldots, C_{n^{*}}^{Q''}\}$. (That is, $n, p \in \{1, \ldots, n^{*}\}$.) Further, let $C_{n}^{Q''}$ and $C_{p}^{Q''}$ have the same noncopy-signature and the same copy-signature. Then for each $i \in N_{+}$, we have that $\Gamma^{(i)}[C_{p}^{Q''}] = \Gamma^{(i)}[C_{n}^{Q''}]$.

In Example H.3 in Section H.8, monomial class $C_{1}^{Q''}$ unconditionally dominates a nonidentical \(^{12}\) (to $C_{1}^{Q''}$) monomial class $C_{2}^{Q''}$, and vice versa (that is, monomial class $C_{2}^{Q''}$ unconditionally dominates monomial class $C_{1}^{Q''}$). Similarly, monomial class $C_{3}^{Q''}$ of the same example unconditionally dominates a nonidentical (to $C_{3}^{Q''}$) monomial class $C_{4}^{Q''}$, and vice versa.

We now outline an algorithm template that we call **removal of duplicate monomial classes**. The input is the set $\{C_{1}^{Q''}, \ldots, C_{n^{*}}^{Q''}\}$, $n^{*} \geq 1$, for CCQ query $Q''$ and for family of databases $\{D_{N^{(i)}}(Q)\}$; the output is a subset (denoted by $\mathcal{C}(Q'')$) of the input. The algorithm template involves three steps:

\(^{12}\)Recall (see Section H.6) that the identity of a monomial class is determined by its atom-signature.
(1) Partition all elements of the set \( \{ c_1^{(Q''_1)}, \ldots, c_n^{(Q''_n)} \} \) into equivalence classes, where two distinct (in case \( n^* \geq 2 \)) monomial classes \( c_n^{(Q''_n)} \) and \( c_p^{(Q''_p)} \), for \( n \neq p \in \{1, \ldots, n^* \} \), belong to the same equivalence class if and only if \( c_n^{(Q''_n)} \) and \( c_p^{(Q''_p)} \) have identical noncopy-signatures and identical copy-signatures.

(2) Use an arbitrary algorithm, call it \( \text{Choose-Representative-Element} \), to choose one element of each of the equivalence classes as the representative element of the equivalence class.

(3) Return the set \( C(Q'') \) of representative elements (only) of all of the equivalence classes of the set \( \{ c_1^{(Q''_1)}, \ldots, c_n^{(Q''_n)} \} \).

A specific algorithm instantiating the algorithm template \( \text{Removal of duplicate monomial classes} \) is obtained by specifying the algorithm \( \text{Choose-Representative-Element} \). Observe that \( C(Q'') \neq \emptyset \) for all nonempty inputs to \( \text{Removal of duplicate monomial classes} \) and for all choices of the algorithm \( \text{Choose-Representative-Element} \).

Clearly, in general, the contents of the set \( C(Q'') \) depend on the algorithm, \( \text{Choose-Representative-Element} \), for choosing the representative element of each equivalence class, within the algorithm template \( \text{Removal of duplicate monomial classes} \). (For instance, given as input the four monomial classes of Example H.3 in Section H.8, the algorithm template could produce four different outputs.) At the same time, the following two results, Propositions H.39 and H.40, hold regardless of the choice of the algorithm \( \text{Choose-Representative-Element} \) when instantiating the algorithm template \( \text{Removal of duplicate monomial classes} \).

**Proposition H.39.** Given the set \( C(Q'') \) of all nonempty monomial classes for CCQ query \( Q'' \) and for family of databases \( \{ D_{\bar{N}^i_1}(Q) \}_{i \in \mathbb{N}} \), and given an algorithm \( \text{Choose-Representative-Element} \) to instantiate the algorithm template \( \text{Removal of duplicate monomial classes} \), then for the output \( C(Q'') \) of the resulting algorithm given the input \( C(Q'') \), the following two facts hold:

(i) For each pair \( (e_1, e_2) \) of distinct (i.e., \( e_1 \neq e_2 \)) elements of the set \( C(Q'') \), \( e_1 \) and \( e_2 \) either have different noncopy-signatures or have different copy-signatures; and

(ii) For all \( i \in \mathbb{N}_+ \), we have that:

\[
\bigcup_{c \in C(Q'')} \Gamma^{(i)}[c] = \bigcup_{c' \in C(Q'')} \Gamma^{(i)}[c'].
\]

Proposition H.39 is immediate from Proposition H.38 and from the construction of the algorithm template \( \text{Removal of duplicate monomial classes} \).

In the next result, Proposition H.40, we denote by \( |S| \) the cardinality of set \( S \). Proposition H.40 holds by construction of the algorithm template \( \text{Removal of duplicate monomial classes} \).

**Proposition H.40.** Let \( C(Q'') \) be the set of all nonempty monomial classes for CCQ query \( Q'' \) and for family of databases \( \{ D_{\bar{N}^i_1}(Q) \}_{i \in \mathbb{N}} \). Let \( a_1 \) and \( a_2 \) be two instantiations of the algorithm template \( \text{Removal of duplicate monomial classes} \), where \( a_1 \) and \( a_2 \) may use different ways of choosing the representative element of each equivalence class generated by the algorithm. Let \( C_j(Q'') \) be the output of algorithm \( a_j \) on the input \( C(Q'') \), for \( j \in \{1, 2\} \). Further, let \( C^{*\text{condom}}(Q'') \) be the result of dropping unconditionally-dominated monomial classes from the set \( C_j(Q'') \), for \( j \in \{1, 2\} \). Then for all \( i \in \mathbb{N}_+ \), we have that:

\[
\bigcup_{c \in C(Q'')} \Gamma^{(i)}[c] = \bigcup_{c' \in C^{*\text{condom}}(Q'')} \Gamma^{(i)}[c']
\]

\[
= \bigcup_{c'' \in C^{*\text{condom}}(Q'')} \Gamma^{(i)}[c''].
\]

As a result of Proposition H.41, for our purpose (of constructing a function that would return the multiplicity of the tuple \( t_Q'' \) in the bag \( \text{Res}_{C'}(Q'', D_{\bar{N}^i_1}(Q)) \)) we we
can refer to each set \( \mathbb{C}_{\text{nondom}}(Q'') \) as the set \( \mathbb{C}_{\text{nondom}}(Q'') \) for the set of all nonempty monomial classes for CCQ query \( Q'' \) and for family of databases \( \{D_{N(i)}(Q')\} \), regardless of the identity of the exact set \( C(Q'') \) as discussed above.

**H.9.2 The Easy Case of Constructing \( F_{(Q)}^{(Q'')} \)**

The following observation lets us finalize the construction of the function \( F_{(Q)}^{(Q'')} \) for the case where all elements of the set \( \mathbb{C}_{\text{nondom}}(Q'') \) have different noncopy-signatures. In this case, we have that the function \( F_{(Q)}^{(Q'')} \) is always a multivariate polynomial in terms of the variables in the vector \( \bar{N} \) and with integer coefficients, on the entire domain \( N \) of the function. The result of Proposition H.42 is immediate from Propositions H.35, H.39, and H.40. For the definition of multiplicity monomial for monomial class, see Section H.6.3.

**PROPOSITION H.42.** Given the set \( \mathbb{C}_{\text{nondom}}(Q'') \) for a CCQ query \( Q'' \) and for a family of databases \( \{D_{N(i)}(Q')\} \), such that the elements of the set \( \mathbb{C}_{\text{nondom}}(Q'') \) have \( \mathbb{C}_{\text{nondom}}(Q'') \) distinct noncopy-signatures. Then, for each \( i \in \mathbb{N}_+ \), the cardinality of the set \( \Gamma_{S}^{(i)}(Q'', D_{N(i)}(Q')) \), can be computed exactly, by substituting the values in the vector \( N(i) \) (specifically value \( N(i) \) as value of variable \( N_j \), for each \( j \in \{1, \ldots, m + w\} \)) into the formula

\[
\Sigma_{C \in \mathbb{C}_{\text{nondom}}(Q'')} M[C]
\]

where \( M[C] \) is the multiplicity monomial of monomial class \( C \).

That is, under the conditions of Proposition H.42, the function \( F_{(Q)}^{(Q'')} \) is given by the formula

\[
\Sigma_{C \in \mathbb{C}_{\text{nondom}}(Q'')} M[C]
\]

in the Proposition.

For instance, if we choose the set \( \{C_1(Q''), C_2(Q'')\} \) as the set \( \mathbb{C}_{\text{nondom}}(Q'') \) for Example H.3 in Section H.8, then, for query \( Q'' \) of the Example, the function \( F_{(Q)}^{(Q'')} \) is the following multivariate polynomial in terms of the variables in the vector \( \bar{N} \): \( F_{(Q)}^{(Q'')} = N_1 + N_2 \). For the vector \( \bar{N}(i) \) of Example H.3, \( F_{(Q)}^{(Q'')} \) returns the correct multiplicity, 5, of the tuple \( t_Q = (a) \) in the bag \( \text{Res}_{\mathbb{C}'}(Q'', D_{N(i)}(Q')) \). (For the details, see Example H.4 in Section H.9.3.)

**COROLLARY H.1.** In case \( r \leq 1 \), given a CCQ query \( Q' \) and a family of databases \( \{D_{N(i)}(Q')\} \). Then, for each \( i \in \mathbb{N}_+ \), the cardinality of the set \( \Gamma_{S}^{(i)}(Q', D_{N(i)}(Q')) \), can be computed exactly, by substituting the values in the vector \( N(i) \) (specifically value \( N(i) \) as value of variable \( N_j \), for each \( j \in \{1, \ldots, m + w\} \)) into the formula

\[
\Sigma_{C \in \mathbb{C}_{\text{nondom}}(Q'')} M[C]
\]

where \( M[C] \) is the multiplicity monomial of monomial class \( C \).

**Proof.** (sketch) The reason that Corollary H.1 of Proposition H.42 holds is that in case \( r \leq 1 \), either \( r = 0 \) holds and then the copy-signature of each monomial class for \( Q'' \) is an empty vector, or \( r = 1 \) holds and then the copy-signature of each monomial class for \( Q'' \) is either the vector \( [1] \) or the vector \( [N] \), for exactly one variable name \( N \) across all the copy-signatures. Then the unconditional-dominance relation of Definition H.11 holds for each pair of the monomial classes for the query \( Q'' \) such that the classes in the pair have the same noncopy-signature, and hence all elements of the set \( \mathbb{C}_{\text{nondom}}(Q'') \) have different noncopy-signatures. \( \square \)

Observe that it is not obvious how to generalize the statement of Corollary H.1 to the case \( r \geq 2 \). Indeed, even when \( w \leq 1 \) (and hence we still have exactly one variable name \( N \) as the only possible variable across all the noncopy-signatures), the case \( r = 2 \) already presents us with the (theoretical) possibility where two monomial classes for \( Q'' \), with the same noncopy-signature, might have respective copy-signatures \([1, N]\) and \([N, 1]\), for which unconditional-dominance does not hold in either direction.

**H.9.3 Illustration**

In this subsection we build on Example H.3 (of Section H.8), to show the construction of the functions \( F_{(Q)}^{(Q'')}, F_{(Q)}^{(Q')} \), and \( F_{(Q)}^{(Q''')} \), for the three queries of Example H.3 and for the database constructed in Example H.3. We also show how that database is a counterexample to \( Q \equiv C Q'' \), for the queries \( Q \) and \( Q'' \) of Example H.3. Finally, we continue our discussion (started in Example H.3) of “the wave of” the query \( Q \), and explore the relationship between that entity and the multivariate polynomials for \( F_{(Q)}^{(Q')}, F_{(Q)}^{(Q')} \), and \( F_{(Q)}^{(Q'')} \).

**EXAMPLE H.4.** Recall the queries \( Q \), \( Q' \), and \( Q'' \) of Example H.3 (of Section H.8). Recall also the database \( D_{N(i)}(Q') \) that we constructed in Example H.3 for the query \( Q \). In this example we build functions \( F_{(Q)}^{(Q')}, F_{(Q')}^{(Q')} \), and \( F_{(Q''')}^{(Q'')} \), for the three queries \( Q, Q' \), and \( Q'' \) and for the database \( D_{N(i)}(Q') \). We also show how the database \( D_{N(i)}(Q') \) is a counterexample to \( Q \equiv C Q'' \). Finally, we continue our discussion (started in Example H.3) of “the wave of” the query \( Q \), and explore the relationship between that entity and the multivariate polynomials for \( F_{(Q)}^{(Q')}, F_{(Q')}^{(Q')} \), and \( F_{(Q''')}^{(Q'')} \).

**Construction of Function \( F_{(Q)} \).**

For the query \( Q \) and database \( D_{N(i)}(Q') \), we came up in Example H.3 with four monomial classes \( C_1(Q') \), \( C_2(Q') \), \( C_3(Q') \), and \( C_4(Q') \). By Definition H.11, monomial class \( C_2(Q) \) unconditionally-dominates monomial class \( C_1(Q) \).

The reason is, \( C_1(Q) \) and \( C_2(Q) \) have identical noncopy-signatures, the copy-signature of the monomial class \( C_1(Q) \) is \([1]\), and the copy-signature of the monomial class \( C_2(Q) \) is \([N_2]\). (See Section H.9.1 for further details on \( \square \))
unconditional-dominance.) Similarly, monomial class 
\( c_4^{(Q)} \) unconditionally-dominates monomial class 
\( c_3^{(Q)} \).

Thus, the set \( \{c_2^{(Q)}, c_4^{(Q)}\} \) is the set \( \mathbb{C}^{\text{non}}(Q) \) as defined in Section H.9.1.

Then, by Proposition H.42, the function \( \mathcal{F}_{\mathcal{Q}}^{(Q)} \) is the following multivariate polynomial in terms of the variables in the vector \( N: \mathcal{F}_{\mathcal{Q}}^{(Q)} = N_1 \times N_2 + N_2 \). For the vector \( N^{(i)} = [2 \ 3] \) that we fixed in Example H.3, \( \mathcal{F}_{\mathcal{Q}}^{(Q)} \) returns the correct multiplicity, 9, of the tuple \( t_Q = (a) \) in the bag \( \text{Res}_C(Q, D_{N^{(i)}}(Q)) \).

### Construction of Function \( \mathcal{F}_{\mathcal{Q}}^{(Q')} \)

For the query \( Q' \) and database \( D_{N^{(i)}}(Q) \) of Example H.3, we use the reasoning similar to that for constructing the function \( \mathcal{F}_{\mathcal{Q}}^{(Q)} \) earlier in this example, to obtain the function \( \mathcal{F}_{\mathcal{Q}}^{(Q')} = N_1 \times N_2 + N_2 \). As the multivariate polynomials \( \mathcal{F}_{\mathcal{Q}}^{(Q)} \) and \( \mathcal{F}_{\mathcal{Q}}^{(Q')} \) are identical to each other, they output the same answer for each \( N^{(i)} \in N \).

### Construction of Function \( \mathcal{F}_{\mathcal{Q}}^{(Q'')} \)

For the query \( Q'' \) and database \( D_{N^{(i)}}(Q) \), we came up in Example H.3 with four monomial classes \( c_1^{(Q'')} \), \( c_2^{(Q'')} \), \( c_3^{(Q'')} \), and \( c_4^{(Q'')} \). By Definition H.11, monomial classes \( c_1^{(Q'')} \) and \( c_2^{(Q'')} \) unconditionally-dominate each other. (The reason is, \( c_1^{(Q'')} \) and \( c_2^{(Q'')} \) have identical noncopy-signatures, and have identical copy-signatures.) Similarly, monomial classes \( c_3^{(Q'')} \) and \( c_4^{(Q'')} \) unconditionally-dominate each other. Suppose that we choose the set \( \{c_1^{(Q'')}, c_3^{(Q'')}\} \) as the set \( \mathbb{C}^{\text{non}}(Q'') \) as defined in Section H.9.1. (See Section H.9.1 for the discussion of possible choices for the set \( \mathbb{C}^{\text{non}}(Q'') \).)

Then, by Proposition H.42, the function \( \mathcal{F}_{\mathcal{Q}}^{(Q'')} \) is the following multivariate polynomial in terms of the variables in the vector \( N: \mathcal{F}_{\mathcal{Q}}^{(Q'')} = N_1 + N_2 \). For the vector \( N^{(i)} = [2 \ 3] \) that we fixed in Example H.3, \( \mathcal{F}_{\mathcal{Q}}^{(Q'')} \) returns the correct multiplicity, 5, of the tuple \( t_Q = (a) \) in the bag \( \text{Res}_C(Q'', D_{N^{(i)}}(Q)) \).

### Database \( D_{N^{(i)}}(Q) \) Is a Counterexample to \( Q \equiv_C Q'' \)

From the different sizes of the sets \( \text{Res}_S(Q, D_{N^{(i)}}(Q)) \) and \( \text{Res}_S(Q'', D_{N^{(i)}}(Q)) \) on the database \( D_{N^{(i)}}(Q) \), as discussed earlier in this example, we have that the database \( D_{N^{(i)}}(Q) \) is a counterexample to \( Q \equiv_C Q'' \).

### The Wave of \( Q \) in the Functions \( \mathcal{F}_{\mathcal{Q}}^{(Q)} \), \( \mathcal{F}_{\mathcal{Q}}^{(Q')} \), \( \mathcal{F}_{\mathcal{Q}}^{(Q'')} \)

Recall from Example H.3 (Section H.8) our discussion of “the wave of” the query \( Q \) of that example. By Definition H.10, the wave of that query \( Q \) w.r.t. the family of databases \( \{D_{N^{(i)}}(Q)\} \) is the monomial \( N_1 \times N_2 \).

For the queries \( Q' \) and \( Q'' \) as given in this example (and, with respectively identical definitions, in Example H.3), we now contrast the functions \( \mathcal{F}_{\mathcal{Q}}^{(Q)} \) and \( \mathcal{F}_{\mathcal{Q}}^{(Q')} \), on the one hand, with the function \( \mathcal{F}_{\mathcal{Q}}^{(Q'')} \), on the other hand. Recall that \( \mathcal{F}_{\mathcal{Q}}^{(Q)} = \mathcal{F}_{\mathcal{Q}}^{(Q')} = N_1 \times N_2 + N_2 \). Observe that each of \( \mathcal{F}_{\mathcal{Q}}^{(Q)} \) and \( \mathcal{F}_{\mathcal{Q}}^{(Q')} \) has a term that is exactly the wave of the query \( Q \) (w.r.t. \( \{D_{N^{(i)}}(Q)\} \)), that is the term \( N_1 \times N_2 \). In contrast, the function \( \mathcal{F}_{\mathcal{Q}}^{(Q'')} = N_1 + N_2 \) clearly does not have a term that is the wave \( N_1 \times N_2 \) of the query \( Q \) w.r.t. \( \{D_{N^{(i)}}(Q)\} \).

### H.9.4 Beyond the Easy Case: Example

In this subsection we exhibit a CCQ query \( Q \), such that the function \( \mathcal{F}_{\mathcal{Q}}^{(Q)} \), w.r.t. the family of databases \( \{D_{N^{(i)}}(Q)\} \), cannot be computed using the results of Section H.9.2, specifically using Proposition H.42. This example motivates the development, in Section H.9.5, of a more general (as compared to that of Section H.9.2) approach toward constructing the function \( \mathcal{F}_{\mathcal{Q}}^{(Q)} \) for CCQ query \( Q'' \) and family of databases \( \{D_{N^{(i)}}(Q)\} \).

**EXAMPLE H.5.** Let CCQ query \( Q \) be as follows.

\[
Q(X_1) = r(X_1, Y_1, Y_2, X_2, X_3), r(X_1, Y_1, Y_2, X_3, X_4),
\{Y_1, Y_2, Y_3, Y_4\}.
\]

### Toward Constructing Function \( \mathcal{F}_{\mathcal{Q}}^{(Q)} \) for the Databases \( \{D_{N^{(i)}}(Q)\} \)

We show how to develop a database in the family of databases \( \{D_{N^{(i)}}(Q)\} \), for the query \( Q \), and start constructing function \( \mathcal{F}_{\mathcal{Q}}^{(Q)} \) w.r.t. the databases in the family. (See Example H.6 for the completion of the construction.)

We begin by following Section H.3 of the proof of Theorem 5.1. Fix an \( i \in \mathbb{N}_+ \). Let the vector \( N^{(i)} \), for this fixed \( i \), of values of the variables in the vector \( N = [N_1, N_2, N_3, N_4] \), be \( N^{(i)} = [1 \ 2 \ 3 \ 5] \). Here, each \( N_j \) in \( N \) is generated for the variable \( Y_j \) of \( Q \), for \( j \in \{1, 2, 3, 4\} \). We use \( v_0(X_1) = a \) (hence \( t_Q = (a) \)), \( v_0(X_2) = b \), and \( v_0(X_3) = c \). Let \( S_1^{(i)} = \{\} \), and let \( S_2^{(i)} = \{f, g\} \). These setting generate, for the fixed \( i \), the database \( D_{N^{(i)}}(Q) = \{r(a, e, f, b; 3), r(a, e, g, b; 3), r(a, e, f, c; 5), r(a, e, g, c; 5)\} \). We will refer to the ground atoms in the set \( D_{N^{(i)}}(Q) \), from left to right, as \( d_1 \) through \( d_4 \). Denote by \( h_1 \) the first subgoal of the query \( Q \), and by \( h_2 \) its second subgoal. By construction of \( D_{N^{(i)}}(Q) \), we have that \( \psi_{N^{(i)}}^{\text{gen}}(Q)[d_1] = \psi_{N^{(i)}}^{\text{gen}}(Q)[d_2] = h_1 \), and that \( \psi_{N^{(i)}}^{\text{gen}}(Q)[d_3] = \psi_{N^{(i)}}^{\text{gen}}(Q)[d_4] = h_2 \).

We now follow Sections H.4 through H.9.4 of the proof of Theorem 5.1, to construct the monomial classes for the function \( \mathcal{F}_{\mathcal{Q}}^{(Q)} \), for the query \( Q \), and the database \( D_{N^{(i)}}(Q) \) as generated above in this example. As a result of the construction steps\(^{15} \), we obtain four monomial classes for the query \( Q \):

\(^{15}\) These steps are outlined in significant detail in Exam-
Monomial class $C_i^{(Q)}$ has noncopy-signature $[Y_1 Y_2]$ and copy-signature $[N_3 N_3]$; it contributes to the set $\Gamma_{S}^{(Q)} (Q, D_{N(i)}^{(Q)})$, with columns (from left to right) $X_1 Y_1 Y_2 Y_3 Y_4$, nine tuples $(a, e, f, 1, 1)$ through $(a, e, f, 3, 3)$ (that is, tuples $(a, e, f, 1, 1)$, $(a, e, f, 1, 2)$, $(a, e, f, 1, 3)$, $(a, e, f, 2, 1)$, ..., $(a, e, f, 3, 2)$, $(a, e, f, 3, 3)$), as well as nine tuples $(a, e, g, 1, 1)$ through $(a, e, g, 3, 3)$.

Monomial class $C_{i}^{(Q)}$ has noncopy-signature $[Y_1 Y_2]$ and copy-signature $[N_4 N_4]$; it contributes to the set $\Gamma_{S}^{(Q)} (Q, D_{N(i)}^{(Q)})$ fifteen tuples $(a, e, f, 1, 1)$ through $(a, e, f, 3, 5)$, as well as fifteen tuples $(a, e, g, 1, 1)$ through $(a, e, g, 3, 5)$.

Monomial class $C_{i}^{(Q)}$ has noncopy-signature $[Y_1 Y_2]$ and copy-signature $[N_{i} N_{i}]$; it contributes to the set $\Gamma_{S}^{(Q)} (Q, D_{N(i)}^{(Q)})$ twenty five tuples $(a, e, f, 1, 1)$ through $(a, e, f, 5, 5)$, as well as twenty five tuples $(a, e, g, 1, 1)$ through $(a, e, g, 5, 5)$.

While all four of the above monomial classes have the same noncopy-signature, none of the classes unconditionally dominates (see Definition H.11) any other monomial class in the set $\{C_{1}^{(Q)}, C_{2}^{(Q)}, C_{3}^{(Q)}, C_{4}^{(Q)}\}$. □

H.9.5 The General Case of Constructing $\mathcal{F}^{(Q)}(Q)$

In this subsection we address the construction of the function $\mathcal{F}^{(Q)}(Q)$ for the general case, as opposed to the case considered in Section H.9.2. That is, we introduce an approach to computing, for a query $Q''$ and database $D_{N(i)}^{(Q)}$, the cardinality of the set $\Gamma_{S}^{(Q''}, D_{N(i)}^{(Q)})$ – and therefore the multiplicity of the tuple $t_{i}^{Q''}$ in the bag $Res_{C}(Q'', D_{N(i)}^{(Q)})$ – for those cases where at least two distinct elements of the set $C_{\text{nonrandom}}^{(Q''})$ could have the same noncopy-signature. The approach introduced in this subsection is applicable to constructing the function $\mathcal{F}^{(Q''})$ for all cases, including the special case of Section H.9.2.

Consider Example H.5 of Section H.9.4: For the CCQ query $Q$ and for the family of databases $\{D_{N(i)}^{(Q)}\}$ of the example, the set $C(Q) = \{C_{1}^{(Q)}, C_{2}^{(Q)}, C_{3}^{(Q)}, C_{4}^{(Q)}\}$ has four monomial classes with the same noncopy-signature $[Y_1 Y_2]$ and with the respective copy-signatures $[N_3 N_3]$, $[N_4 N_4]$, $[N_3 N_4]$, and $[N_3 N_4]$. Clearly, no unconditional-dominance of Definition H.11 holds for any pair of monomial classes in the set $C(Q)$. Hence the set $C_{\text{nonrandom}}^{(Q)}$ (see Section H.9.1) is the set $C(Q)$. Further, as the set $C_{\text{nonrandom}}^{(Q)}$ does not satisfy the conditions of Proposition H.42, the function $\mathcal{F}^{(Q)}(Q)$ for the example cannot be constructed using Proposition H.42. Indeed, it is easy to see that $\mathcal{F}^{(Q)}(Q)$ for Example H.5 is not the sum of the multiplicity monomials for the elements of the above set $C_{\text{nonrandom}}^{(Q)}$. Specifically, Example H.5 shows that w.r.t. the fixed database $D_{N(i)}^{(Q)}$ used in the example, each element of the set $C_{\text{nonrandom}}^{(Q)}$ contributes to the set $\Gamma_{S}^{(Q)}(Q, D_{N(i)}^{(Q)})$ the same tuple $(a, e, f, 1, 1)$.

We summarize that the problem with the general case considered in this subsection is that the multiplicity of the tuples contributed to the set $\Gamma_{S}^{(Q)}(\ldots)$, by distinct monomial classes for the query in question, cannot always be added up to obtain the correct total contribution of the classes to that set. At the same time, we know from Proposition H.25 that for each $i \in \mathbb{N}_{+}$, the size of the set $\Gamma_{S}^{(Q)}(Q'', D_{N(i)}^{(Q)})$ is the size of the union $\bigcup_{j=1}^{n} \Gamma_{i}^{(Q)}(C_{j}^{(Q''})$, over all the nonempty monomial classes $C_{1}^{(Q''}), \ldots, C_{n}^{(Q''})$ for the query $Q''$ w.r.t. the family of databases $\{D_{N(i)}^{(Q)}\}$. Also we know, from Proposition H.35, that for each pair $(C_{i}^{(Q''}), C_{j}^{(Q''})$ of distinct monomial classes among $C_{1}^{(Q''}), \ldots, C_{n}^{(Q''})$, such that $C_{i}^{(Q''})$ and $C_{j}^{(Q''})$ have distinct noncopy-signatures, it holds that the intersection of the sets $\Gamma_{i}^{(Q)}(C_{i}^{(Q''})$ and $\Gamma_{i}^{(Q)}(C_{j}^{(Q''})$ is empty for each $i \in \mathbb{N}_{+}$. Thus, to obtain the function $\mathcal{F}^{(Q''})$ for the general case, it remains to consider the (perhaps nonempty) intersections of the sets $\Gamma_{i}^{(Q)}(C_{i}^{(Q''})$ and $\Gamma_{i}^{(Q)}(C_{j}^{(Q''})$ only for those pairs $(C_{i}^{(Q''}), C_{j}^{(Q''})$ where $C_{i}^{(Q''})$ and $C_{j}^{(Q''})$ have the same noncopy-signature.

Thus, the two last missing links in (finally) constructing the function $\mathcal{F}^{(Q)}(Q)$ for the general case, are based on the following two results, Propositions H.43 and H.44. Example H.6 in Section H.9.6 provides an illustration of the construction of the function $\mathcal{F}^{(Q)}(Q)$ for the query $Q$ and for the database of Example H.5 in Section H.9.4.

**PROPOSITION H.43.** Suppose the monomial classes in the set $C(Q') = \{C_{1}^{(Q')}, \ldots, C_{n}^{(Q')}\}$ are indexed (by 1, 2, \ldots, $n$*) in such a way that for all triples $(C_{j_{1}}^{(Q')}, C_{j_{2}}^{(Q')}, C_{j_{3}}^{(Q')})$, with $1 \leq j_{1} < j_{2} < j_{3} \leq n^*$, it cannot be that (a) $C_{j_{1}}^{(Q')}$ and $C_{j_{3}}^{(Q')}$ have the same noncopy signature, and (b) $C_{j_{1}}^{(Q')}$ and $C_{j_{2}}^{(Q')}$ have different noncopy signatures. Further, let $n \in \{1, \ldots, n^*\}$ be such that $n$ is the number of distinct noncopy signatures of all the elements of the set $C(Q')$. Finally, let $k_{0} = 0$ and, for this value of $n$, let $1 \leq k_{1} < k_{2} < \ldots < k_{n} = n^*$ be such that for each $j \in \{1, 2, \ldots, n\}$, all monomial classes $C_{k_{j-1}+1}^{(Q')}$, $C_{k_{j-1}+2}^{(Q')}, \ldots, C_{k_{j}}^{(Q')}$ have the same noncopy signature.\(^{16}\)

\(^{16}\)All of the above conditions together just say that the elements of the set $C(Q')$ are indexed in such a way that, in the sequence $C_{1}^{(Q')}, \ldots, C_{n}^{(Q')}$, we first have all the monomial classes with some noncopy-signature $N_{S_{1}}$, then all the monomial classes with a different noncopy-signature $N_{S_{2}}$, and so on. That is, for each noncopy-signature, $N_{S}$, of at least one element of the set $C(Q')$, all monomial classes in
Let \( i \in \mathbb{N}_+ \). Then the cardinality of the set \( \Gamma^{(i)}(Q^n, D_S^{(i)}(Q)) \) is given exactly as the sum
\[
\sum_{j=0}^{n-1} \left| \bigcup_{l=1}^{(k_j+1)-(k_j)} \Gamma^{(i)}[c_{(k_j+l)}^{(Q^n)}] \right|.
\]

(Here, each \( c_{(k_j+l)}^{(Q^n)} \) referenced in the formula is an element of the set \( C[Q^n] = \{ c_{1}^{(Q^n)}, \ldots, c_{n}^{(Q^n)} \}. \) \)

As usual, we denote by \( |S| \) the cardinality of the set \( S \). The result of Proposition H.43 is immediate from Propositions H.25 and H.35.

Now we will be able to compute correctly the function \( F^{(Q^n)}_{(Q)} \) for each \( i \in \mathbb{N}_+ \), as soon as we are able to evaluate the formulas of the form
\[
| (k_{j+1}) - (k_j) | \sum_{l=1}^{k_{j+1}} \Gamma^{(i)}[c_{(k_j+l)}^{(Q^n)}],
\]
(2)
as introduced in Proposition H.43. We compute the value of such formulas using the basic inclusion-exclusion principle for computing the cardinality of the union of several sets. All that the inclusion-exclusion principle requires as inputs is the cardinalities of the intersections of the relevant (groups of) sets. (We handle the case of determining the size of each individual set, \( S \), in the input to the cardinality-of-union formula, as the special case of "intersection of \( S \) with itself." As will be clear from the statement of Proposition H.44, this special case is captured correctly - as expected - by Proposition H.30.)

Thus, our next result, Proposition H.44, is the final missing link in the construction of the function \( F^{(Q^n)}_{(Q)} \), as Proposition H.44 tells us how to compute correctly the cardinalities of the intersections of sets of the form \( \Gamma^{(i)}[c_{(k)}^{(Q^n)}] \), using only the elements of the vector \( \bar{N} \), that is only variables \( N_j \) through \( N_{n+w} \) and nothing else. (More precisely, Proposition H.44 gives us a formula where, for each specific \( i \in \mathbb{N}_+ \), we can compute the cardinalities of all the requisite intersections by using the specific values, in \( \bar{N}^{(i)} \) for this value \( i \), of the respective variables in \( \bar{N} \). The formula itself is in terms of \( \bar{N} \) only, and does not use \( \bar{N}^{(i)} \).

For the formulation of Proposition H.44, assume that in the set \( C[Q^n] = \{ c_{1}^{(Q^n)}, \ldots, c_{n}^{(Q^n)} \} \) there exist (at least) \( k \) monomial classes, for some \( k \in \{1, \ldots, n^*\} \), whose noncopy signature is a given vector \( \Xi \) of length \( m \). Suppose that for some fixed \( i \in \mathbb{N}_+ \), we want to compute the cardinality of the intersection of the sets \( \Gamma^{(i)} \) (using the notation of Proposition H.43) for exactly these \( k \) elements of the set \( C[Q^n] \). To make easier the notation in the formal results to follow, assume w.l.o.g. that the elements of the set \( C[Q^n] \) are indexed in such a way that for all these chosen \( k \) elements of \( C[Q^n] \) that have noncopy-signature \( \Xi \), these \( k \) monomial classes are the first \( k \) elements of the set \( C[Q^n] \). (That is, these \( k \) monomial classes are the elements \( c_{1}^{(Q^n)}, \ldots, c_{k}^{(Q^n)} \) of the set \( C[Q^n] \).

Now let us refer to the vector \( \Xi \) as \( \Phi_n^{(Q^n)} \). (By our indexing of the elements of the set \( C[Q^n] \), as introduced in the previous paragraph, the noncopy-signature of the monomial class \( c_{1}^{(Q^n)} \) is exactly \( \Xi \).) The reason that we want to refer to the vector \( \Xi \) as \( \Phi_n^{(Q^n)} \) is that we want, in the formal results to follow, to use the notation \( \Pi_{k=1}^{Q^n} \) introduced in Section H.6.3.

We also use the following notation of Section H.9.1: For an arbitrary monomial class \( c_{k}^{(Q^n)} \in \{ c_{1}^{(Q^n)}, \ldots, c_{k}^{(Q^n)} \} \), for the \( k \in \{1, \ldots, n^*\} \) fixed as explained above, in case where \( r \geq 1 \) we denote the elements of the copy-signature vector \( \Phi_n[c_{k}^{(Q^n)}] \) as \( [V_{j_1}], [V_{j_2}], \ldots, [V_{j_r}] \). (In case where \( r = 0 \), the copy-signature vector of each of \( c_{k}^{(Q^n)} \), \( \ldots \), \( c_{k}^{(Q^n)} \) is the empty vector by definition.) Further, in case \( r \geq 1 \), for the element \( V_{j_s} \) of the vector \( \Phi_n[c_{k}^{(Q^n)}] \) (for an arbitrary \( s \in \{1, \ldots, r\} \) and for an \( i \in \mathbb{N}_+ \), we denote by \( V_{j_s}^{(i)} \) (a the constant 1 in case \( V_{j_s} = 1 \), and (b) the value \( N_u^{(i)} \) from the vector \( \bar{N}^{(i)} \) in case \( V_{j_s} = 1 \) is the element \( N_u \), for an \( u \in \{m + 1, \ldots, m + w\} \), of the vector \( \bar{N} \).

We are finally ready to phrase the final formal result needed in the construction of the function \( F^{(Q^n)}_{(Q)} \). As has been noted earlier in this subsection, Example H.6 in Section H.9.6 provides an illustration of the construction of the function \( F^{(Q^n)}_{(Q)} \) for the query \( Q \) and for the database of Example H.5 in Section H.9.4.

**Proposition H.44.** In the set \( C[Q^n] = \{ c_{1}^{(Q^n)}, \ldots, c_{n}^{(Q^n)} \} \), let (at least) the first \( k \) elements, for some \( k \in \{1, \ldots, n^*\} \), have the same noncopy-signature \( \Phi_n^{(Q^n)} \). Then, for an arbitrary \( i \in \mathbb{N}_+ \), the cardinality of the set
\[
\bigcap_{s=1}^{k} \Gamma^{(i)}[c_{s}^{(Q^n)}]
\]
is provided by substituting the constants in \( \bar{N}^{(i)} \) as the values of the respective variables in \( \bar{N} \), into the formula:

- \( \Pi_{\Phi_n^{(Q^n)}} \), in case where \( r = 0 \); and
- \( \Pi_{\Phi_n^{(Q^n)}} \times \Pi_{u=1}^{r} \min(V_{j_u}[1], V_{j_u}[2], \ldots, V_{j_u}[k]) \), in case where \( r \geq 1 \).

**Proof.** For the case where \( r = 0 \), observe that for each pair of monomial classes among \( c_{1}^{(Q^n)}, \ldots, c_{k}^{(Q^n)} \), the monomial classes in the pair unconditionally dominate each other, by Definition H.11. Therefore, the result of Proposition H.44 is immediate from Proposition H.36.

For the case where \( r \geq 1 \), the result of Proposition H.44 is immediate from Lemma H.1. \( \square \)

To formulate Lemma H.1, we use the following terminology. For an element \( c_{1}^{(Q^n)} \) of the set \( C[Q^n] \),
\{C^{(Q')}, \ldots, C^{(n(Q'))}\}, and for an i \in \mathbb{N}_+, consider the set 
\Gamma^{(i)}[C^{(Q')}] \text{.} \]

In case where \(m \geq 1\), let an m-tuple \(t^{(M)}\) be an arbitrary tuple in the projection of the set \(\Gamma^{(i)}[C^{(Q')}]\) on all the multiset noncopy variables of the query \(Q''\) (in some arbitrary fixed order of these variables). Then we say that \(z \geq 1\) tuples \(t_1, t_2, \ldots, t_z\) in the set \(\Gamma^{(i)}[C^{(Q')}]\) agree on the multiset-noncopy projection \(t^{(M)}\), if we have that the set projection of the subset \(\\{t_1, t_2, \ldots, t_z\}\) of the set \(\Gamma^{(i)}[C^{(Q')}]\) on all the multiset noncopy variables of the query \(Q''\) (in the same fixed order) is a singleton set \(\{t^{(M)}\}\). In case where \(m = 0\), we say that (by default) all the tuples in the set \(\Gamma^{(i)}[C^{(Q')}]\) agree on the multiset-noncopy projection that is the empty tuple.

**Lemma H.1.** Suppose \(r \geq 1\). In the set \(C[Q'] = \{C^{(Q')}, \ldots, C^{(n(Q'))}\}\), let (at least) the first \(k\) elements, for some \(k \in \{1, \ldots, n^*\}\), have the same noncopy-signature \(\Phi^{C^{(Q')}}_k\). Let \(i \in \mathbb{N}_+. \text{ Let } t^{(M)}\text{ be an arbitrary tuple in the projection of the set } S = \bigcap_{s=1}^k \Gamma^{(i)}[C^{(Q')}] \text{ on all the multiset noncopy variables of the query } Q'', \text{ in case } m \geq 1, \text{ and let } t^{(M)}\text{ be the empty tuple in case } m = 0. \text{ Then, for the number } K \text{ of all those tuples in the set } S = \bigcap_{s=1}^k \Gamma^{(i)}[C^{(Q')}] \text{ that agree on the multiset-noncopy projection } t^{(M)}\text{, we have that the value of } K \text{ is provided by substituting the constants in } N^{(i)} \text{ as the values of the respective variables in } N, \text{ into the formula } K = \Pi_{u=1}^m \min(V_{j_u(1)}, V_{j_u(2)}, \ldots, V_{j_u(k)}). \quad \square

**Proof.** (sketch) Assume a fixed \(i \in \mathbb{N}_+. \text{ The proof of Lemma } H.1 \text{ is immediate from Proposition } H.27, \text{ which exhibits the structure of the projection of the set } \Gamma^{(i)}[C^{(Q')}] \text{ (for an arbitrary monomial class } C^{(Q')} \text{ in the set } \{C^{(Q')}, \ldots, C^{(n(Q'))}\} \text{ on the set of all copy variables of the query } Q'', \text{ and from Proposition } H.28, \text{ which explores the "symmetries" of the set } \Gamma^{(i)}[C^{(Q')}] \text{ on the databases in the family } \{D_{\bar{N}^{(i)}}(Q)\}. \text{ Specifically, we have that:}

- The values in the projection of the set \(\Gamma^{(i)}[C^{(Q')}]\) on the set of all copy variables of the query \(Q''\) are natural numbers in a specified range according to the copy signature of the monomial class \(C^{(Q')}\).
- More precisely, let the copy signature for the monomial class \(C^{(Q')}\) be \(V_{j_1} V_{j_2} \ldots V_{j_r}\). Then for each \(u \in \{1, \ldots, r\}\), each value in the projection of \(\Gamma^{(i)}[C^{(Q')}]\) onto the copy variable \(Y''_{m+u}\) of \(Q''\) is a natural number belonging to the set \(\{1, \ldots, V_{j_u}\}\). Moreover, for each \(u \in \{1, \ldots, r\}\) and for each value \(v_u \in \{1, \ldots, V_{j_u}\}\), the tuple \((v_1, \ldots, v_r)\) is in the projection of \(\Gamma^{(i)}[C^{(Q')}]\) onto all the copy variables \(Y''_{m+1}, Y''_{m+2}, \ldots, Y''_{m+r}\) of \(Q''\), in this order.
- Consider now the monomial classes \(C^{(Q')}_1, \ldots, C^{(Q')}_k\) in the statement of Lemma H.1. For the fixed \(i \in \mathbb{N}_+\) and for each \(u \in \{1, \ldots, r\}\), denote by \(Z_u\) the value \(\min(V_{j_u(1)}, V_{j_u(2)}, \ldots, V_{j_u(k)})\). Then we can show that:
  
  - For each \(u \in \{1, \ldots, r\}\) and for each value \(v_u \in \{1, \ldots, Z_u\}\), the tuple \((v_1, \ldots, v_r)\) is in the projection of the set \(\bigcap_{s=1}^k \Gamma^{(i)}[C^{(Q')}_s]\) onto all the copy variables \(Y''_{m+1}, Y''_{m+2}, \ldots, Y''_{m+r}\) of \(Q''\), in this order; and
  
  - Whenever, for at least one \(u \in \{1, \ldots, r\}\), the value \(v_u\) is not an element of the set \(\{1, \ldots, Z_u\}\), then we have that the tuple \((v_1, \ldots, v_r)\) is not in the projection of the set \(\bigcap_{s=1}^k \Gamma^{(i)}[C^{(Q')}_s]\) onto all the copy variables \(Y''_{m+1}, Y''_{m+2}, \ldots, Y''_{m+r}\) of \(Q''\), in this order.

At the conclusion of this subsection, we observe that by the inclusion-exclusion principle for unions of sets, the value of the function \(F^{(Q'')}\) for each \(i \in \mathbb{N}_+\), that is the cardinality of the set \(\Gamma^{(i)}[Q'', D_{\bar{N}^{(i)}}(Q)]\), can also be computed exactly using the set \(C^{\text{random}}(Q'')\) of Section H.9.1. That is, we can use the set \(C^{\text{random}}(Q'')\), rather than the set \(\{C^{(Q')}_1, \ldots, C^{(Q')}_k\}\) of all nonempty monomial classes for query \(Q''\) and database \(D_{\bar{N}^{(i)}}(Q)\) (cf. Proposition H.43):

**Proposition H.45.** Suppose the monomial classes in the set \(C^{\text{random}}(Q'') = \{C^{(Q')}_1, \ldots, C^{(Q')}_p\}\) are indexed (by 1, 2, \ldots, \(p\)) in such a way that for all triples \((C^{(Q')}_1, C^{(Q')}_2, C^{(Q')}_3)\), with \(1 \leq j_1 < j_2 < j_3 \leq p\), it cannot be that (a) \(C^{(Q')}_j\) and \(C^{(Q')}_k\) have the same noncopy signature, and (b) \(C^{(Q')}_j\) and \(C^{(Q')}_k\) have different noncopy signatures. Further, let \(n \in \{1, \ldots, p\}\) be such that \(n\) is the number of distinct noncopy signatures of all the elements of the set \(C^{(Q')}_n\). Finally, let \(k_0 = 0\) and, for this value of \(n\), let \(1 \leq k_1 < k_2 < \ldots < k_n = p\) be such that for each \(j \in \{1, 2, \ldots, n\}\), all monomial classes \(C^{(Q')}_{k_{j-1}+1}, C^{(Q')}_{k_{j-1}+2}, \ldots, C^{(Q')}_{k_j}\) have the same noncopy signature.\(^{17}\)

Let \(i \in \mathbb{N}_+. \text{ Then the cardinality of the set } \Gamma^{(i)}[Q'', D_{\bar{N}^{(i)}}(Q)] \text{ is given exactly as the sum }\]

\[
\sum_{j=0}^{n-1} \left( \begin{array}{c} (k_{j+1}) - (k_j) \\ | \bigcup_{l=1}^{k_{j+1}} \Gamma^{(i)}[C^{(Q')}_l] \end{array} \right) .
\]

\(^{17}\)Similarly to the condition of Proposition H.43, all of the above conditions together just say that the elements of the set \(C^{\text{random}}(Q'')\) are indexed in such a way that, in the sequence \(C^{(Q')}_1, \ldots, C^{(Q')}_p\), we first have all the monomial classes with some noncopy-signature \(NS_1\), then all the monomial classes with a different noncopy-signature \(NS_2\), and so on. That is, for each noncopy-signature, \(NS\), of at least one element of the set \(C^{\text{random}}(Q'')\), all monomial classes in \(C^{\text{random}}(Q'')\) that have the noncopy-signature \(NS\) are “grouped together” in the sequence \(C^{(Q')}_1, \ldots, C^{(Q')}_p\).
Observe that Proposition H.42, which constructs the function \( F(Q') \) for a special "easy" case as considered in Section H.9.2, is an immediate corollary of Proposition H.45 and of the definition of the set \( \mathcal{C}^{\text{nondom}}(Q') \).

For an illustration, consider again the function \( F(Q') \) of Example H.4 in Section H.9.3. When we construct \( \Pi \) using all four monomial classes of the example, the inclusion-exclusion formulae of this current subsection correctly account for the fact that the \( \Gamma(i) \) for the monomial class \( C_4^1 \) is a subset of the \( \Gamma(i) \) for the monomial class \( C_4^2 \) on all the databases in question. We observe the similar effect when considering the function \( F(Q'_1) \) of Example H.5 in Section H.9.4. As discussed in the beginning of Section H.9.5, the construction cannot be carried out correctly when using just the results of the "easy-case" Section H.9.2.

**EXAMPLE H.6.** We refer to the query \( Q \) and database \( D_{N_3}(Q) \) of Example H.5 in Section H.9.4. In this example we construct the function \( F(Q) \) for that query \( Q \) and for the database \( D_{N_3}(Q) \), \( i \geq 1 \). In addition, we illustrate the correctness of the construction, by using the multiplicity of the tuple \( t^* \) of Example H.5 in the combined-semantics answer to the query \( Q \) on the specific database \( D_{N_3}(Q) \) of Example H.5.

Recall that the query \( Q \) has four nonempty monomial classes, \( C_1^1, C_2^1, C_3^4, \) and \( C_4^4 \), w.r.t. the family of databases \( \{D_{N_3}(Q)\} \). (Refer to Example H.5 for the details.) Each of the monomial classes has noncopy-signature \( Y_1 Y_2 \); the copy-signatures of the four monomial classes are \( [N_3 N_3], [N_3 N_2], [N_4 N_3], \) and \( [N_4 N_4] \), in this order.

To construct function \( F(Q) \) for the query \( Q \) and for the family of databases \( \{D_{N_3}(Q)\} \), we use Proposition H.43, to establish that for each \( i \in N_+ \), the cardinality of the set \( \Gamma(i)(Q, D_{N_3}(Q)) \) is given exactly as the sum

\[
\left| \bigcup_{i=1}^{4} \Gamma(i)(N_3_i) \right|
\]

For greater succinctness of the formulae to follow, we label more compactly each of the sets \( \Gamma(i)(N_3_i) \) through \( \Gamma(i)(N_3_i) \) used in the above formula, as follows: Denote \( \Gamma(i)(T^1) \) by \( A \), \( \Gamma(i)(T^2) \) by \( B \), \( \Gamma(i)(T^3) \) by \( C \), and \( \Gamma(i)(T^4) \) by \( D \). Then, by the inclusion-exclusion principle for unions of sets, we have that the above union formula can be rewritten as follows:

\[
\left| A \cup B \cup C \cup D \right| = |A| + |B| + |C| + |D| - |A \cap B| - |A \cap C| - |B \cap D| - |C \cap D| + |A \cap B \cap C| + |A \cap B \cap D| + |A \cap C \cap D| + |B \cap C \cap D| - |A \cap B \cap C \cap D|
\]

We now use Proposition H.44 to obtain the cardinality of each of the set intersections in the right-hand side of this formula. First, observe that the multipliers \( \Pi_k \) for \( l \in \{1, 2, 3, 4\} \), are all equal to each other, and are each the product \( N_1 \times N_2 \). (This is due to the fact that all the four monomial classes have the same noncopy signature.)

Thus, what remains to be done, in the construction of the function \( F(Q) \), is to compute the products

\[
\Pi_k \min(V_{ju_1}[i], V_{ju_2}[i], \ldots, V_{ju[k]}[i])
\]

of Proposition H.44 for all the above set intersections, for all \( k \) between 2 (for \( |A \cap B| \), \( |A \cap C| \), \( |C \cap D| \) and 4 (for \( |A \cap B \cap C \cap D| \). (For convenience in the statement of Proposition H.44, the indexing in the product \( \Pi_k \min(V_{ju_1}[i], V_{ju_2}[i], \ldots, V_{ju[k]}[i]) \) assumes that each time we look at the cardinality of the intersection of the sets \( \Gamma(i) \) for the first \( k \) consecutive elements of the set \( \{C_1, \ldots, C_4\} \). That is, the statement of the Proposition assumes reindexing of the elements of the set \( \{C_1, \ldots, C_4\} \) “as needed.” This assumption needs to be kept in mind when understanding the consecutive indexing by \( u \) in the formula \( \Pi_k \min(V_{ju_1}[i], V_{ju_2}[i], \ldots, V_{ju[k]}[i]) \) in this example.) Then, by multiplying each of these products by \( N_1 \times N_2 \) and by “putting the multiplication results back correctly” into our inclusion-exclusion formula for the cardinality of the union of Proposition H.43, we will obtain the expression for the function \( F(Q) \).

We make the basic observation that each \( \min() \) expression for this example will result in \( N_3 \) (when the only value in the min expression is \( N_3 \) — that is, when all arguments of the min expression are the same variable \( N_3 \)), in \( N_4 \) (when the only value in the min expression is \( N_4 \)), or in \( N_3 N_4 \) (in all the remaining cases, regardless of the number of times each of \( N_3 \) and \( N_4 \) is an argument of the min expression). To make the writeup more concise, we refer to the latter minimum expression as \( Z \). (That is, we denote by \( Z \) the expression \( \min(N_3, N_4) \).) In addition, we denote by \( T \) the term \( N_1 \times N_2 \). As the union expressions of Proposition H.43 are uniform (as expressed using the elements of the vector \( N^i \) across all values of \( i \in N_+ \), in the remainder of this example we switch to the elements of the vector \( N \) as basic blocks in the construction of the formula \( F(Q) \), and refrain from clarifying all the time that the values for specific \( i \) can be obtained by substituting the elements of the vector \( N^i \) for the respective elements of \( N \) in the expressions that we are to obtain.
By the formula of Proposition H.44, we obtain that:

\[ |A| = T \times (N_3)^2; \quad |B| = |C| = T \times N_3 \times N_4; \]
\[ |D| = T \times (N_4)^2; \quad |A \cap B| = |A \cap C| = T \times N_3 \times Z; \]
\[ |B \cap D| = |C \cap D| = T \times N_4 \times Z. \]

Further, it is easy to check that each of the remaining cardinalities, in the inclusion-exclusion formula for \(|A \cup B \cup C \cup D|\), equals \(T \times Z^2\).

Thus, we obtain that

\[ (|A \cup B \cup C \cup D|)/T = (N_3)^2 + 2N_3N_4 + (N_4)^2 - 2ZN_3 - 2ZN_4 + Z^2. \]

That is, we obtain that, by Propositions H.43 and H.44,

\[ F^{(Q)}_Q = N_1N_2\left((N_3)^2 + 2N_3N_4 + (N_4)^2 - 2ZN_3 - 2ZN_4 + Z^2\right). \]

Recall that \(Z\) here denotes the expression \(\min(N_3, N_4)\). Observe that in this formula for \(F^{(Q)}_Q\), for each of the terms

\[ -2N_1 \times N_2 \times \min(N_3, N_4) \times N_3, \]
\[ -2N_1 \times N_2 \times \min(N_3, N_4) \times N_4, \text{ and} \]
\[ +N_1 \times N_2 \times (\min(N_3, N_4))^2, \]

we have that none of the three terms corresponds to monomial classes for the query \(Q\). Thus, none of these terms is “backed up” by assignments from the query \(Q\) to any database \(D_{N^{(i)}}(Q)\).

Due to the presence of the term \(\min(N_3, N_4)\) in the above expression for the function \(F^{(Q)}_Q\), the function is not a multivariate polynomial (in terms of the elements of the vector \(N\)) on the entire domain \(\mathcal{N}\) of the function. At the same time:

- For all \(i \in \mathbb{N}_+\) such that \(N_3^{(i)} \leq N_4^{(i)}\) in the vector \(N^{(i)}\), we have that (after we substitute \(Z = \min(N_3, N_4) = N_3\) and then cancel out in the resulting formula) the function \(F^{(Q)}_Q\) on this subdomain of \(\mathcal{N}\) is the following multivariate polynomial in terms of the elements of the vector \(N\):

\[ F^{(Q)}_Q = N_1 \times N_2 \times (N_4)^2. \]

- Similarly, for all \(i \in \mathbb{N}_+\) such that \(N_3^{(i)} \geq N_4^{(i)}\) in the vector \(N^{(i)}\), we have that (after we substitute \(Z = \min(N_3, N_4) = N_4\) and then cancel out in the resulting formula) the function \(F^{(Q)}_Q\) on this subdomain of \(\mathcal{N}\) is the following multivariate polynomial in terms of the elements of the vector \(N\):

\[ F^{(Q)}_Q = N_1 \times N_2 \times (N_3)^2. \]

Specifically, for the vector \(N^{(i)} = [1 2 3 5]\) of Example H.5, we have that \(N_3 = 3 \leq N_4 = 5\). Hence, for this \(i\) we have that \(F^{(Q)}_Q(N^{(i)}) = N_1^{(i)} \times N_2^{(i)} \times (N_4^{(i)})^2\). Observe that the result of evaluating this expression \(F^{(Q)}_Q(N^{(i)})\) for this \(i\) is \(1 \times 2 \times (5)^2 = 50\). This value 50 is the correct multiplicity of the tuple \(t^{*}_Q = (a, \ldots, h)\) of Example H.5 in the combined-semantics answer to the query \(Q\) on the specific database \(D_{N^{(i)}}(Q)\) of Example H.5. (Please refer to Example H.5 for the specific 50 tuples in the set \(\Gamma_S(Q,D_{N^{(i)}}(Q))\) that generate the tuple \(t^{*}_Q\) in the answer to the query on the database.) \(\square\)

**H.10** For the \(Q\) and \(Q'\) such that \(Q \equiv_C Q'\), When Does \(Q\) Have the Wave of \(Q'\)?

In Section H.9 we learned how to construct, for CCQ queries \(Q\) and \(Q'\) as specified in Section H.2.1, a function \(F^{(Q')}_{Q'}\). For each \(i \in \mathbb{N}_+\), the function \(F^{(Q')}_{Q'}\) returns the multiplicity of the tuple \(t^{*}_Q\) in the bag \(\text{Res}_{C}(Q''_Q, D_{N^{(i)}}(Q))\). The main result of this current section, Proposition H.47, shows that, whenever

(a) \(Q \equiv_C Q'\) for CCQ queries \(Q\) and \(Q'\), and

(b) \(Q\) is an explicit-wave CCQ query (as specified by Definition 5.1),
	hen there exists a (nonempty) monomial class \(C^{(Q')}_{Q'}\) for the query \(Q'\) and for the family of databases \(\{D_{N^{(i)}}(Q)\}_{\mathbb{N}_+}\), such that the multiplicity monomial of \(C^{(Q')}_{Q'}\) is “the wave of the query \(Q'\) (as specified in Definition H.10). We show the result of Proposition H.47 using the properties of the functions \(F^{(Q)}_{Q}\) and \(F^{(Q')}_{Q'}\). The proof of Theorem 5.1 is immediate from Proposition H.47 and from Propositions H.33 and H.34 of Section H.7.

As shown in Example H.5, then the above condition (b) (of \(Q\) being an explicit-wave query) is not satisfied, then such a monomial class \(C^{(Q')}_{Q'}\) does not have to exist, and hence a SCVM from the query \(Q\) to the query \(Q\) does not have to exist (as demonstrated by Example H.5 even in case \(Q \equiv_C Q'\).

We begin the exposition by stating a useful auxiliary result in Section H.10.1.

**H.10.1** Equivalence of Multivariate Polynomials

**Proposition H.46.** For a positive integer \(n\), let \(X_1, X_2, \ldots, X_n\) be \(n\) distinct variables, where each variable accepts values from (at least) an infinite-cardinality subset of the set \(\mathbb{Z}\) of all integers.\(^{18}\) Let each of \(P_1\) and \(P_2\) be a finite-degree multivariate polynomial in terms of the variables \(X_1, \ldots, X_n\) and with integer coefficients. Further, assume that (w.l.o.g.) \(P_1 \neq 0\). Then \(P_1 - P_2 \equiv 0\) if and only if for each term \(\Pi_{i=1}^n X_i^{l_i}\), where \(l_i \in \{0\} \cup \mathbb{N}_+\) for all \(i \in \{1, \ldots, n\}\), the term has the same integer coefficient in \(P_1\) and \(P_2\).

**Proof.** If: Immediate from the definitions.

Only-If: The proof is by contradiction: Assume that for the finite-degree multivariate polynomial \(P_1 - P_2\), call it \(P\), we have that \(P \equiv 0\). Assume further that there

\(^{18}\)For different variables \(X_i, X_j, i \neq j\) in the set \(\{X_1, \ldots, X_n\}\), the domains of \(X_i\) and of \(X_j\) may include nonidentical (infinite-cardinality) subsets of the set \(\mathbb{Z}\).

\(^{19}\)When \(l_i = 0\) for all \(i \in \{1, \ldots, n\}\) in the term \(\Pi_{i=1}^n X_i^{l_i}\), we set \(\Pi_{i=1}^n X_i^{l_i}\) to the constant 1.
exists a term, call it $T$, of the form $\Pi_{i=1}^{n} X_i^{l_i}$, such that the polynomial $P$ has a nonzero integer coefficient for $T$. We will show that in this case, $P \equiv 0$ cannot hold, hence we arrive at a contradiction with the assumption $P \equiv 0$.

Case 1: $T$ is the only term with nonzero coefficient in the polynomial $P$, and $l_i = 0$ for all $i \in \{1, \ldots, n\}$ in $T$. Then $P$ is equivalent to a nonzero-valued constant function, and the contradiction with the assumption $P \equiv 0$ is immediate; Q.E.D.

Case 2: There exists a nonzero-coefficient term in $P$, call this term $T'$, such that there exists a $j \in \{1, \ldots, n\}$, where the power $l_j$ of variable $X_j$ in $T'$ is a positive integer. Then for each $X_j$ such that $l \in \{1, \ldots, n\} \setminus \{j\}$, fix one arbitrary integer value $x_i \neq 0$ in the domain of $X_i$. (Clearly, it is possible to find a nonzero integer domain value for each $X_i$.) The result of substituting all the values $x_i$, $l \in \{1, \ldots, n\} \setminus \{j\}$, into the polynomial $P$ is a finite-degree univariate polynomial with integer coefficients, call it $P(X_j)$, in terms of the variable $X_j$ and with at least one term with a nonzero (integer) coefficient. (One term with a nonzero coefficient in $P(X_j)$ results from $T'$.) By our assumption that $P \equiv 0$, the value of $P(X_j)$ equals zero on the entire infinite integer-valued domain of the variable $X_j$. This is impossible, hence we have arrived at a contradiction with the assumption that $P \equiv 0$; Q.E.D.

**H.10.2 Query $Q'$ Has the Wave of $Q$**

We now state and prove the main result of Section H.10.

**PROPOSITION H.47.** Let $Q$ and $Q'$ be two CCQ queries, such that

(a) we have that $Q \equiv_{C} Q'$, and
(b) $Q$ is an explicit-wave CCQ query.

Then for the query $Q'$ and for the family of databases \( \{D_{N(i)}(Q)\} \), there exists a nonempty monomial class $c^*(Q')$, such that the multiplicity monomial of $c^*(Q')$ is the wave of the query $Q$.

The proof of Proposition H.47, to be given in Section H.10.8, hinges on several results, which we now proceed to introduce. For the entire exposition, please keep in mind that throughout the proof of Theorem 5.1, all monomial classes of all queries, as well as each of the functions $F(Q)$ and $F'(Q)$, are defined w.r.t. the family of databases \( \{D_{N(i)}(Q)\} \) for the fixed input query $Q$.

**H.10.3 Multivariate polynomials on total orders**

Recall that in general, for CCQ query $Q''$ and for the family of databases \( \{D_{N(i)}(Q)\} \) (for CCQ query $Q$), the function $F(Q)$ for $Q''$ and for \( \{D_{N(i)}(Q)\} \) is not a multivariate polynomial on its entire domain $\mathcal{N}$. (See Example H.6 for an illustration.) At the same time, it turns out that the set $\mathcal{N}$ can be represented as a union of infinite-cardinality sets, such that for each set $S$ in the union, the function $F(S)$, for all the elements of the set $S$, can be rewritten equivalently as a multivariate polynomial in terms of the elements of the vector $\vec{N}$ and with integer coefficients. (That is, for each $\vec{N}(i) \in S$, the value of $F(Q)'(\vec{N}(i))$ can be obtained by substituting the values in $\vec{N}(i)$ into the relevant multivariate polynomial in terms of the elements of the vector $\vec{N}$ and with integer coefficients.)

In fact, as we know already for the case $r \leq 1$ (that is, for the input CCQ query $Q$ that has $r = |M_{copy}| \leq 1$), the function $F(Q)'$ for this case is a multivariate polynomial in terms of the elements of the vector $\vec{N}$ and with integer coefficients, on the entire domain $\mathcal{N}$ of the function. (See Section H.9.2.) Hence we proceed to prove the above claim for the case $r \geq 2$. Recall from Proposition H.4(iv) that for all $r > 0$ we have that $w > 0$. We conclude that whenever $r \geq 2$, the vector $\vec{N}$ has at least one element in the sequence $N_{m+1} N_{m+2} \ldots N_{m+w}$. Of these cases, we first consider the special case $w = 1$, and then the general case $w \geq 1$.

The special case: $r \geq 2$ and $w = 1$.

We first consider all those cases (for the input CCQ query $Q$) where $r \geq 2$ and $w = 1$. In all such cases, the copy signatures of all relevant monomial classes (for both $Q$ and $Q''$) are composed, by their definition, of the elements of the set $\{1, N_{m+1}\}$. Clearly, then, each min expression of Proposition H.44 in terms of elements of all the relevant copy signatures (in each case where $w = 1$) evaluates to either $1$ or $N_{m+1}$, independently of the value $N_{m+1}$ of $N_{m+1}$ in each vector $\vec{N}(i)$ of $\mathcal{N}$. (Recall that $1 \leq N_{m+1}$ holds for all vectors $\vec{N}(i)$, by definition of the set $\mathcal{N}$.) Using the results of Section H.9.5, we conclude that in all cases of query $Q$ for which $r \geq 2$ and $w = 1$, the function $F(Q)''$ for each such case is a multivariate polynomial in terms of the elements of the vector $\vec{N}$ and with integer coefficients, on the entire domain $\mathcal{N}$ of the function.

The general case: $r \geq 2$ and $w \geq 1$.

Now consider all those cases (for the input CCQ query $Q$) where $r \geq 2$, and therefore, by Proposition H.4(iv), $w \geq 1$. We will define the sets $S$ suggested above (such that $\mathcal{N}$ is a union of such infinite-cardinality sets) using total orders on the elements of the vector $\vec{N}_w = [1, N_{m+1} N_{m+2} \ldots N_{m+w}]$. By $w \geq 1$, we have that the vector $\vec{N}_w$ has at least two elements. (Note: We will see that in the above special case of $r \geq 2$ and $w = 1$, the set $\mathcal{N}$ is a union of only one such set $S$.)

Let vector $\vec{K}_w = [1 K_1 K_2 \ldots K_w]$ be an arbitrary fixed permutation of the vector $\vec{N}_w$ that satisfies the condition that the first element of $\vec{K}_w$ is always the constant $1$. (That is, in each vector $\vec{K}_w$, we have that the sequence $K_1 K_2 \ldots K_w$ is a permutation of the sequence $N_{m+1} N_{m+2} \ldots N_{m+w}$ in the vector $\vec{N}_w$.)

We refer to each such vector $\vec{K}_w$ as a copy-variable-ordering vector for the vector $\vec{N}$.

Let a total order $\mathcal{O}$ on the set $\{1, N_{m+1}, N_{m+2}, \ldots, N_{m+w}\}$ be defined as the reflexive transitive closure on the relation $\{(1, K_1), (K_1, K_2), (K_2, K_3), \ldots, (K_j, K_{j+1}), \ldots, (K_{w-1}, K_w)\}$, using the fixed vector $\vec{K}_w$. (We interpret the pair $(1, K_1)$ in $\mathcal{O}$ as $1 \leq K_1$. Further, whenever $w \geq 2$, for $1 \leq j \leq w - 1$, we interpret the pair $(K_j, K_{j+1})$ in $\mathcal{O}$ as $K_j \leq K_{j+1}$.) That is, $\mathcal{O}$ is the relation.) Then we say that the vector $\vec{K}_w$ determines the total-order relation $\mathcal{O}$ on $\vec{N}_w$, and use
the notation $O^{(K_w)}$ for that total-order relation $O$.

Now for a vector $K_w$ as above and for an arbitrary vector $\vec{N}^{(i)} \in N$, we define the interpretation of each element of $K_w$ w.r.t. $\vec{N}^{(i)}$, as follows:

(1) We define the interpretation of the first element of $K_w$ (that is, of the constant 1) to be the constant 1; and

(2) For each $j \in \{2, \ldots, w+1\}$, let the $j$th element of the vector $K_w$ (that is, $K_{j-1}$ in our notation for the vector $K_w$) be a variable $N_k$ of $N$, for some $k \in \{m+1, \ldots, m+w\}$. Then the interpretation of $K_{j-1}$ w.r.t. $\vec{N}^{(i)}$ is the value $N_k^{(i)}$ in $\vec{N}^{(i)}$ of the variable $N_k$ in $\vec{N}$. We denote this interpretation of $K_{j-1}$ w.r.t. $\vec{N}^{(i)}$ as $K_{j-1}^{(i)}$.

EXAMPLE H.7. For $m = 1$ and for $w = 3$, the vector $N_w$ is $\vec{N}_w = \{1 \ N_2 \ N_3 \ N_4\}$. Let $K_w := \{1 \ N_3 \ N_4 \ N_2\}$. Let $\vec{N}^{(i)}$ be $[5 \ 3 \ 7 \ 6]$. Then the interpretation of the elements of the vector $K_w$ w.r.t. the vector $\vec{N}^{(i)}$ is as follows: 1 in $K_w$ is interpreted as 1, the element $K_1 = N_3$ in $K_w$ is interpreted as $K_1^{(i)} = 7$, the element $K_2 = N_4$ in $K_w$ is interpreted as $K_2^{(i)} = 6$, and, finally, the element $K_3 = N_2$ in $K_w$ is interpreted as $K_3^{(i)} = 3$. $\square$

Now suppose that we are given a vector $\vec{K}_w$ as defined above, and are given a vector $\vec{N}^{(i)} \in N$. Then we say that the vector $\vec{N}^{(i)}$ agrees with the total order $O^{(K_w)}$ if and only if the interpretation of the elements of the vector $\vec{K}_w$ w.r.t. the vector $\vec{N}^{(i)}$ results in all (i.e., in only) true inequalities, on the set of natural numbers, in the reflexive transitive closure of the relation $\{ (1, K_1^{(i)}), (K_1^{(i)}, K_2^{(i)}), (K_2^{(i)}, K_3^{(i)}), \ldots, (K_{m+1}^{(i)}, K_w^{(i)}) \}$. We interpret the pair $(1, K_1^{(i)})$ as $1 \leq K_1^{(i)}$. Further, in case $w \geq 2$, for each $j \in \{1, \ldots, w-1\}$, the pair $(K_j^{(i)}, K_{j+1}^{(i)})$ in this relation is interpreted as $K_j^{(i)} \leq K_{j+1}^{(i)}$. The latter relation is obtained by replacing each $K_j$ with $K_j^{(i)}$, for $j \in \{1, \ldots, w\}$, in the relation that defines the total order $O^{(K_w)}$, that is in the relation $\{ (1, K_1), (K_1, K_2), (K_2, K_3), \ldots, (K_{w-1}, K_w) \}$.

EXAMPLE H.8. For the vectors $\vec{K}_w$ and $\vec{N}^{(i)}$ of Example H.7, we have the reflexive transitive closure of the relation $\{ (1, K_1^{(i)}), (K_1^{(i)}, K_2^{(i)}), (K_2^{(i)}, K_3^{(i)}) \}$, that is of the relation $\{ (1, 7), (7, 6), (6, 3) \}$, has elements violating true inequalities on natural numbers. For instance, one of the violations comes from the pair $(K_1^{(i)}, K_2^{(i)})$ in this relation, that is from the pair $(7, 6)$. (Recall that we interpret $(K_j^{(i)}, K_{j+1}^{(i)})$ as $K_j^{(i)} \leq K_{j+1}^{(i)}$.) We conclude that the vector $\vec{N}^{(i)}$ does not agree with the total order $O^{(K_w)}$.

Now consider a different vector $K_w' := \{1 \ N_2 \ N_4 \ N_1\}$. The interpretation of the elements of the vector $K_w'$ w.r.t. the vector $\vec{N}^{(i)}$ (which is the same as before) is as follows: 1 in $K_w'$ is interpreted as 1, the element $K_1' = N_2$ in $K_w'$ is interpreted as $K_1^{(i)} = 3$, the element $K_2' = N_4$ in $K_w'$ is interpreted as $K_2^{(i)} = 6$, and, finally, the element $K_3' = N_1$ in $K_w'$ is interpreted as $K_3^{(i)} = 7$. Then we have that the reflexive transitive closure of the relation $\{ (1, K_1^{(i)}), (K_1^{(i)}, K_2^{(i)}), (K_2^{(i)}, K_3^{(i)}) \}$, that is of the relation $\{ (1, 3), (3, 6), (6, 7) \}$, does not have elements violating true inequalities on natural numbers. Thus, we conclude that the vector $\vec{N}^{(i)}$ agrees with the total order $O^{(K_w')}$. $\square$

We now define the sets $S$ as suggested in the beginning of this subsection. For a CCQ query $Q$ for which $r \geq 2$ (and thus $w \geq 1$), and for the vector $N$ for the query $Q$ (as defined in Section H.3.1), let $K_w$ be an arbitrary copy-variable-ordering vector for the vector $N$. Then we define a subset $N^{(K_w)}$ of the set $N$ as

$N^{(K_w)} = \{ \vec{N}^{(i)} \in N \mid \vec{N}^{(i)}$ agrees with the total order $O^{(K_w)} \}$.

(Note that in the case $w = 1$, there is only one possible vector $K_w = \{1 \ N_{m+1}\}$. Therefore, it is not hard to see that in the case $w = 1$, we have that the only possible set $N^{(K_w)}$ coincides with the entire set $N$.)

The following result captures straightforward observations about the sets $N^{(K_w)}$.

PROPOSITION H.48. Given a CCQ query $Q$ for which $r \geq 2$, with vector $N$ for the query $Q$ constructed as defined in Section H.3.1. Then we have that:

- For each element $\vec{N}^{(i)}$ of the set $N$, there exists at least one copy-variable-ordering vector, $\vec{K}_w$, for the vector $\vec{N}$, such that $\vec{N}^{(i)}$ belongs to the set $N^{(\vec{K}_w)}$;
- For each copy-variable-ordering vector, $\vec{K}_w$, for the vector $\vec{N}$, the set $N^{(\vec{K}_w)}$ is an infinite-cardinality subset of the set $N$.

We conclude from Proposition H.48 that the set $N$ is a union of the infinite-cardinality sets $N^{(\vec{K}_w)}$.

PROPOSITION H.49. Given a CCQ query $Q$ for which $r \geq 2$, with vector $\vec{N}$ for the query $Q$ constructed as defined in Section H.3.1; and given a CCQ query $Q'$ satisfying the restrictions of Section H.2.1 w.r.t. the query $Q$. Then for each copy-variable-ordering vector, $\vec{K}_w$, for the vector $\vec{N}$, there exists a multivariate polynomial $f_{(Q')}^{(i)}(\vec{K}_w)$ in terms of the elements of the vector $\vec{N}$ and with integer coefficients, such that:

- The polynomial $f_{(Q')}^{(i)}(\vec{K}_w)$ is defined on (at least) the set $N^{(\vec{K}_w)} \subseteq N$; and
- For each element $\vec{N}^{(i)}$ of the set $N^{(\vec{K}_w)}$, we have that $f_{(Q')}^{(i)}(\vec{K}_w)(\vec{N}^{(i)}) = f_{(Q')}^{(i)}(\vec{N}^{(i)})$.

The proof of Proposition H.49 is constructive and generalizes the intuition that we gained by considering
and H.49. This result, Proposition H.50, is immediate from

In case \( N \) the set \( \overline{\text{tor}} \)

then exists exactly one permutation \( \bar{N} \) of the function \( F_{(Q)} \) as \( N \). Further, for uniformity of notation, in the

example, there exists exactly one permutation \( \bar{K}_w \) of the domain \( N \) of the function \( F_{(Q)} \). Example H.6 provides an illustration.

For each vector \( \bar{K}_w \) in case \( r \geq 2 \), in the remainder of this proof we will refer to the polynomial \( f_{(Q)}(\bar{K}_w) \)

as \( F_{(Q)}(\bar{K}_w) \); same for the respective functions for

the queries \( Q \) and \( Q' \). (See Proposition H.49 for a justi-

fication.) Further, for uniformity of notation, in the case where \( r \leq 1 \) we will refer to the function \( F_{(Q)}(\bar{K}_w) \)

(which we showed in Section H.9.2 to be a multivariable

polynomial in terms of the elements of the vector \( N \)

and with integer coefficients, on the entire domain \( N \) of the

function) as \( F_{(Q)}(\bar{N}) \). In the latter case (of \( r \leq 1 \)), the only subdomain \( N(\bar{K}_w) \) of the domain \( N \)

is the set \( \bar{N} \); hence we can use the notations \( F_{(Q)}(\bar{K}_w) \)

and \( F_{(Q)}(\bar{N}) \) interchangeably when \( r \leq 1 \).

Formally, in case \( r = 0 \), we define the vector \( \bar{N}_w \) as \( \bar{N}_w = [1] \), and in case \( r = 1 \), we define \( \bar{N}_w \) as \( \bar{N}_w = [1 \ N_{m+1}] \).

In either case, there exists exactly one permutation \( \bar{K}_w \) of the vector \( \bar{N}_w \), such that the first element of the vector \( \bar{K}_w \)

is the constant 1. Thus, the domain \( N(\bar{K}_w) \) does indeed coincide with the domain \( N \) in all cases where \( r \leq 1 \.)

**H.10.4 Query equivalence implies identical multivariable polynomials**

We now show that for two CCQ queries \( Q \) and \( Q' \)

such that \( Q \equiv_C Q' \), the functions \( F_{(Q)}(\bar{K}_w) \) and \( F_{(Q)}(\bar{K}_w) \) can be expressed, on each well-defined (as in Sections H.9.2

and H.10.3) infinity-cardinality subdomain of the set \( N \), as identical multivariate polynomials in terms of the elements of the vector \( N \) and with integer coefficients. This result, Proposition H.50, is immediate from the results of Section H.9.5 and from Propositions H.46 and H.49.

**Proposition H.50.** Given a CCQ query \( Q \), with vec-

tor \( \bar{N} \) for the query \( Q \) constructed as defined in Sec-

tion H.3.1; and given a CCQ query \( Q' \) such that \( Q \equiv_C Q' \) holds. Then for each copy-variable-ordering vector, \( \bar{K}_w \), for the vector \( \bar{N} \), we have that the multivariate polynomials \( F_{(Q)}(\bar{K}_w) \)

and \( F_{(Q)}(\bar{K}_w) \), in terms of the elements of the vector \( \bar{N} \) and with integer coefficients, are identical functions on the domain \( N(\bar{K}_w) \).

**H.10.5 Solid terms and phantom terms of the multiplicity functions**

To proceed, we need to introduce technical denota-

tions for the terms of the multivariate polynomials that

we have been considering. Suppose that for CCQ queries

\( Q \) and \( Q' \), we are given the multivariate polynomial

\( F_{(Q)}(\bar{K}_w) \) for an arbitrary \( \bar{K}_w \), as defined earlier in Sec-

tion H.10. Consider a monomial (excluding the nonzero

integer coefficient of the term) \( T \) in \( F_{(Q)}(\bar{K}_w) \). We say that:

- \( T \) is a solid term of \( F_{(Q)}(\bar{K}_w) \) if there exists a nonempty

monomial class, \( C(Q') \), for the query \( Q' \), and for the family

of databases \( \{ D_{N(Q)}(Q) \} \), such that \( T \) is the multiplicity

monomial for the class \( C(Q') \).

- Conversely, we say that \( T \) is a phantom term of

\( F_{(Q)}(\bar{K}_w) \) whenever \( T \) is not a solid term of \( F_{(Q)}(\bar{K}_w) \).

For instance, in Example H.6, the multivariate

polynomial \( F_{(Q)}(\bar{K}_w) \), that is the polynomial \( N_1 \times N_2 \times (N_3)^2 \), has one solid term, \( T = N_1 \times N_2 \times (N_3)^2 \).

The reason for the term \( T \) being a solid term of the polynomi-

al \( F_{(Q)}(\bar{K}_w) \), is that the query \( Q \) w.r.t. the

family of databases \( \{ D_{N(\bar{Q})(Q)} \} \) has a monomial class

\( C(Q) \) whose multiplicity monomial is exactly the term \( T \).

(See Example H.5 for the details on the monomial

class \( C(Q) \).

Now consider an abstract example of a phantom term.

**EXAMPLE H.9.** Consider the case where \( m = 0 \)

and \( r = w = 2 \). Suppose that for these values of \( m \),

\( r \), and \( w \), for some hypothetical CCQ query \( Q' \)

and for some hypothetical family of databases \( \{ D_{N(\bar{Q})(Q)} \} \),

it holds that the set of all monomial classes in this setting

consists of two monomial classes, say \( C_1(\bar{Q}') \) and \( C_2(\bar{Q}') \).

By \( m = 0 \), we have that the noncopy signature of each of

\( C_1(\bar{Q}') \) and \( C_2(\bar{Q}') \) is the empty vector. Suppose that

the copy signature of \( C_1(\bar{Q}') \) is \([1 \ N_1 N_2] \), and that the

copy signature of \( C_2(\bar{Q}') \) is \([N_2 N_1] \).

The noncopy signatures of the two monomial classes

are identical. Thus, by our results of Section H.9.5, the function for the multiplicity of the tuple \( t_Q \), in the

answer to the query \( Q' \) on the databases \( \{ D_{N(\bar{Q})(Q)} \} \),

will be computed as the cardinality of the union of the

sets for the copy signatures of the two monomial classes.

That is, the multiplicity function will be

\[
2 \times N_1 \times N_2 - (\min(N_1, N_2))^2
\]

Then for the vector \( \bar{K}_w = [1 N_1 N_2] \), the multi-

variate polynomial for this multiplicity function on the domain \( N(\bar{K}_w) \) will be

\[
2 \times N_1 \times N_2 - (N_1)^2
\]

In this polynomial, (i) the term \( N_1 \times N_2 \) is a solid term

of the polynomial, because the monomial class \( C_1(\bar{Q}') \) (as well as \( C_2(\bar{Q}') \)) has the term \( N_1 \times N_2 \) as its multiplicity

monomial. In contrast, (ii) the term \( (N_1)^2 \) is by definition a phantom term of the polynomial.
H.10.6 The multiplicity function for the query Q

We now make several observations concerning the solid and phantom terms in the polynomials \(F^{(Q)}(\bar{K}_w)\) for the function \(F^{(Q)}(\bar{Q})\) of the query \(Q\). First, as usual, we will need some terminology. For CCQ queries \(Q\) and \(Q''\) (where \(Q''\), as usual, may or may not be the query \(Q\)) and for the vector \(\bar{N}\) constructed for the query \(Q\) as defined in Section H.3.1, fix an arbitrary copy-variable-ordering vector, \(\bar{K}_w\), for \(\bar{N}\). In case \(m \geq 1\), consider all the terms in the function \(F^{(Q''')}(\bar{K}_w)\) such that each term has the product \(N_1 \times N_2 \times \ldots \times N_m\). Call all these terms collectively “the \(m\)-covering part of the function \(F^{(Q''')}(\bar{K}_w)\)” For the case \(m = 0\), we say that all the terms of the function \(F^{(Q''')}(\bar{K}_w)\) constitute the \(m\)-covering part of the function.

The observations of this subsection, Propositions H.51 and H.52, are made for the polynomials \(F^{(Q)}(\bar{K}_w)\), that is for the case where the query \(Q''\) coincides with the query \(Q\).

**Proposition H.51.** Given an explicit-wave CCQ query \(Q\), with vector \(\bar{N}\) constructed as defined in Section H.3.1. Then we have that:

- For each copy-variable-ordering vector, \(\bar{K}_w\), for the vector \(\bar{N}\), the \(m\)-covering part of the function \(F^{(Q)}(\bar{K}_w)\) has at least one term with a nonzero coefficient; and
- For each pair \((\bar{K}_w, \bar{K}'_w)\) of copy-variable-ordering vectors for the vector \(\bar{N}\), the \(m\)-covering part of the function \(F^{(Q)}(\bar{K}_w)\) and the \(m\)-covering part of the function \(F^{(Q)}(\bar{K}'_w)\) are identical multivariate polynomials (in terms of the elements of the vector \(\bar{N}\) and with integer coefficients).

The observations of Proposition H.51 are immediate from the relevant definitions, from the construction of the function \(F^{(Q)}(\bar{Q})\), and from the definition of explicit-wave query. Specifically, the second bullet of Proposition H.51 follows from the fact that among all the monomial classes for the query \(Q\) whose (classes') noncopy signature is a permutation of the vector \([N_1, N_2, \ldots, N_m]\) in case \(m \geq 1\), or is the empty vector in case \(m = 0\), for each pair of such monomial classes with the same noncopy signature, there is unconditional dominance between the two classes. This fact holds by the definition of explicit-wave query, Definition H.10. We then use the results of Section H.9.2 (specifically of Proposition H.42) to establish that the respective \(m\)-covering polynomials do not depend on the vector \(\bar{K}_w\), because the relevant sets \(C^{\text{dom}}\) do not depend on the vector \(\bar{K}_w\).

The results of Proposition H.51 permit us to talk about “the \(m\)-covering part of the function \(F^{(Q)}(\bar{Q})\)” for every explicit-wave CCQ query \(Q\). We denote by \(G^{(Q)}(\bar{Q})\) this nonempty multivariate polynomial in terms of the elements of the vector \(\bar{N}\) and with integer coefficients.

Notice that the reference to copy-variable-ordering vectors has been dropped from the notation for \(G^{(Q)}(\bar{Q})\).

The next observations, in Proposition H.52, are about the properties of the function \(G^{(Q)}(\bar{Q})\) for explicit-wave queries \(Q\). The results of Proposition H.52 hold by the relevant definitions and by Proposition H.33.

**Proposition H.52.** Given an explicit-wave CCQ query \(Q\), we have that:

- In the function \(G^{(Q)}(\bar{Q})\), each term is a solid term;
- Each term of the function \(G^{(Q)}(\bar{Q})\) has a positive coefficient; and
- The multivariate polynomial \(G^{(Q)}(\bar{Q})\) has a (solid) term which is the wave \(P^{(Q)}(\bar{Q})\) of the query \(Q\) w.r.t. the family of databases \(\{D_{\bar{N}(i)}(\bar{Q})\}\).

H.10.7 The \(m\)-covering part of the polynomials \(F^{(Q)}(\bar{K}_w)\) in case where \(Q \equiv C\ Q'\)

In this subsection we show that for CCQ queries \(Q\) and \(Q'\) such that \(Q \equiv C\ Q'\), it holds that all the \(m\)-covering parts of all the polynomials \(F^{(Q)}(\bar{K}_w)\) have, as a solid term, the wave \(P^{(Q)}(\bar{Q})\) of the query \(Q\) w.r.t. the family of databases \(\{D_{\bar{N}(i)}(\bar{Q})\}\).

The first observation that we make follows trivially from Propositions H.50 and H.52.

**Proposition H.53.** Given an explicit-wave CCQ query \(Q\) and a CCQ query \(Q'\) such that \(Q \equiv C\ Q'\). Then for each copy-variable-ordering vector, \(\bar{K}_w\), for the vector \(\bar{N}\), the \(m\)-covering part of the function \(F^{(Q)}(\bar{K}_w)\) has, with a positive-integer coefficient, the wave \(P^{(Q)}(\bar{Q})\) of the query \(Q\) w.r.t. the family of databases \(\{D_{\bar{N}(i)}(\bar{Q})\}\).

The only difference between the formulations of Proposition H.53 and of Proposition H.54 is that Proposition H.54 claims that the term \(P^{(Q)}(\bar{Q})\) is a solid term in the \(m\)-covering part of the function \(F^{(Q)}(\bar{K}_w)\), for each vector \(\bar{K}_w\).

**Proposition H.54.** Given an explicit-wave CCQ query \(Q\) and a CCQ query \(Q'\) such that \(Q \equiv C\ Q'\). Then for each copy-variable-ordering vector, \(\bar{K}_w\), for the vector \(\bar{N}\), the \(m\)-covering part of the function \(F^{(Q)}(\bar{K}_w)\) has, as a solid term, the wave \(P^{(Q)}(\bar{Q})\) of the query \(Q\) w.r.t. the family of databases \(\{D_{\bar{N}(i)}(\bar{Q})\}\).

In the proof of Proposition H.54, for the cases where \(r \geq 2\) we will be keeping track of all the occurrences of all the variables \(N_{m+1}\) through \(N_{m+r}\) in the \(m\)-covering parts of the multivariate polynomials \(F^{(Q)}(\bar{K}_w)\) and \(F^{(Q''')}\) for various vectors \(\bar{K}_w\). For each possible vector \(\bar{K}_w\) (for the vector \(\bar{N}\) of \(Q\)) and for the \(m\)-covering part of the polynomial \(F^{(Q''')}(\bar{K}_w)\), where \(Q''\) is one of \(Q\) and \(Q'\), we set up a set \(B^{(Q''')}(\bar{K}_w)\) defined constructively as follows:
(I) In case \( m \geq 1 \), drop the product \( \prod_{j=1}^{m} N_j \) from all terms of the \( m \)-covering part of the polynomial \( F^{(Q)}(K_w) \). Call the resulting function \( f^{(m,Q')}[K_w] \). In case \( m = 0 \), denote by \( f^{(m,Q')}[K_w] \) the (original) \( m \)-covering part of the polynomial \( F^{(Q)}(K_w) \).

Observe that for all \( m \geq 0 \), the function \( f^{(m,Q')}[K_w] \) is a multivariate polynomial, with integer coefficients, in the variables \( N_{m+1}, \ldots, N_{m+w} \) only.

(II) To the output \( f^{(m,Q')}[K_w] \) of Step (I), apply the algorithm \( B \)-construction, to obtain the set \( B(f^{(m,Q')}[K_w]) \). Then return the set \( B(f^{(m,Q')}[K_w]) := B(f^{(m,Q')}[K_w]) \).

We now specify the algorithm \( B \)-construction.

Algorithm \( B \)-construction.

Input: Multivariate polynomial \( P \) in terms of variables \( N_{m+1}, \ldots, N_{m+w} \), where \( w \geq 1 \), with integer coefficients.

Output: Set \( B(P) \).

(1) Rewrite equivalently (syntactically) the polynomial \( P \), as follows:

(a) First “expand” each power \( \geq 2 \) in the polynomial. That is, for each expression in \( P \) of the form \( A^b \), where \( A \in \{ N_{m+1}, \ldots, N_{m+w} \} \) and \( b \geq 2 \), replace \( A^b \) by the product \( \Pi_{j=1}^{b} A \).

(b) Then “expand” each nonunit integer coefficient in the resulting polynomial \( P' \). That is, consider each term \( T \) with a nonzero and nonunit (by absolute value) integer coefficient in \( P' \). That is, suppose \( T = C \times T' \), with the integer coefficient \( C \in \mathbb{Z} = \{-1, 0, 1\} \), and with \( T' \) a product of elements of the set \( \{ N_{m+1}, \ldots, N_{m+w} \} \), perhaps with multiple occurrences of some of these variables (by (a) above). Then, for each such term \( T \), (i) in case \( C > 0 \), replace \( T \) in \( P' \) with a sum of \( C \) copies of the term \( T' \); and (ii) in case \( C < 0 \), replace \( T \) in \( P' \) with a sum of \( C \) copies of the term \( (−1) \times T' \).

(2) Set \( B(P) := \emptyset \). For each variable \( N_j \in \{ N_{m+1}, \ldots, N_{m+w} \} \), count the number \( M_j^{(+)} \) of positive occurrences of \( N_j \) in the output of step (1), and count the number \( M_j^{(−)} \) of negative occurrences of \( N_j \) in the output of step (1); then, whenever the difference \( M_j^{(+)} − M_j^{(−)} \) is not zero, add to the set \( B(P) \) the element \( (M_j^{(+)} − M_j^{(−)}) \times N_j \).

(3) Output the resulting set \( B(P) \).

We provide three illustrations of the construction of sets \( B(f^{(Q)}[K_w]) \), in Examples H.10 through H.12.

EXAMPLE H.10. Consider the construction of the set \( B(f^{(Q)}[K_w]) \) in the context of Example H.9. In that example, the \( m \)-covering part of the function \( F^{(Q)}(K_w) \), for the vector \( K_w = [1 \ N_1 \ N_2] \), is

\[ 2 \times N_1 \times N_2 − (N_1)^2 \]

(Recall that in Example H.9, \( m = 0 \), hence each term of the polynomial \( F^{(Q)}(K_w) \) of Example H.9 is also a term of the \( m \)-covering part of \( F^{(Q)}(K_w) \).) Thus, Step (I) of the construction algorithm renames the above function into \( f^{(m,Q')}[K_w] \). By Step (I)(a) of algorithm \( B \)-construction, we rewrite the polynomial \( f^{(m,Q')}[K_w] \) equivalently as

\[ 2 \times N_1 \times N_2 − N_1 \times N_1 \]

Then, by Step (I)(b) of the algorithm, we rewrite the above expression equivalently as

\[ N_1 \times N_2 + N_1 \times N_2 − N_1 \times N_1 \]

The set \( B(f^{(Q)}[K_w]) \) for this function is \( B(f^{(Q)}[K_w]) = \{ 2 \times N_2 \} \). The reason is, the expression that we obtained as the outcome of step (I)(b) of algorithm \( B \)-construction has two positive-sign occurrences of \( N_2 \), two positive-sign occurrences of \( N_1 \), and two negative-sign occurrences of \( N_1 \).

EXAMPLE H.11. We give an illustration of the construction of sets \( B(f^{(Q)}[K_w]) \), using the function \( F^{(Q)}(K_w) \) of Example H.6. In that example, \( m = 2 \) and \( r = w = 2 \). We note that the query \( Q \) of Example H.6 is not an explicit-wave query. As shown in that example, the polynomial \( F^{(Q)}([1 \ N_3 \ N_4]) \) is

\[ F^{(Q)}([1 \ N_3 \ N_4]) = N_1 \times N_2 \times (N_4)^2 \]

and the polynomial \( F^{(Q)}([1 \ N_4 \ N_3]) \) is

\[ F^{(Q)}([1 \ N_4 \ N_3]) = N_1 \times N_2 \times (N_3)^2 \]

Hence, the set \( B(f^{(Q)}([1 \ N_3 \ N_4])) \) for the case of Example H.6 is \( B(f^{(Q)}([1 \ N_3 \ N_4]) = \{ 2 \times N_4 \} \), and the set \( B(f^{(Q)}([1 \ N_4 \ N_3])) \) is \( B(f^{(Q)}([1 \ N_4 \ N_3]) = \{ 2 \times N_3 \} \).

EXAMPLE H.12. Consider an abstract example for the case where \( m = 3 \) and \( r = w = 2 \). Suppose that for these values of \( m \), \( r \), and \( w \), for some hypothetical CCQ query \( Q'' \) and for some hypothetical family of databases \( D_{N'}(Q'' \}) \), it holds that the set of all monomial classes in this setting consists of four monomial classes, \( C_i^{(Q'')} \) through \( C_4^{(Q'')} \). Suppose that the noncopy signatures and the copy signatures of the four classes are as follows:

- For the monomial class \( C_1^{(Q'')} \), \( \Phi_n(c_1^{(Q'')}) = [Y_1 \ Y_2 \ Y_3] \), and \( \Phi_n(c_1^{(Q'')}) = [N_4 \ N_5] \).
- For the monomial class \( C_2^{(Q'')} \), \( \Phi_n(c_2^{(Q'')}) = [Y_1 \ Y_2 \ Y_3] \), and \( \Phi_n(c_2^{(Q'')}) = [N_4 \ N_5] \).
- For the monomial class \( C_3^{(Q'')} \), \( \Phi_n(c_3^{(Q'')}) = [Y_2 \ Y_3 \ Y_1] \), and \( \Phi_n(c_3^{(Q'')}) = [N_4 \ N_5] \).
- Finally, for the monomial class \( C_4^{(Q'')} \), \( \Phi_n(c_4^{(Q'')}) = [Y_3 \ Y_1 \ Y_2] \), and \( \Phi_n(c_4^{(Q'')}) = [N_4 \ N_5] \).

The two monomial classes \( C_1^{(Q'')} \) and \( C_2^{(Q'')} \) have identical noncopy signatures \( [Y_1 \ Y_2 \ Y_3] \). The two other
monomial classes, \( C_i(Q') \) and \( C_2(Q') \), each have a unique noncopy signature. Thus, by our results of Section H.9.5, the function for the multiplicity of the tuple \( \tau_2^Q \), in the answer to the query \( Q' \) on the databases \( \{ D_{N_i}(Q) \} \), will be computed as the expression for the cardinality of the union of the sets for the copy signatures of the two monomial classes \( C_1(Q') \) and \( C_2(Q') \), which (expression) is multiplied by the product \( \Pi_3^j=N_j \) and then summed up with the multiplicity monomials for the other two monomial classes. By definition, the multiplicity monomial for the monomial class \( C_3(Q') \) is \( (\Pi_3^j=N_j) \times (N_4)^2 \), and the multiplicity monomial for the monomial class \( C_4(Q') \) is \( (\Pi_3^j=N_j) \times (N_5)^2 \). In turn, the cardinality of the union of the sets for the copy signatures of the two monomial classes \( C_1(Q') \) and \( C_2(Q') \) is computed similarly to the function of Example H.9. Thus, the overall multiplicity function will be

\[
(\Pi_3^j=N_j) \times (2 \times N_4 \times N_5 - (min(N_4, N_5))^2 + (N_4)^2 + (N_5)^2) =
\]

Then for the vector \( \bar{K}_w = \{ 1, N_4, N_5 \} \), the multivariate polynomial for this multiplicity function on the domain \( N(\bar{K}_w) \) will be

\[
(\Pi_3^j=N_j) \times (2 \times N_4 \times N_5 - (N_4)^2 + (N_4)^2 + (N_5)^2) =
\]

Similarly, for the vector \( \bar{K}'_w = \{ 1, N_5, N_4 \} \), the multivariate polynomial for this multiplicity function on the domain \( N(\bar{K}'_w) \) will be

\[
(\Pi_3^j=N_j) \times (2 \times N_4 \times N_5 - (N_5)^2 + (N_4)^2 + (N_5)^2) =
\]

Consider the construction of the sets \( B(Q', \bar{K}_w) \) and \( B(Q', \bar{K}'_w) \), for the above two vectors \( \bar{K}_w = \{ 1, N_4, N_5 \} \) and \( \bar{K}'_w = \{ 1, N_5, N_4 \} \). In the construction of the set \( B(Q', \bar{K}_w) \), the m-covering part of the function \( F(Q', \bar{K}_w) \) is, by definition,

\[
(\Pi_3^j=N_j) \times (2 \times N_4 \times N_5 + (N_5)^2) .
\]

Thus, Step (1) of the construction algorithm obtains the polynomial

\[
f^{(m, Q')}[\bar{K}_w] = 2 \times N_4 \times N_5 + (N_5)^2 ,
\]

by dividing the entire m-covering polynomial by the product \( \Pi_3^j=N_j \). By Step (1)(a) of algorithm B-CONSTRUCTION, we rewrite the polynomial \( f^{(m, Q')}[\bar{K}_w] \) equivalently as

\[
2 \times N_4 \times N_5 + N_5 \times N_5 ,
\]

Then, by Step (1)(b) of the algorithm, we rewrite the above expression equivalently as

\[
N_4 \times N_5 + N_4 \times N_5 + N_5 \times N_5 .
\]

We conclude that the set \( B(Q', \bar{K}_w) \) for this function is

\[
B(Q', \bar{K}_w) = \{ 2 \times N_4, 4 \times N_5 \} .
\]

By similar reasoning, for the vector \( \bar{K}'_w \) we obtain the set \( B(Q', \bar{K}'_w) \) for the m-covering part of the function

\[
(\Pi_3^j=N_j) \times (2 \times N_4 \times N_5 + (N_4)^2) .
\]

is \( B(Q', \bar{K}'_w) = \{ 4 \times N_4, 2 \times N_5 \} . \)

The challenge in the proof of Proposition H.54 is that the Proposition is to be proved for arbitrary CCQ queries \( Q' \) such that \( Q' \equiv_c Q \). For this reason, we have to assume that while for all \( \bar{K}_w \) the m-covering part of the function \( F(Q', \bar{K}_w) \) “looks like” the all-positive-coefficient polynomial \( g(Q) \) (see Propositions H.50 and H.52), it may still be that the m-covering part of the function \( F(Q', \bar{K}_w) \) has some negative terms hidden in there but canceled out by some positive terms. That is, it may still be that the m-covering part of the function \( F(Q', \bar{K}_w) \) has some expressions for the cardinality of the union of two or more sets, as in, e.g., Example H.9. If this is the case then the term \( P_1(Q) \) (i.e., the wave of the query \( Q \)) in these polynomials could be a phantom term resulting from the application of the inclusion-exclusion principle to compute the cardinality of such set unions. (Example H.12 provides an abstract illustration of how negative terms of a polynomial can get canceled out by positive terms, for all vectors \( \bar{K}_w \), to result for each \( \bar{K}_w \) in a polynomial that does not have any negative-sign terms.)

We now make three observations, in Proposition H.55 and in Corollaries H.2 and H.3, concerning the properties of the sets \( B(Q', \bar{K}_w) \) for functions \( F(Q', \bar{K}_w) \), where \( Q' \equiv_c Q \).

**Proposition H.55.** Given two multivariate polynomials, \( P_1 \) and \( P_2 \), in terms of variables \( N_{m+1}, \ldots, N_{m+w} \), for some \( m \geq 0 \) and \( w \geq 1 \), and with integer coefficients. Let each of \( P_1 \) and \( P_2 \) be defined on a domain that includes (at least) an infinite-cardinality subset of the set \( \mathbb{Z} \) of all integers. Then \( P_1 \equiv P_2 \) implies that the outputs of algorithm \( B \)-CONSTRUCTION on the inputs \( P_1 \) and \( P_2 \) are identical sets. \( \square \)

That is, Proposition H.55 says that the sets \( B(P_1) \) and \( B(P_2) \), in the notation of this subsection, are identical sets. The claim of Proposition H.55 is immediate from Proposition H.46 and from the construction of the algorithm B-CONSTRUCTION.

**Corollary H.2.** Given CCQ query \( Q \), with vector \( \bar{N} \) constructed as defined in Section H.3.1, and given CCQ query \( Q' \) such that \( Q' \equiv_c Q \). Then for each copy-variable-ordering vector \( \bar{K}_w \) for the vector \( \bar{N} \), the sets \( B(Q, \bar{K}_w) \) and \( B(Q', \bar{K}_w) \) are identical sets. \( \square \)

The result of Corollary H.2 is immediate from Propositions H.55 and H.50.

The proof of our next result, Corollary H.3, is immediate from Propositions H.51 and H.55.
COROLLARY H.3. Given an explicit-wave CCQ query $Q$, with vector $\bar{N}$ constructed as defined in Section H.3.1. Then for each pair $(\bar{K}_w, \bar{K}_w')$ of copy-variable-ordering vectors for the vector $\bar{N}$, the sets $\mathcal{B}^{(Q)}[\bar{K}_w]$ and $\mathcal{B}^{(Q)}[\bar{K}_w']$ are identical sets.

Note that the result of Corollary H.3 does not hold in case where $Q$ is not an explicit-wave query. See Example H.11 for an illustration.

As a final step before proving Proposition H.54, we formulate a lemma that we will use in the proof of Proposition H.54.

LEMMA H.2. Given $n \geq 1$ natural numbers $a_1, a_2, \ldots, a_n$ such that $a_1 \leq a_2 \leq \ldots \leq a_n$. For each $j \in \{1, \ldots, n\}$, let the set $A_j$ be $A_j := \{1, 2, \ldots, a_j-1, a_j\}$. Then the cardinality of the set $\bigcup_{j=1}^{n} A_j$ is the natural number $a_n$.

The claim of Lemma H.2 is trivial. (Observe that for all $n$ we have that (a) $A_j \subseteq A_n$ for all $j \in \{1, \ldots, n\}$, and that (b) the cardinality of the set $A_n$ is exactly $a_n$.) Still, we take care to prove this claim. The reason is, in the proof of Proposition H.54, it will be important to us that in the expression for the cardinality of the set $\bigcup_{j=1}^{n} A_j$, where the expression is obtained by the inclusion-exclusion principle, “almost all” the terms in the expression cancel each other out, while leaving “uncanceled out” only the term $a_n$.

Proof. The proof is by induction.

Basis: $n = 1$. The claim of Lemma H.2 holds trivially in this case.

Induction step: Let $n \geq 2$, and assume that the claim of Lemma H.2 holds for $n - 1$. Examine the expression for the cardinality of the set $\bigcup_{j=1}^{n} A_j$, where the expression is obtained by the inclusion-exclusion principle. In this expression, there are two groups of terms: The first group is the sum $\sum_{j=1}^{n} |A_j|$, that is the sum $\sum_{j=1}^{n} a_j$. In the second group, each term is of the form $\min(a_{j_1}, a_{j_2}, \ldots, a_{j_k})$ (with either a positive or negative sign), for some $k$ such that $2 \leq k \leq n$ and where each $a_{j_l} \in \{a_1, a_2, \ldots, a_n\}$, for $l \in \{1, \ldots, k\}$.

Assume w.l.o.g. that in the term $\min(a_{j_1}, a_{j_2}, \ldots, a_{j_k})$, it holds that $a_{j_1} \leq a_{j_2} \leq \ldots \leq a_{j_k}$. (From $a_1 \leq a_2 \leq \ldots \leq a_n$ in the statement of Lemma H.2, we have a total order on the set $\{a_1, a_2, \ldots, a_n\}$.) Thus, the term $\min(a_{j_1}, a_{j_2}, \ldots, a_{j_k})$ can be replaced by the equivalent term $a_{j_k}$. We call this replacement our first equivalent-replacement rule.

We observe that from $a_1 \leq a_2 \leq \ldots \leq a_n$ it holds that when we use this equivalent-replacement rule, for all terms of the form $\min(a_{j_1}, a_{j_2}, \ldots, a_{j_k})$, with $k \geq 2$, the result of this equivalent replacement is an element of the set $\{a_1, a_2, \ldots, a_{n-1}\}$. That is, $a_n$ is the only element of the set $\{a_1, a_2, \ldots, a_n\}$ that by our replacement rule never (equivalently) replaces the term $\min(a_{j_1}, a_{j_2}, \ldots, a_{j_k})$, even in those cases where $a_n$ is one of the $a_{j_1}, a_{j_2}, \ldots, a_{j_k}$. Hence our second equivalent-replacement rule is to replace the term $\min(a_{j_1}, a_{j_2}, \ldots, a_{j_k})$, such that (i) $k \geq 2$, (ii) $a_{j_1} \leq a_{j_2} \leq \ldots \leq a_{j_k}$, and (iii) $a_{j_k} = a_n$, with the equivalent min-expression $\min(a_{j_1}, a_{j_2}, \ldots, a_{j_k-1})$. (In the special case where $k = 2$, this equivalent min-expression reduces to $\min(a_{j_1})$ and hence can be replaced equivalently by $a_{j_1}$.)

We will use these two equivalent-replacement rules to rewrite $\min$-terms in the expression for the cardinality of the set $\bigcup_{j=1}^{n} A_j$ by the inclusion-exclusion principle.

For instance, the expression for the cardinality of the set $\bigcup_{j=1}^{n} A_j$, in case $n = 2$, can be rewritten equivalently, as follows.

(a) We use our first equivalent-replacement rule to obtain an equivalent rewriting of that expression, $a_1 + a_2 - a_1$. To obtain this expression, we replace the expression for the cardinality of the set $A_1 \cap A_2$, that is the expression $\min(a_1, a_2)$, with $a_1$, using $a_1 \leq a_2$.

(b) We use our second equivalent-replacement rule to obtain an equivalent rewriting of that expression, $a_1 + a_2 - a_1$. (This is the same rewriting as in (a).) To arrive at this expression, we replace the expression for the cardinality of the set $A_1 \cap A_2$, that is the expression $\min(a_1, a_2)$, with $\min(a_1)$, using the facts (i) $k = 2 \geq 2$, (ii) $a_1 \leq a_2$, and (iii) $a_2 = a_n$. We then further rewrite $\min(a_1)$ equivalently as just $a_1$.

Now consider, for a general $n \geq 2$, the expression, call it $E_n$, for the cardinality of the set $\bigcup_{j=1}^{n} A_j$ as obtained by the inclusion-exclusion principle. First, consider all the terms in the expression $E_n$ such that each term mentions $a_n$. Call this group of terms $E'_n$, and refer to all the remaining terms in $E_n$ collectively as $E''_n$. We analyze the expressions $E'_n$ and $E''_n$.

(A) It is easy to see that the expression $E''_n$ evaluates to $a_{n-1}$ by our induction assumption. (This expression is exactly the expression, which we call $E_{n-1}$, for the cardinality of the set $\bigcup_{j=1}^{n-1} A_j$ as obtained by the inclusion-exclusion principle.)

(B) In the expression $E'_n$ we set aside the term $|A_n| = a_n$. All the remaining terms in $E'_n$ are each of the form $\min(a_{j_1}, a_{j_2}, \ldots, a_{j_k})$, with $k \geq 2$, and such that (assuming $a_1 \leq a_2 \leq \ldots \leq a_n$) it holds that $a_{j_k} = a_n$. We use our second equivalent-replacement rule to rewrite each such term in $E'_n$ as $\min(a_{j_1}, a_{j_2}, \ldots, a_{j_{k-1}})$. (For all cases $k = 2$ we further equivalently rewrite the resulting term $\min(a_{j_1})$ as $a_{j_1}$.) It is easy to see that after all these equivalent replacements are done, the expression $E''_n$ equals $a_n - E''_{n-1}$. (Again, $E''_{n-1}$ here denotes the expression for the cardinality of the set $\bigcup_{j=1}^{n-1} A_j$ as obtained by the inclusion-exclusion principle.)

(C) Finally, we put together the outputs of steps (A) and (B), to obtain that the expression $E_n = E''_n + E'_n$, evaluates to $(E_n-1) + (a_n - E''_{n-1})$. (While this is immaterial here because the two expressions $E_{n-1}$ cancel each other out in this expression for $E_n$, by our induction assumption we know that $E_{n-1}$ evaluates to $a_{n-1}$.) We conclude that the expression $E_n$ can be rewritten equivalently as just $a_n$.

End of the induction step. Q.E.D. 

We now provide an illustration of the use of Lemma H.2 in the proof of Proposition H.54.

EXAMPLE H.13. Consider an abstract example for the case where $m = 1$ and $r = w = 3$. Suppose that for
Indeed, consider the polynomial, call it \( P^3(Q) \). Suppose that the noncopy signatures and the copy signatures of the three classes are as follows.

- For the monomial class \( C_1^Q \), \( \Phi_n[C_1^Q] = [Y_1] \) and \( \Phi_c[C_1^Q] = [N_2 + N_3] \).
- For the monomial class \( C_2^Q \), \( \Phi_n[C_2^Q] = [Y_1] \) and \( \Phi_c[C_2^Q] = [N_4 + N_1] \).
- Finally, for the monomial class \( C_3^Q \), \( \Phi_n[C_3^Q] = [X_2] \) (for some set variable \( X_2 \)) and \( \Phi_c[C_3^Q] = [N_2 + N_3 + N_4] \).

The two monomial classes \( C_1^Q \) and \( C_2^Q \) have identical noncopy signatures \([Y_1]\). The remaining monomial class, \( C_3^Q \), has a unique noncopy signature. Thus, by our results of Section H.9.5, the function for the multiplicity of the tuple \( t_Q \), in the answer to the query \( Q \) on the database \( \{D_N(Q)\} \), will be computed as the expression for the cardinality of the union of the sets for the copy signatures of the two monomial classes \( C_1^Q \) and \( C_2^Q \), which (expression) is multiplied by \( N_1 \) and then summed up with the multiplicity monomial for the monomial class \( C_3^Q \). By definition, the multiplicity monomial for the monomial class \( C_3^Q \) is \( 1 \times N_2 \times N_3 \times N_4 \). (Here, 1 in the product comes from the \( X_2 \) in the noncopy signature of the monomial class.) In turn, the cardinality of the union of the sets for the copy signatures of the two monomial classes \( C_1^Q \) and \( C_2^Q \) is computed similarly to the function of Example H.9. Thus, the overall multiplicity function will be

\[
N_1 \times (N_2 \times N_3 + N_4 \times N_2 - (N_2^2)) + 1 \times N_2 \times N_3 \times N_4.
\]

Then for the vector \( \bar{K}_w = [1 N_2 N_3 N_4] \), the multivariate polynomial for this multiplicity function on the domain \( \mathcal{N}(\bar{K}_w) \) will be

\[
N_1 \times (N_2 \times N_3 + N_4 \times N_2 - (N_2^2)) + 1 \times N_2 \times N_3 \times N_4.
\]

By definition, the set \( \mathcal{B}(Q)[\bar{K}_w] \) as computed on this polynomial is \( \mathcal{B}(Q)[\bar{K}_w] = \{N_3, N_4\} \). (Recall that we first discard from the polynomial the product \( N_2 \times N_3 \times N_4 \), which is not part of the \( m \)-covering part of the polynomial. Then we divide the remaining polynomial by \( N_1 \), and the set \( \mathcal{B}(Q)[\bar{K}_w] \) results from counting the positive and negative occurrences of the variables from \( \{N_2, N_3, N_4\} \) in the resulting polynomial.)

We now show that we can obtain the same set \( \mathcal{B}(Q)[\bar{K}_w] \) by using the counting shortcut furnished by Lemma H.2. Indeed, consider the polynomial, call it \( f[\bar{K}_w] \),

\[
f[\bar{K}_w] = N_2 \times N_3 + N_4 \times N_2 - (N_2)^2,
\]

that is used as the input to the algorithm B-CONSTRUCTION in the computation of the set \( \mathcal{B}(Q)[\bar{K}_w] \). The intuition for this polynomial is that the multiplicity of the tuples contributed by the monomial classes \( C_1^Q \) and \( C_2^Q \) to the set \( \mathcal{I}(\mathcal{S})(Q), D_N(Q) \) is computed using:

(a) the value of the cardinality of the union of the sets \( N_2 = \{1, 2, \ldots, N_2\} \) and \( N_3 = \{1, 2, \ldots, N_3\} \) - these sets “arise from” all the elements in the first position in all the relevant copy signatures, that is, in the copy signatures of monomial classes \( C_1^Q \) and \( C_2^Q \) (recall that these copy signatures are \( \Phi_n[C_1^Q] = [N_2 + N_3] \) and \( \Phi_n[C_2^Q] = [N_4 + N_1] \));

(b) the value of the cardinality of the union of the sets \( N_2 = \{1\} \) and \( N_3 = \{1\} \) - these sets “arise from” all the elements in the second position in all the relevant copy signatures; and, finally,

(c) the value of the cardinality of the union of the sets \( N_3 = \{1, 2, \ldots, N_3\} \) and \( N_4 = \{1, 2, \ldots, N_4\} \) - these sets “arise from” all the elements in the third (the last/rightmost) position in all the relevant copy signatures.

It is exactly the above intuition that explains the results of Section H.9.5, specifically the formulation and the use of the result of Proposition H.44 in the construction of the multiplicities of tuple \( \bar{K}_Q \) by the inclusion-exclusion principle.

Now given the total order on the variables \( N_2 \) through \( N_4 \) as provided by the vector \( \bar{K}_w = [1 N_2 N_3 N_4] \), the values in (a)–(c) above can each be computed using Lemma H.2. Specifically, the cardinality of each set union in question is \( N_4 \) for (a), \( 1 \) for (b), and \( N_3 \) for (c). Observe that the set \( \mathcal{B}(Q)[\bar{K}_w] \) as computed earlier in this example by definition of that set, is exactly \( \mathcal{B}(Q)[\bar{K}_w] = \{N_3, N_4\} \), that is, the result of putting together the \( N_4 \) for (a) and the \( N_3 \) for (c). (We drop the 1 obtained from (b), as the computation of the set \( \mathcal{B}(Q)[\bar{K}_w] \) by its definition does not account for the terms or multipliers that are the constant 1.)

We are now ready to prove Proposition H.54.

**Proof.** (Proposition H.54) We consider first the case where \( Q \) is under the jurisdiction of Proposition H.42 (of Section H.9.2: our query \( Q \) would be the \( Q'' \) in the statement of Proposition H.42). In that case, for each vector \( \bar{K}_w \) we clearly have that all terms in the \( m \)-covering part of the function \( \mathcal{F}(Q)[\bar{K}_w] \) are solid terms. Hence, by Proposition H.53 we have the desired result of Proposition H.54.

Note that in all cases where \( Q \) is not under the jurisdiction of Proposition H.42, it holds that we have \( r \geq 2 \). (Recall Corollary H.1 of Section H.9.2: the Corollary outlines a special case of Proposition H.42 and covers all cases where \( r \leq 1 \).) In the remainder of the proof, we consider this case of \( Q \) not satisfying the conditions of Proposition H.42 (and hence \( r \geq 2 \) for this case).

The proof for this case is by contradiction: We assume that for some vector \( \bar{K}_w \), the \( m \)-covering part of the multivariate polynomial \( \mathcal{F}(Q)[\bar{K}_w] \) has the wave \( \mathcal{P}_Q^Q \) of the query \( Q \), w.r.t. the family of databases
\( \{ D_{\tilde{N}(\cdot)}(Q) \} \), as a phantom term. (The fact that the m-
covering part of \( \mathcal{F}^{(Q)}_{(Q)}[\tilde{K}_w] \) has the wave of the query \( Q \)
and \( \mathcal{F}^{(Q)}_{(Q)}[\tilde{K}_w] \), for various vectors \( \tilde{K}_w \). (Recall that \( r \geq 2 \) holds, hence by Proposition H.4 we have that \( w \geq 1 \) and thus the set of variables \( \{ N_{m+1}, \ldots, N_{m+w} \} \)
not empty.) For each possible vector \( \tilde{K}_w \) (for the vector \( N \) of \( Q \)) and for the m-
covering part of the polynomial \( \mathcal{F}^{(Q)}_{(Q)}[\tilde{K}_w] \), where \( Q'' \) is one of \( Q \) and \( Q' \), we
consider the set \( \mathcal{B}^{(Q'')}[\tilde{K}_w] \) as defined earlier in this section.

Specifically, for the query \( Q' \) and for each fixed vector \( \tilde{K}_w \) we construct the set \( \mathcal{B}^{(Q')}[\tilde{K}_w] \) as follows. Observe that by definition of the set \( \mathcal{B}^{(Q')}[\tilde{K}_w] \), the set can be obtained by “breaking up” the relevant polynomial into
a sum of terms where each term is a single variable from among \( \{ N_{m+1}, \ldots, N_{m+w} \} \), each multiplied by the coefficient (+1) or by the coefficient (−1). (For instance, the polynomial
\[
2 \times N_4 \times N_5 + (N_4)^2
\]
of Example H.12 can be rewritten as
\[
(N_4 + N_5 + N_5) + (N_4 + N_4),
\]
and the summing up of all the variable occurrences separately by variable name and by the sign of each term would result in the correct set \( \mathcal{B}^{(Q')}[\tilde{K}_w] = \{ 4 \times N_4, 2 \times N_5 \} \) for that polynomial.)

In the polynomial, call it \( f(Q') \), that results from the above “breaking up” of the relevant polynomial, we now propose to (i) group together the terms that originate from monomial classes having the same noncopy signature, and, in the resulting groups, to (ii) further group together the terms that result from “the same position” in the relevant copy signatures. For instance, using the polynomial \( f[\tilde{K}_w] \) of Example H.13, we first “break it up” into the sum:
\[
f(Q') = N_2 + N_3 + N_4 + N_2 - N_2 - N_2,
\]
and then group the elements of this sum further, as
\[
f(Q') = (N_2 + N_4 - N_2) + (N_3 + N_2 - N_2).
\]
The first grouping above evaluates to item (a) in Example H.13, and the second grouping - to item (c) in the Example. (We do not obtain here groupings by distinct noncopy signatures as suggested in (i) above, because both monomial classes from Example H.13 that contribute to the polynomial \( f(Q') \), have the same noncopy signature.

Now each such grouping “by position in the copy signatures” can be evaluated by Lemma H.2, as the maximal-
value element of the group, according to the vector \( \tilde{K}_w \). For instance, in the above \( f(Q') \) with groupings that originates from Example H.13, the expression in the first parentheses, \((N_2 + N_4 - N_2)\), is actually \((N_2 + N_4 - \min(N_2, N_4))\). Thus, under \( \tilde{K}_w = \{ 1 N_2 N_3 N_4 \} \), this expression evaluates to \( N_4 \) by Lemma H.2. Similarly, the expression in the second parentheses, \((N_3 + N_4 - N_2)\), which is actually \((N_3 + N_4 - \min(N_3, N_2))\), evaluates under \( \tilde{K}_w \) to \( N_3 \) by Lemma H.2. As a result, we obtain the \( \mathcal{B} \) for \( f(Q') \), that is the correct set \( \mathcal{B}^{(Q')}[\tilde{K}_w] \), as the set having exactly these two results, \( N_3 \) and \( N_4 \), each coming from the evaluation of one of the two individual groupings.

It is easy to generalize the above observations, to show that the set \( \mathcal{B}^{(Q')}[\tilde{K}_w] \) can be computed correctly using the process of “breaking up” the relevant polynomial into a sum of individual variables from \( \{ N_{m+1}, \ldots, N_{m+w} \} \) (with some of the occurrences of the variables possibly multiplied by (−1)), and of then using Lemma H.2 to evaluate each grouping in that sum to a single variable in \( \{ N_{m+1}, \ldots, N_{m+w} \} \), each variable always multiplied by (+1).

Note 1. From the correctness of this alternative computation of the set \( \mathcal{B}^{(Q')}[\tilde{K}_w] \) and by the result of Lemma H.2, we obtain the following for all CCQ queries \( Q \) and \( Q' \) and for the function \( \mathcal{F}^{(Q')}_t(Q) \) for the multiplicity of the tuple \( t^*_w \) in the answer to \( Q' \) on the database \( D_{\tilde{N}(\cdot)}(Q) \) for each \( i \in N_+ \). We obtain that the m-
covering part of the function \( \mathcal{F}^{(Q')}_t(Q) \) has, for each vector \( \tilde{K}_w \), the set \( \mathcal{B}^{(Q')}[\tilde{K}_w] \) whose all elements have natural-number coefficients. That is, no such set \( \mathcal{B}^{(Q')}[\tilde{K}_w] \) has an element whose integer coefficient is a negative number.

We now arrive at a contradiction with our assumption (see beginning of this proof) that for all vectors \( \tilde{K}_w \), the m-
covering part of the multivariate polynomial \( \mathcal{F}^{(Q')}_t(Q) \) has the wave \( \mathcal{P}^{(Q)}_t(Q) \) of the query \( Q \) (w.r.t. the family of databases \( \{ D_{\tilde{N}(\cdot)}(Q) \} \)) as a phantom term. Denote by \( F_m^{(Q')}[\tilde{K}_w] \) the m-
covering part of the multivariate polynomial \( \mathcal{F}^{(Q')}_t(Q) \) (for the query \( Q' \)), and by \( F_m^{(Q')}[\tilde{K}_w] \) the m-
covering part of the multivariate polynomial \( \mathcal{F}^{(Q')}_t(Q) \) (for the query \( Q' \)). Recall that in case \( m \geq 1 \), we have for each of \( F_m^{(Q')}[\tilde{K}_w] \) and \( F_m^{(Q')}[\tilde{K}_w] \) that each term of each of these two polynomials has the product \( \Pi_{j=1}^n N_j \) (possibly multiplied by something else.) In case \( m \geq 1 \), we divide each of \( F_m^{(Q')}[\tilde{K}_w] \) and \( F_m^{(Q')}[\tilde{K}_w] \) by this product \( \Pi_{j=1}^n N_j \), and call the resulting polynomials (each with integer coefficients and each in terms of the variables \( N_{m+1}, \ldots, N_{m+w} \)) \( F_m^{(Q')}[\tilde{K}_w] \) and \( F_m^{(Q')}[\tilde{K}_w] \), respectively. In case \( m = 0 \), we replace \( F_m^{(Q')}[\tilde{K}_w] \) into \( f_m^{(Q')}[\tilde{K}_w] \), and rename \( F_m^{(Q')}[\tilde{K}_w] \) into \( f_m^{(Q')}[\tilde{K}_w] \). Observe that by our assumption \( r \geq 2 \), we have that for all \( m \geq 0 \), each of \( f_m^{(Q')}[\tilde{K}_w] \) and \( f_m^{(Q')}[\tilde{K}_w] \) is a polynomial in terms of \( w \geq 1 \) variables \( N_{m+1}, \ldots, N_{m+w} \).

Now for an arbitrary \( \tilde{K}_w \), we rewrite \( F_m^{(Q')}[\tilde{K}_w] \) equiv-
alently as a sum of one or more groups, each group enclosed in parentheses, where each group is the result of applying the inclusion-exclusion principle to a cardinality-of-set-union expression that would arise in the construction of the function $F_m^{(Q)}$ (See Propositions H.43 and H.44 for the construction. See Example H.6 for an illustration of how such groupings would be constructed.) The only reason we are doing the rewriting is that the original, unparenthesized, version of the polynomial $F_m^{(Q)}[K_w]$ could have some terms from such groupings canceled out by (opposite-sign) terms, across such groupings. (See Example H.12 for an illustration of such cancellations.) In the remainder of this proof, we use this “parenthesized-and-grouped” version of the polynomial $F_m^{(Q)}[K_w]$, as well as the “parenthesized-and-grouped” version of $F_m^{(Q)}[K_w]$ for a possibly different vector $K'_w$. Note that from Proposition H.52, we have that the polynomial $F_m^{(Q)}[K_w]$, for the query $Q$ and for an arbitrary $K_w$, has exactly the same set of (all-solid) terms in both its parenthesized-and-grouped version and its original (unparenthesized) version.

Note 2. By the construction in the previous paragraph, we have that all the resulting groupings are the same across all the vectors $K_w$. That is, for any pair of vectors $(K_w, K'_w)$, the structure of the groupings will be the same in $F_m^{(Q)}[K_w]$ and in $F_m^{(Q)}[K'_w]$. The reason is, each such grouping reflects the cardinality of the union of a certain collection of sets, and each collection of sets originates from a collection of monomial classes, where the collection “belongs together” because all the monomial classes in the collection share the same noncopy signature. Clearly this grouping of monomial classes has nothing to do with the choice of the vector $K_w$.

Fix an arbitrary $K_w$. By our assumption, the polynomial $F_m^{(Q)}[K_w]$ has the term $P_s^{(Q)}$, the wave of the query $Q$, (i) as a phantom term, and (ii) (by Proposition H.53) with a positive coefficient. Then there must exist a grouping in $F_m^{(Q)}[K_w]$, called this grouping $G^*$, such that $P_s^{(Q)}$ (a term in $G^*$ and) arises in $G^*$ from the application of the inclusion-exclusion principle to the computation of the cardinality of the union of at least three sets, by Propositions H.43 and H.44. (There are at least three such sets because the phantom term $P_s^{(Q)}$ in $G^*$ has the positive sign. This observation is immediate from the definition of the inclusion-exclusion principle.) To the monomial classes that generate these $z \geq 3$ sets in the construction of $G^*$, we refer as (monomial classes) $P_1^*, P_2^*, \ldots, P_z^*$.

By our assumption that $P_s^{(Q)}$ is a phantom term in $G^*$, there must exist a $j \in \{1, \ldots, r\}$ such that the copy signatures of the monomial classes $P_1^*, \ldots, P_z^*$ have, in the $j$th position of their copy signatures, at least two distinct values from the set $\{1, N_{m+1}, \ldots, N_{m+w}\}$. (Otherwise, i.e., assuming that $P_s^{(Q)}$ does not have a “multiplier” arising from a min-expression with at least two distinct elements of the set $\{1, N_{m+1}, \ldots, N_{m+w}\}$ as the arguments of the min, $P_s^{(Q)}$ must be the multiplicity monomial of one of the monomial classes $P_1^*, \ldots, P_z^*$, hence we obtain that $P_s^{(Q)}$ is a solid term by definition. Therefore, we arrive at a contradiction with our assumption that $P_s^{(Q)}$ is a phantom term in $G^*$.)

Further, in that $j$th position, the copy signatures of the monomial classes $P_1^*, \ldots, P_z^*$ have at least two distinct values from the set $\{N_{m+1}, \ldots, N_{m+w}\}$. (Observe that we obtained the latter set by dropping the element 1 from the preceding set.) The reason is, the term $P_s^{(Q)}$ has exactly $m + r$ occurrences of the variables from the set $\{N_1, \ldots, N_{m+w}\}$ (see Proposition H.92), hence the part $P_s^{(Q)}$ (see Definition H.10) of $P_s^{(Q)}$ must have a separate occurrence of one of $N_{m+1}, \ldots, N_{m+w}$ for each of the $r$ positions in the relevant copy-signatures.

As $P_s^{(Q)}$ has a variable, call it $N_A^*$, $(N_A^* \equiv$ one of $N_{m+1}, \ldots, N_{m+w})$ in its $j$th position where $P_s^{(Q)}$ has a min-expression involving at least two distinct elements of the set $\{1, N_{m+1}, \ldots, N_{m+w}\}$, it must be that other members of that min-expression are also variables (that is, elements of the set $\{N_{m+1}, \ldots, N_{m+w}\}$), with at least one variable that is distinct from $N_A^*$. Otherwise (i.e., in case where the only other member of the min-expression in the $j$th position of $P_s^{(Q)}$ is the constant 1) the variable $N_A^*$ cannot be the minimum. (Recall that for the set $\{N_{m+1}, \ldots, N_{m+w}\}$, each element of the set is a natural number and hence cannot accept values below 1.) Denote by $N_{A'}^*$ the variable in this min-expression such that under the total order induced by the vector $K_w$, the value of $N_{A'}^*$ is not less than the value of any other variable mentioned in this min-expression.

We summarize that for the fixed vector $K_w$, the variable $N_{A}^*$, in the (from now on fixed) $j$th position of $P_s^{(Q)}$, in group $G^*$, is the result of evaluating a min-expression involving, as arguments, the variable $N_A^*$ and at least one other variable, $N_B^*$ ($N_A^* \equiv N_B^*$ are distinct variables), from among $N_{m+1}, \ldots, N_{m+w}$. From the rule for evaluating min-expressions, we obtain immediately that the total order for the fixed vector $K_w$ (see Section H.10.3 for the relevant definitions) includes the inequality $N_A^* \leq N_B^*$. It follows from this inequality that in $G^*$, the copy signatures of the monomial classes $P_1^*, \ldots, P_z^*$ have, in this fixed $j$th position of their copy signatures, at least two distinct variables from the set $\{N_{m+1}, \ldots, N_{m+w}\}$. Denote by $N_{A'}^*$ the minimal-value such variable (in the $j$th position in $G^*$), under the total order induced by $K_w$, and denote by $N_{A'}^{\beta}$ the maximal-value such variable (in the $j$th position in $G^*$), under the total order induced by $K_w$. That is, under the total order induced by $K_w$ we have that $N_{A'}^* \equiv N_{A'}^{\beta} \leq N_B^* \equiv N_{B'}^{\beta}$, and the $j$th position of the copy signatures of the monomial classes $P_1^*, \ldots, P_z^*$ does not have any variable, call it $X$, such that $X \in \{N_{m+1}, \ldots, N_{m+w}\}$ and such that either $X \leq N_{A'}^*$ holds under the total order induced by $K_w$ (with $X$ and $N_{A'}^*$ being distinct variables), or $N_{A'}^{\beta} \leq X$ holds under the total order induced by $K_w$ (with $X$ and $N_{A'}^{\beta}$ being distinct variables). On the other hand, observe that $N_{B'}^*$ and $N_{A'}^*$ could be the same variable, and that $N_{B'}^*$ and $N_{B'}^{\beta}$ could be the same variable. (As $P_s^{(Q)}$ is just one term in the grouping $G^*$, the arguments of the min-expression in the $j$th position in $P_s^{(Q)}$ may or may not include all of the variables that
occur in the \( j \)th position in the copy signatures of all the monomial classes \( P_i^1, \ldots, P_i^r \).

From the previous paragraph we obtain immediately that the set \( \{N_{m+1}, \ldots, N_{m+w}\} \) has at least two elements (at least \( N_A^\alpha \) and \( N_B^\beta \neq N_A^\alpha \)). We conclude that unless \( w \geq 2 \), we arrive at a contradiction with our assumption that \( P_{\beta}^*(Q) \) is a phantom term in the polynomial \( F_{(Q)}[K_w] \). That is, for all \( r \geq 2 \) such that \( w \leq 1 \), we have that \( P_{\beta}^*(Q) \) is a solid term in the polynomial \( F_{(Q)}[K_w] \), for all vectors \( K_w \), which completes our proof of Proposition H.54 for all these cases. Hence in the remainder of this proof, we assume \( r \geq 2 \) and \( w \geq 2 \).

We now return to our fixed vector \( K_w \), and to the fixed group \( G^* \) in the polynomial \( F_{m}^*(Q)[K_w] \). In case \( m \geq 1 \), divide each term of \( F_{m}^*(Q)[K_w] \) and each term of \( F_{m}^*(Q)[K_w] \) by \( \Pi_{l=1}^m N_l \) to obtain \( F_{m}^*(Q)[K_w] \) and \( F_{m}^*(Q)[K_w] \) respectively, as discussed earlier in this proof. (In case \( m = 0 \), recall that we just rename \( F_{m}^*(Q)[K_w] \) into \( F_{m}^*(Q)[K_w] \) and rename \( F_{m}^*(Q)[K_w] \).) Denote by \( g^* \) the group in the polynomial \( f_{m}^*(Q)[K_w] \) that results (by such division/renaming) from the group \( G^* \) in the polynomial \( F_{m}^*(Q)[K_w] \). Clearly, by \( G^* \) in \( F_{m}^*(Q)[K_w] \) having the term \( P_{\gamma}^*(Q) \), the group \( g^* \) in \( f_{m}^*(Q)[K_w] \) must have a term that is the part \( P_{\gamma}^*(Q) \) (see Definition H.10 of \( P_{\gamma}^*(Q) \)).

We now compute the set \( B(Q)[K_w] \), by applying to the polynomial \( f_{m}^*(Q)[K_w] \) our equivalent modification of algorithm \( B\text{-construction} \) as discussed in the beginning of this proof. By definition of this modification and by Lemma H.2, each (parenthesized) grouping in the polynomial \( f_{m}^*(Q)[K_w] \) will contribute to the (raw data for the) set \( B(Q)[K_w] \) exactly \( r \) variables (perhaps with repetitions of the same variable names among the \( r \) occurrences) from the set \( \{N_{m+1}, \ldots, N_{m+w}\} \), each such contribution multiplied by \((+1)\). Each such contribution corresponds to a separate position (between \( 1 \) and \( r \)) in the relevant copy signatures, for the given grouping (by cardinality-of-the-set-union). Specifically, from our earlier discussion of the \( \min \)-expression in the fixed \( j \)th position of \( P_{\gamma}^*(Q) \) it follows that this fixed \( j \)th position of \( P_{\gamma}^*(Q) \) in the grouping \( g^* \) will contribute to the set \( B(Q)[K_w] \) the variable \( N_{\beta}^\gamma \) (multiplied by \((+1)\)).

We conclude that the set \( B(Q)[K_w] \) has an element \( C \times N_{\beta}^\gamma \), with \( C \in \mathbb{N} \cup \). (The reason for \( C \) possibly being greater than \( 1 \) is that, apart from the fixed \( j \)th position of \( P_{\gamma}^*(Q) \) in the grouping \( g^* \), other positions in this or other groupings could also contribute \( N_{\beta}^\gamma \) to the (raw data for the) set \( B(Q)[K_w] \).

Now consider (and fix) an arbitrary vector \( K_w \) such that \( N_{\beta}^\gamma \) is the second element of this vector, and that \( N_{\beta}^\gamma \) is the last element of the vector. (For instance, if all the variables in all the vectors of the form \( K_w \) are \( N_2, N_3, N_4, N_5 \), and if we have \( N_{\beta}^\gamma = N_3 \) and \( N_{\beta}^\gamma = N_2 \), then one possibility for \( K_w \) is \( K_w = [1 \ N_3 \ N_5 \ N_4 \ N_2] \). Clearly, the fixed \( j \)th position of \( P_{\gamma}^*(Q) \) in the grouping \( g^* \) will now contribute to the set \( B(Q)[K_w] \) the variable \( N_{\beta}^\gamma \) (multiplied by \((+1)\)).

Observe that for the vector \( K_w \) it holds that the polynomial \( f_{m}^*(Q)[K_w] \) contributes to the (raw data for the) set \( B(Q)[K_w] \) the variable \( N_{\beta}^\gamma \) only for those groupings and only for those \( (l \)th) positions in those groupings where in all the copy signatures for the monomial classes for the grouping, the \( l \)th position in all the copy signatures has either the variable \( N_{\beta}^\gamma \) (in the \( l \)th position in at least one such copy signature) or the constant \((1 \) in the \( l \)th position in any number, including zero, of such copy signatures). Observe also that by Note 2 (earlier in this proof), for the vector \( K_w \) (which we fixed earlier in this proof), all such \( l \)th positions, exactly the same as for \( K_w \), would also each contribute the variable \( N_{\beta}^\gamma \) to the (raw data for the) set \( B(Q)[K_w] \). We conclude that the set \( B(Q)[K_w] \) either does not have an element for \( N_{\beta}^\gamma \) at all (in case none such \( l \)th position exists), or has an element for \( N_{\beta}^\gamma \) with a multiplier \( C' \in \mathbb{N} \) such that \( C' \) is strictly less than \( C \), where \( C \) is the multiplier for \( N_{\beta}^\gamma \) in the set \( B(Q)[K_w] \).

We infer that for the two fixed (distinct) vectors \( K_w \) and \( K'_w \), the sets \( B(Q)[K_w] \) and \( B(Q)[K_w] \) are identical sets. Using Corollaries H.2 and H.3, we conclude that for the CCQ queries \( Q \) and \( Q' \), \( Q \equiv_c Q' \) cannot hold. Thus, we have arrived at a contradiction with the assumption that for at least one vector \( K_w \), the covering part of the multivariate polynomial \( F_{(Q)}[K_w] \) has the wave \( P_{\gamma}^*(Q) \) of the query \( Q \) (w.r.t. the family of databases \( \{D_N(Q)\} \)) as a phantom term. Q.E.D.

H.10.8 Proof of the main result of this section

We can now put together all the auxiliary results of this section, to prove Proposition H.47 of Section H.10.2. Actually the proof is immediate from Proposition H.54 and from the definition of solid terms of polynomials for our multiplicity functions (as given in Section H.10.5). We can finally conclude that the result of Theorem 5.1 holds. Q.E.D.

I. Query Q of Example 1.3 is an Implicit-Wave Query

We show that query \( Q \) of Example 1.3 is an implicit-wave query. We observe first that the query \( Q \) has two copy-sensitive subgoals. Now the copy-enhanced version \( Q_{ce} \) of \( Q \) is exactly \( Q \). (Recall that to construct the copy-enhanced version \( Q_{ce} \) of query \( Q \), all one needs to do is add distinct copy variables to all relational subgoals of \( Q \). The query \( Q \) of Example 1.3 does not have any relational subgoals.) Consider two GCMs from \( Q_{ce} \) to itself:

\[
\mu_1 = \{ X_1 \rightarrow X_1, Y_1 \rightarrow Y_1, Y_2 \rightarrow Y_2, X_2 \rightarrow X_2, X_3 \rightarrow X_2, Y_3 \rightarrow Y_3, Y_4 \rightarrow Y_4 \};
\]

and

\[
\mu_2 = \{ X_1 \rightarrow X_3, Y_1 \rightarrow Y_1, Y_2 \rightarrow Y_2, X_2 \rightarrow X_3, X_3 \rightarrow X_3, Y_3 \rightarrow Y_4, Y_4 \rightarrow Y_4 \}.
\]

The set \( M_{noncopy} \) for the query \( Q \), as well as for the query \( Q_{ce} \), is \( \{Y_1, Y_2\} \). Each of \( \mu_1 \) and \( \mu_2 \) is a noncopy-permuting GCM from \( Q_{ce} \) to itself, because each of \( \mu_1 \) and \( \mu_2 \) maps each element of \( M_{noncopy} \) to itself. For
the same reason, the mappings $\mu_1$ and $\mu_2$ agree on $M_{\text{noncopy}}$.

Mappings $\mu_1$ and $\mu_2$ map the first subgoal of $Q$ (which is an original copy-sensitive subgoal of $Q$) into atoms with different relational templates. Indeed, $\mu_1(\sigma(X_1, Y_1, Y_2, X_2, Y_2))$ is atom $\sigma(X_1, Y_1, Y_2, X_2, Y_2)$, and $\mu_2(\sigma(X_1, Y_1, Y_2, X_2, Y_2))$ is atom $\sigma(X_1, Y_1, Y_2, X_2, Y_2)$. We conclude that $Q$ is not an explicit-wave query.


Cohen in [4] provides necessary and sufficient conditions for combined-semantics equivalence of CQ queries, possibly with negation, comparisons, and disjunction. For these necessary and sufficient conditions to be applicable, both queries to be tested for combined-semantics equivalence are to satisfy one of the following conditions:

1. Neither of the two queries has set variables; or
2. Neither of the two queries has multiset variables; or
3. Neither of the two queries has same-name predicate twice or more in positive (i.e., nonnegated) subgoals; or
4. Each query is a join of a set (i.e., no multiset variables) subquery with a multiset (i.e., no set variables) subquery. The formal definition is that neither query may have a subgoal that would have both a multiset variable and a set variable; or
5. Neither query may have copy variables.

Now consider a restriction of the query language studied in [4] to CCQ queries. In the remainder of this section, we consider the above conditions 1–5 only as applied to the queries that satisfy this restriction. (That is, in the remainder of this section we consider CQ combined-semantics queries only, without any extensions of this query language.) Under this query-language restriction, each of the above conditions 1–5 enforces that each CCQ query in question be an explicit-wave query, by Definition 5.1 in this current paper. Specifically:

1. Whenever neither of the two queries has set variables, then both queries are explicit-wave queries because in each query, each copy-sensitive subgoal has no set variables. (See Section 6 in this current paper for this syntactic sufficient condition for a CCQ query to be an explicit-wave query.)

2. Whenever neither of the two queries has multiset variables, then neither query has copy-sensitive subgoals. Hence, both queries in question are explicit-wave queries by Definition 5.1 (1).

3. Whenever neither of the two queries has same-name predicate twice or more in positive (i.e., nonnegated) subgoals, then both queries are explicit-wave queries because neither (CCQ) query has self-joins. (The fact that a CCQ query without self-joins is an explicit-wave (2).)

4. Whenever neither query may have a subgoal that would have both a multiset variable and a set variable, then both queries are explicit-wave queries because in each query, each copy-sensitive subgoal has no set variables. (See Section 6 in this current paper for this syntactic sufficient condition for a CCQ query to be an explicit-wave query.)

5. Whenever neither query may have copy variables, then both queries are explicit-wave queries by Definition 5.1 (1).

We conclude that if we apply to only CCQ queries the necessary and sufficient conditions of [4] for query combined-semantics equivalence, then each of these conditions would be applicable exclusively to pairs of explicit-wave queries. Thus, when all the queries in question are required to be CCQ queries, we have that all the necessary and sufficient conditions of [4] for combined-semantics equivalence of queries are subsumed by Theorem 6.3 of this current paper and by its variant, Theorem J.1, as follows. (The result of Theorem J.1 is immediate from Theorems 5.1 and 6.1.)

**Theorem J.1.** Given explicit-wave CCQ queries $Q_1$ and $Q_2$. Then $Q_1 \equiv_C Q_2$ if and only if there exists a CVM from $Q_1$ to $Q_2$, and another from $Q_2$ to $Q_1$. □

Observe that the CCQ query $Q$ of Example 1.1 does not satisfy (individually) any of the conditions 1–5 of this section. Thus, none of the necessary and sufficient query-equivalence conditions of [4] would apply to a pairing of this query with an arbitrary query in the query language considered in [4]. (By definition, see Definition 2.1, CCQ queries do belong to the query language considered in [4].) We make the same observation about the CCQ query $Q'$ of Example 1.1, as well as about the query CCQ $Q$ of Example 1.2. Still, by Theorem 6.3 (or by Theorem J.1) of this current paper we obtain that (i) $Q \not\equiv_C Q'$ for the queries of Example 1.1, and that (ii) $Q \equiv_C Q'$ for the queries of Example 1.2. (See Section 6 for the details.)

K. PROOF OF PROPOSITION 6.1

In this section we provide a proof of Proposition 6.1.

**Proof.** If: Let $\nu_1$ be an isomorphism SCVM from $Q_1^{\text{min}}$ to $Q_2^{\text{min}}$. We show that there exists a CVM from $Q_1$ to $Q_2$. By $Q_1^{\text{min}}$ being (up to an isomorphism M-identity SCVM, see Theorem 4.1) the output of algorithm MINIMIZE-CCQ-QUERIES, by construction of the algorithm MINIMIZE-CCQ-QUERIES, and by Proposition G.1, we have that there exists a SCVM, $\mu_1$, from $Q_1$ to $Q_1^{\text{min}}$. Finally, there exists an identity SCVM, $\mu_2$, from $Q_2^{\text{min}}$ to $Q_2$. By another application of Proposition G.1, we obtain that $\nu_2 \circ \nu_1 \circ \mu_1$ is a (S)CVM from $Q_1$ to $Q_2$. Symmetrically, we obtain that there exists a CVM from $Q_2$ to $Q_1$. Q.E.D.

Only-If: Suppose there exists a CVM $\xi_1$ from $Q_1$ to $Q_2$. We show that there exists an isomorphism SCVM from $Q_1^{\text{min}}$ to $Q_2^{\text{min}}$. There exists a SCVM, $\mu_2$, from $Q_1$ to $Q_1^{\text{min}}$. (See the If part of the proof for the justification of the existence of $\mu_2$. The justification is given there – symmetrically – for the existence of a SCVM $\mu_1$ from $Q_1$ to $Q_1^{\text{min}}$.) By Proposition G.1, we obtain that the mapping $\mu_2 \circ \xi_1$ is a CVM from $Q_1$ to $Q_1^{\text{min}}$.

Construct a mapping $\nu_1$, by restricting the domain of $\mu_2 \circ \xi_1$ to the set of terms of the query $Q_1^{\text{min}}$. By $Q_1^{\text{min}}$, having all the multiset variables of the query $Q_1$ and
being a reduced-condition query for \(Q_1\), we have that
\(\nu_1\) is a CVM from \(Q_1^{\min}\) to \(Q_2^{\min}\).

From the existence of a CVM from \(Q_1\) to \(Q_2\) and of a CVM from \(Q_2\) to \(Q_1\), by Theorem 3.3 we obtain that
\(Q_1 \equiv_C Q_2\). Further, from \(Q_1 \equiv_C Q_1^{\min}\), from \(Q_2 \equiv_C Q_2^{\min}\), and by transitivity of \(\equiv_C\), we obtain \(Q_1^{\min} \equiv_C Q_2^{\min}\).

From Theorem 3.1 we have that the queries \(Q_1^{\min}\) and \(Q_2^{\min}\) have the same number of multiset variables. Therefore, \(\nu_1\) must be a SCVM from \(Q_1^{\min}\) to \(Q_2^{\min}\).

We now show that \(\nu_1\) is a SCVM from \(Q_1^{\min}\) onto \(Q_2^{\min}\). The proof is by contradiction: Assume that \(\nu_1\) is not an onto mapping. Then the query \(\nu_1(Q_1^{\min})\) is a proper reduced-condition query for \(Q_2^{\min}\), and thus also a proper reduced-condition query for \(Q_2\). We have the following:

- \(Q_1 \equiv_C Q_1^{\min}\) (by definition of \(Q_1^{\min}\));
- \(Q_1 \equiv_C Q_2\) (by the existence of a CVM \(\xi_1\) from \(Q_1\) to \(Q_2\), by the existence of a CVM from \(Q_2\) to \(Q_1\), and by Theorem 3.3);
- \(Q_2 \subseteq_C \nu_1(Q_1^{\min})\) (by the existence of an identity CVM from \(\nu_1(Q_1^{\min})\) to \(Q_2\) and by Theorem 3.3); and
- \(\nu_1(Q_1^{\min}) \subseteq_C Q_2^{\min}\) (by \(\nu_1\) being a CVM from \(Q_1^{\min}\) to \(Q_1^{\min}\) and by Theorem 3.3).

Using transitivity of \(\subseteq_C\), we infer that \(Q_2 \equiv_C \nu_1(Q_1^{\min})\), where \(\nu_1(Q_1^{\min})\) is a proper reduced-condition query for \(Q_2^{\min}\). We conclude that \(Q_2^{\min}\) cannot be a minimized query for \(Q_2\), and thus arrive at the desired contradiction. Therefore, \(\nu_1\) is a SCVM from \(Q_1^{\min}\) onto \(Q_2^{\min}\).

Symmetrically to the above proof for \(\nu_1\), we obtain that there exists a SCVM, \(\nu_2\), from \(Q_2^{\min}\) onto \(Q_1^{\min}\). From the existence of two “onto” CVMs \(\nu_1\) and \(\nu_2\), using Proposition 4.4, we conclude that \(\nu_1\) is an isomorphism SCVM from \(Q_1^{\min}\) to \(Q_2^{\min}\), and that \(\nu_2\) is an isomorphism SCVM from \(Q_2^{\min}\) to \(Q_1^{\min}\). Q.E.D. □

L. PROOF OF SUFFICIENT CONDITION FOR A CCQ QUERY TO BE AN EXPLICIT-WAVE QUERY

PROPOSITION L.1. Given a CCQ query \(Q\) such that each copy-sensitive subgoal of \(Q\) has no set variables. Then \(Q\) is an explicit-wave query.

PROOF. We prove that for all queries such as \(Q\) in the statement of Proposition L.1, each such query satisfies Definition 5.1. Indeed, consider a query \(Q\) satisfying the condition that each copy-sensitive subgoal of \(Q\) has no set variables. In case \(Q\) has at most one copy-sensitive subgoal, we obtain immediately that \(Q\) satisfies Definition 5.1 (1). Thus, in the remainder of this proof we assume that \(Q\) has at least two copy-sensitive subgoals. We will show that in this case, \(Q\) always satisfies Definition 5.1 (2).

Let \((\mu_1, \mu_2)\) be an arbitrary pair of noncopy-permuting GCMs from \(Q_{ce}\) to itself such that \(\mu_1\) and \(\mu_2\) agree on \(M_{noncopy}\). Consider an arbitrary copy-sensitive subgoal of \(Q\), call this subgoal \(s\). By definition of the query \(Q_{ce}\), \(s\) must be a subgoal of \(Q_{ce}\). The atom \(s\) may have as arguments only constants, head variables of the query \(Q\), and multiset variables. (Recall that no set variables of \(Q\) may be arguments of \(s\).) Now each of \(\mu_1\) and \(\mu_2\) map each constant to itself (by each of \(\mu_1\) and \(\mu_2\) being a GCM), and by each of \(\mu_1\) and \(\mu_2\) being a mapping from \(Q_{ce}\) to itself we obtain that each of \(\mu_1\) and \(\mu_2\) maps each head variable of \(Q_{ce}\) (that is, each head variable of \(Q\), by definition of \(Q_{ce}\)) to itself. Finally, consider each multiset noncopy variable, call it \(Y\), such that \(Y\) is an argument of the atom \(s\). By \(\mu_1\) and \(\mu_2\) agreeing on \(M_{noncopy}\), we have that \(\mu_1(Y)\) and \(\mu_2(Y)\) are the same term of the query \(Q\). (Recall that, by definition of \(Q_{ce}\), we have that for all terms that are present in \(Q_{ce}\) but not in \(Q\), each such term is a copy variable.) We conclude that atoms \(\mu_1(s)\) and \(\mu_2(s)\) have the same relational template. Hence, \(Q\) satisfies Definition 5.1 (2). Q.E.D. □