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Abstract

While the Internet is dramatically changing the way business is conducted, security and privacy issues are of deeper concern than ever before. A primary fault in evolutionary electronic commerce systems is the failure to adequately address security and privacy issues; therefore, security and privacy policies are either developed as an afterthought to the system or not at all. One reason for this failure is the difficulty in applying traditional software requirements engineering techniques to systems in which policy is continually changing due to the need to respond to the rapid introduction of new technologies which compromise those policies. Security and privacy should be major concerns from the onset, but practitioners need new systematic mechanisms for determining and assessing security and privacy. To provide this support, we employ scenario management and goal-driven analysis strategies to facilitate the design and evolution of electronic commerce systems. Risk and impact assessment is critical for ensuring that system requirements are aligned with an enterprise’s security policy and privacy policy. Consequently, we tailor our goal-based approach by including a compliance activity to ensure that all policies are reflected in the actual system requirements. Our integrated strategy thus focuses on the initial specification of security policy and privacy policy and their operationalization into system requirements. The ultimate goal of our work is to demonstrate viable solutions for supporting the early stages of the software lifecycle, specifically addressing the need for novel approaches to ensure security and privacy requirements coverage.

1. Introduction

Organizations are hastily investing time and monetary resources in electronic commerce systems to support traditional business activities. By enhancing customer responsiveness and speeding up product delivery time, electronic commerce greatly reduces administrative costs and improves efficiency. However, protecting a digital marketplace is more complex than protecting the physical one. Information is dispersed so easily through electronic transactions that it is often difficult to differentiate between illegal actions and legitimate market research or flexible actions to accommodate electronic commerce partners [ATW98, Bor96]. Concerns over the security and integrity of electronic commerce transactions initially stifled the adoption of e-commerce [Ale98, Ger97]; however, this is no longer a primary concern. Although Internet security is sometimes considered poor, it is not impeding the rapid growth of electronic commerce. Some businesses, as well as individuals, are willing to accept the risks; however, Internet users as a whole are concerned about their personal privacy and the security of their online transactions [CRA99].

When compared to information systems of the past, electronic commerce systems are more vulnerable to accidental distortion, distribution and deletion of critical transaction data [EPB00]. Transactions conveyed on paper are somewhat secure because of the inherent difficulty of accessing and
searching their content, thus hindering the usefulness to abusers who might breach confidentiality. When transactions are stored and exchanged using electronic commerce systems, however, information such as credit card numbers, electronic receipts and purchase orders become more accessible. This ease of access creates the potential for wider and more systematic breaches of information privacy. Information assets are core components of electronic commerce systems; therefore, protection of these assets is not an option but a necessity if commerce is to flourish.

Successful privacy and data protection is a result of appropriate security measures. Moreover, protecting an electronic commerce system cannot be accomplished with a single security method. It is important to identify appropriate combinations of proven policies, procedures and devices to ensure the success of a secure networked environment.

Although the Internet is a promising means of facilitating the growth of electronic commerce, there remain many challenges that we seek to address. Technology problems of slow modem access and congestion are common, but are receiving widespread attention via new technologies such as ADSL (Asymmetrical Digital Subscriber Line) and intelligent routing. In contrast, software problems related to privacy and security pose a much greater challenge for researchers and software practitioners. To keep pace with the predicted explosive growth of electronic commerce, there is a great need for proven methods aimed at developing secure systems. This paper outlines an innovative approach for designing electronic commerce systems with a direct emphasis on addressing security and privacy needs from the early stages of conceptual design.

Our integrated approach applies goal and scenario-driven requirements engineering methods for secure electronic commerce systems resulting in the specification of: privacy policies, security policies and the corresponding system requirements for these proposed or envisioned systems. Section 2 provides an overview of the state of the research and practice in security and privacy policy. Section 3 provides relevant background in requirements engineering. Our strategy (an instantiated GBRAM model for policy development) is presented in Section 4, followed by a summary and discussion of future work in Section 5.

2. Security and Privacy

This section provides an overview of the relevant work in security, security policy, privacy and privacy policy.

Security

Reducing threats to sensitive data is the focus of several studies addressing methods to provide better security for data privacy [BB95, BS96, MW98]. However, the balance between security and information accessibility necessary for normal business operation must also be considered [EP00]. Most organizations are aware of the problem of unauthorized access to personal data, but few have established an effective security program for their systems [SKR99]. Electronic commerce systems must be protected from both internal and external threats and their protection deserves special consideration during the early design stages. Despite the increased awareness of heightened security needs, most organizations are facing a shortage of security skills [Mak99], highlighting the need for a heavier focus on systems with security requirements at the conceptual design phase. Similarly, Shimeall et.al. [SM99] highlight the increasing need for applications to be written with more concern for security to thwart the potential for vulnerabilities often exploited by attackers.

Although many organizations employ ethical codes for employees to follow; these policies provide no real guarantee against unauthorized access. The ability to determine where the business need is for security and what security features are appropriate, given the organizational environment, is vital when developing electronic commerce applications for today’s businesses. The challenge lies in ensuring that the policies are reflected in the system requirements from which these electronic commerce applications will be designed.
Security Policy

The primary step in securing an electronic commerce system is developing and implementing a dynamic document called a security policy [Dea00], which identifies system aspects such as security goals and risks. It is important to establish who the authorized users might be, how they will access the system and data, how unauthorized users will be denied access, and how data will be protected within the organization as well as outside the organization.

Thoroughly planned security policies help minimize break-ins by communicating with and managing the users in an organization. Unfortunately, security policies are often treated as an after-thought [Trc00]. The strategies presented in this paper address this occurrence in electronic commerce systems by integrating policy creation and security considerations with requirements specification activities.

Although several methods for developing specific types of security policies have been proposed [AB95, And96, ISO98, Lic97, NI94, OA95, Oln94, PFI99, SW98, Trc00,]; few consider the dynamic nature and innovativeness of creating policies specific to electronic commerce applications [Oli97]. A security policy must address an organization’s specific risks. To understand risks, an appropriate player should perform a security audit that identifies vulnerabilities and rates both the severity of each threat and its likelihood of occurring. Today’s digital economy offers more areas for risk to be introduced through the involvement of various parties, such as suppliers, distributors, customers, and partners. Researchers [Lic97, SM99] highlight the immediate need to address key research issues in current security development methods. Specific challenges to policy research raised by Lichtenstein [Lic97] include the need to address the ill-defined content and structuring of content in policy development.

The PFIRES (Policy Framework for Interpreting Risk in eCommerce Security), developed at the Purdue University CERIAS (Center for Education and Research in Information Assurance and Security), provides a framework for managing information security policy for electronic commerce applications [PFI99]. The framework addresses the need to unify security policies in a manner consistent with organizational electronic commerce objectives. Security policies must be continually reviewed and updated to respond to changes in technology as well as the business environment; the PFIRES lifecycle model supports this iterative process by managing risks as an organization adopts new technologies which may compromise its existing security and/or privacy policies. While the PFIRES plan phase does include a requirements definition step, it does not currently offer systematic prescriptive guidance to the analysts who are actually responsible for translating policy recommendations into requirements.

Trcek [Trc00] has developed an approach to security policy management that provides an integrated solution from various fields (e.g. cryptography and human management). Trcek observes that development of information systems is typically top-down, whereas security methods are incorporated bottom-up; he thus advocates addressing policy development during analysis and design. His approach begins with an analysis of the business processes and identification of individual entities to be classified into security domains. Data flow diagrams are employed to model the process in a static perspective so that information flows may then be evaluated and enforced by flow controls. Trcek identifies some important aspects of policy management, but provides no guidance for the process of defining policy requirements.

Privacy

Privacy is a concept that is not easily defined [Tav99], but it is often thought of as a moral or legal right [Cla99]. Clarke describes privacy as the “interest individuals have in sustaining personal space free from interference by other people and organizations” [Cla99]. Privacy thus affects electronic commerce consumers as well as consumers, or stakeholders, in other domains. Consider, for example, the role of a patient's information privacy in the health care industry as explored in a recent study [EP00]. The study measured privacy perceptions of employees having daily exposure to information processing activities. The findings concluded that employees are torn between their respect for personal privacy and the need, whether imposed by management or through individual thinking, to collect personal information. Similarly, there exists a need to explore these same issues within the context of developing electronic commerce applications.
Self-regulation has been proposed as means to address concerns about consumer privacy [McG99]. The FTC (Federal Trade Commission) recently issued a report to the United States Congress encouraging industry to address consumer concerns about privacy through self-regulation [FTC98]. This report was presented despite the fact that self-regulation had previously been encouraged and most online businesses still had not adopted the fundamental fair information practices that address consumer privacy. In response, [Ben99] suggests privacy seals (e.g. TRUSTe, BBBonline and WebTrust) to prevent the introduction of legislation that will be introduced if companies can not effectively achieve self-regulation. Alternatively, the P3P project (Platform for Privacy Practices Project) offers a means to enable Internet users to exercise preferences over Web site privacy practices [RC97].

Information privacy is impacted by organizational functions such as electronic commerce, database management, security techniques, telecommunications, collaborative systems and systems implementation [EP99]. Developers of electronic commerce systems need to be aware of this connection and realize the need for early privacy planning. Clearly, it is necessary to consider these factors throughout the requirements determination and software design of electronic commerce systems.

Privacy Policy

A privacy policy is defined as a comprehensive description of a Web site’s practices which is located in one place on the site and may be easily accessed [FTC98]. Every organization involved in electronic commerce transactions has a responsibility to adopt and implement a policy for protecting the privacy of individually identifiable information. Organizations also need to consider other organizations with which they interact and take steps that foster the adoption and implementation of effective online privacy policies by those organizations as well. Although, organizations engaged in electronic transactions should disclose a privacy policy that is based on fair information practices, the Georgetown Internet Privacy Policy Survey [GIP99] found that Internet privacy disclosures did not always reflect fair information practices. This highlights the need for electronic commerce professionals to gain experience in developing proper privacy policies and for practitioners to have access to prescriptive guidance for specifying the corresponding system requirements. The strategies presented in Section 4 include heuristics and techniques to aid practitioners as they develop both security and privacy policies which may be operationalized into system requirements.

3. The Role of Requirements Engineering in the Design of eCommerce Systems

Requirements engineering is the principled application of proven methods and tools to describe the behavior and constraints of a proposed system. As such, it arguably influences the outcome of a software project more than any other sub-discipline within software engineering [FB91] as well as the outcome of other analysis activities such as policy formation. Lichtenstein’s framework for developing Internet security policy promotes a four phase strategy to engineer information security: requirements definition, design, integration, and certification or accreditation [Lic97]. Unfortunately, the framework offers no specific methods to address the requirements definition phase. Similarly, as previously mentioned, the PFires framework, does not provide adequate support for translating policy recommendations into system requirements [PFI99]. Although researchers in the requirements engineering community are beginning to focus on electronic commerce applications [AP98, ADS00, Rob97] there remains a need to apply proven requirements analysis methods (a routine activity in software engineering) and demonstrate how to best apply these methods within the context of establishing policy. Goal and scenario analysis have been successfully applied within the context of evolving electronic commerce systems [AP98] as we now discuss.
Goals and Scenarios

Goals are the objectives and targets of achievement for a system. In requirements engineering, goal-driven approaches focus on why systems are constructed, expressing the rationale and justification for the proposed system. Since goals are evolutionary, they provide a common language for analysts and stakeholders. Focusing on goals, instead of specific requirements, allows analysts to communicate with stakeholders using a language based on concepts with which they are both comfortable and familiar. Furthermore, since goals are typically more stable than requirements [Ant97], they are a beneficial source for requirements derivation. Goals are operationalized and refined into requirements and point to new, previously unconsidered scenarios. Scenarios are descriptions of concrete system behaviors. They may summarize the behavior traces of an existing system. Scenarios also help in the discovery of goals [AMP94, AP98, JBC98, Pot99, RSB98]. Although the merits and benefits of scenario-based and goal-based analysis in requirements engineering are well understood, researchers are now faced with the question of how to use scenarios and goals in a complimentary fashion for evolving systems in which risk and impact assessment as well as compliance become more paramount.

Goal-Based Requirements Engineering

The Goal-Based Requirements Analysis Method (GBRAM) [Ant96, Ant97, AP98, ADS00] is a straightforward methodical approach to identifying system and enterprise goals and requirements. It is useful for identifying and refining the goals that software systems must achieve, managing trade-offs among the goals, and converting them into operational requirements. The method suggests goal identification and refinement strategies and techniques through the inclusion of a set of heuristics, guidelines and recurring question types. Four sets of heuristics are included: identification heuristics, classification heuristics, refinement heuristics, and elaboration heuristics. The heuristics are useful for identifying and analyzing specified goals and scenarios as well as for refining these goals and scenarios. The GBRAM heuristics and supporting inquiry include references to appropriate construction of scenarios and the process by which they should be discussed and analyzed. We have successfully applied this method to the analysis of systems for various organizations [AMP94, Ant96, Ant97, AP98, ADS00]. The latter two of these systems were electronic commerce applications [AP98, ADS00].

Securing sensitive data is essential from the initial design phase of a system and the cost of security controls must be appropriate for the risk environment of the individual system. A risk analysis is needed to determine the stringency of the policy. This, in turn, will affect the cost of the security controls employed to meet the requirements of the security policy. Although methods and guidelines exist for managing and developing security policies [AB95, And96, ISO98, Lic97, NI94, OA95, Oln94, PFI99, SW98, Tre00], our goal-driven approach provides structured prescriptive guidance, in the form of a set of heuristics [Ant97, AP98, Dem00], for identifying new, previously overlooked goals based on the results of risk assessment activities. These goals are, in turn, operationalized into policies and system requirements.


The primary goals in developing a security policy are to define organizational expectations for proper system use and define procedures to prevent, and respond to, security events. Similar to other organizational policies, the security policy must maintain and complement the organization’s business objectives. The creation of a security policy for networked systems is inherently an ongoing and iterative process due to the dynamic nature of electronic commerce systems. When new technologies are adopted, an organization’s security policy and privacy policy must be revisited and oftentimes revised to respond to the policy conflicts introduced by these new technologies. Thus, there is a need for an evolutionary approach for security policy development. Our proposed strategies involve the application of proven goal- and scenario-based requirements analysis techniques in the design and implementation of electronic commerce applications. The strategies and associated heuristics are designed to ensure that system requirements are in compliance with enterprise security and privacy policy.

The steps involved in security policy development for networked systems in general, include the following activities [Sun99]:
• identifying assets centered around software, hardware, people and documentation;
• evaluating and prioritizing those assets;
• identifying risks and vulnerabilities, including the probabilities of each;
• defining a policy of acceptable use based on work ethic and culture;
• identifying necessary safeguards, including physical security, audit/logging and incident response;
• creating the plan for a phased approach to introducing the policy; and
• communicating policy to users within the organization, as well as appropriate external individuals such as partners.

When applied specifically to electronic commerce systems, the risk identification phase is more significant and critical because such a highly interconnected environment inherently sustains added vulnerabilities. A risk occurs when a threat exploits a vulnerability to cause harm to the system. Security policies provide a baseline for implementing security controls to lessen risk introduced by vulnerabilities. The number of vulnerabilities in today’s electronic commerce systems is massive when compared to the earlier environments of mainframes and dumb terminals. For this reason, system developers of the present require meticulous methods for organizing risk profiles into electronic commerce systems and system policy.

The strategies described below build on the PFires approach for assessing risk in eCommerce systems [PFI99]. The PFires framework employs a lifecycle model that consists of the following phases: Assessment, Planning, Delivery and Operation. While each phase of the model is marked by specific exit criteria that must be met before proceeding to the next phase, it does include feedback loops due to the iterative nature of policy development in eCommerce systems. Risk assessment is built into the lifecycle and policy changes are classified along a “change continuum”; tactical changes involve short-term goal achievement whereas strategic changes involve long-term, broad-based initiatives. Our strategy for policy formation focuses on goals that reside along this change continuum.

In requirements engineering, “strategic goals” are those that reflect high-level enterprise goals. Since these goals are typically more stable than requirements [Ant97], they are a beneficial source for requirements derivation. Similarly, one can safely assume that strategic goals are more stable, due to their long-term nature, than tactical goals. Both strategic and tactical goals are important, but as observed in previous studies, scenario analysis aids in ensuring that tactical (low-level) goals support an organization’s strategic (high-level) goals [AMP94]. During goal analysis, analysts first explore any available information sources such as existing security and privacy policies, requirements specifications and design documentation to identify both strategic and tactical goals. These goals are documented and annotated with auxiliary information including the stakeholders and responsible agents. Goals are then organized according to goal type and arranged, according to their dependency relations, in a goal hierarchy. Detailed techniques and heuristics for each of these operations are described in [Ant97]. Once the goals are identified, they are elaborated. Goal elaboration entails analyzing each goal for the purpose of documenting goal obstacles, scenarios, constraints, preconditions, postconditions, questions and rationale. Goal refinement consists of removing synonymous and redundant goals, resolving any inconsistencies that exist within the goal set [Dem00], and operationalizing the goals into a requirements specification.

Figure 1 portrays the activities involved when instantiating the GBRAM for policy development. The rectangles represent information sources and/or artifacts whereas the ovals represent specific activities in which an analyst engages during the goal analysis process. The figure includes the traditional GBRAM activities (identify, elaborate, refine and operationalize goals) [Ant96, Ant97, AP98], but has been tailored for defining privacy policy and security policy. As previously mentioned, a critical step in policy formation is iterative risk assessment [PFI99, Sun99]. Risk assessment is thus introduced in this tailored version of the GBRAM; each goal is assessed for risks and potential impacts. As shown in Figure 1, risk identification may require one of two actions: goal refinement (e.g. by adding a constraint to mitigate the risk) or the addition of a new goal or sub-goal to respond to the risk. This is extremely important since system requirements in response to the adoption of new technologies, such as auctions [PFI99], may
introduce a conflict with respect to the resulting policy. Heuristics, available in [Dem00], are applied to
prevent such conflicts from being overlooked during the analysis process.

![GBRAM Diagram](attachment:image.png)

**Figure 1:** The GBRAM instantiated for Policy Formulation

In the GBRAM, goals are categorized in one of five goal classes: user, system, communication, knowledge and quality goals [Dem00]. *User goals* are associated with the actions performed by users while interacting with a given system. *System goals* involve processing actions or ongoing provision of services by the system. *Communication goals* describe the organization and presentation of information by the system as well as general system notification and messaging [AP98]. All communication goals are functional since they involve goal achievement. *Knowledge goals* are associated with information that should be known by the system or by the users. *Security goals* describe those goals involved in limiting access to authorized users [AP98]. Finally, *quality goals* describe the system, its data, or its processes in terms of standards or constraints. These categories are not mutually exclusive; that is, a particular goal can be, and often is, classified according to more than of these goal classes.

Our analyses of electronic commerce systems [AP98, ADS00] demonstrate that the availability of goal classes can be very beneficial when developing the requirements for systems since the goal classes can help ensure that all expected behaviors have been considered for the given system. When goals are operationalized, we expect a correspondence between these goal classes and specific parts of the security policy as summarized in Table 1.

<table>
<thead>
<tr>
<th>GBRAM Goal Classes [Dem00]</th>
<th>Common Security Policies [PFI99]</th>
</tr>
</thead>
<tbody>
<tr>
<td>User Goals</td>
<td>User behavior policy</td>
</tr>
<tr>
<td>System Goals</td>
<td>Extranet/Internet policy</td>
</tr>
<tr>
<td></td>
<td>Access to data policy</td>
</tr>
<tr>
<td></td>
<td>Administration policy</td>
</tr>
<tr>
<td>Communication Goals</td>
<td>Administration policy</td>
</tr>
<tr>
<td>Security Goals</td>
<td>Password policy</td>
</tr>
<tr>
<td></td>
<td>Remote access policy</td>
</tr>
<tr>
<td></td>
<td>Extranet/Internet policy</td>
</tr>
<tr>
<td></td>
<td>Incident response policy</td>
</tr>
<tr>
<td></td>
<td>Security monitoring and audit policy</td>
</tr>
<tr>
<td></td>
<td>Privacy policy</td>
</tr>
<tr>
<td>Knowledge Goals</td>
<td>User identification policy</td>
</tr>
<tr>
<td></td>
<td>Access to data policy</td>
</tr>
<tr>
<td></td>
<td>Incident response policy</td>
</tr>
<tr>
<td></td>
<td>Awareness procedure policy</td>
</tr>
<tr>
<td></td>
<td>Privacy policy</td>
</tr>
<tr>
<td>Quality Goals</td>
<td>Security monitoring and audit policy</td>
</tr>
</tbody>
</table>

**Table 1:** Security Policies and Corresponding Goal Classes
The goal classes we have identified to date [Ant97, AP98, ADS00, Dem00], do not address privacy. This is perhaps due to the tendency to focus on the system perspective. However, in our most recent electronic commerce case study, we distinguished between system and user goals due to increased consideration of the users’ point of view. Privacy poses a special challenge since it is often the case that those who claim the biggest stake in a system are never really considered or involved in the design process as advocated by [BH98]. Thus, our strategy includes the participation of all representative stakeholders, including those who may not be obvious due to the nature of various systems in which privacy is critical.

We now demonstrate how scenario analysis and obstacle analysis aids analysts during goal-driven requirements engineering. Consider the following scenario for “Processing Membership Fees” from the CommerceNet web server case study [AP98]:

<table>
<thead>
<tr>
<th>Actor</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>User</td>
<td>find the membership application form</td>
</tr>
<tr>
<td>User</td>
<td>fill out membership application form</td>
</tr>
<tr>
<td>User</td>
<td>select e-check as payment method</td>
</tr>
<tr>
<td>User</td>
<td>type in public key</td>
</tr>
<tr>
<td>User</td>
<td>submit membership application form</td>
</tr>
<tr>
<td>Certification Authority</td>
<td>approve user payment</td>
</tr>
<tr>
<td>CN Server</td>
<td>respond to user with receipt</td>
</tr>
<tr>
<td>CN Server</td>
<td>increase budget balance</td>
</tr>
<tr>
<td>CN Server</td>
<td>create user’s entry in member database</td>
</tr>
<tr>
<td>CN Server</td>
<td>add user to member mailing list</td>
</tr>
<tr>
<td>CN Server</td>
<td>add user to member web page</td>
</tr>
<tr>
<td>CN Server</td>
<td>send user membership kit</td>
</tr>
</tbody>
</table>

An event consists of an actor and an action [AAB99]. Each event in this scenario corresponds to a goal. As previously mentioned, goal and scenario analysis aides in elaborating and refining goals. For example, consider the obstacles and scenarios that correspond to the goal MAKE payment method selected, (event number 3 in the scenario above):

<table>
<thead>
<tr>
<th>Goal</th>
<th>Obstacles</th>
<th>Scenarios</th>
</tr>
</thead>
</table>
| MAKE payment method selected | 1. Payment method not selected  
2. Payment methods not clear | 1. User selects e-check as payment method  
2. George isn’t sure if Burdell & Assoc. has an account set up yet and needs to know to get one. |

Obstacles #1 and 2 indicate the users’ need to select from various payment options, such as check, money order, or credit card. Additional goals may be identified through the consideration of possible scenarios. For example, consider Scenario #2. George is an employee at Burdell & Associates. Before he selects a payment method, he must access his firm’s CommerceNet Membership Web page to obtain the information he needs to select his firm’s preferred payment method. This “walk through” approach has proven helpful in the identification of goals [AMP94, Ant96, AP98, PTA94].

Risk and impact assessment is necessary, but not sufficient for ensuring that system requirements are aligned with an enterprise’s security policy and privacy policy. Consequently, an additional compliance activity is introduced. In software engineering, compliance is most commonly documented via requirements traceability [DP98, Ram98]. Traceability is a measure of quality that reduces the risk of, for example, not propagating changes across lifecycle artifacts. System documentation often remains unmodified after their initial creation and as a result often become obsolete [Ram98]. Our strategy ensures that a system’s requirements specification, security policy and privacy policy are never obsolete by adopting an iterative compliance assessment activity, as shown in Figure 1. This final activity minimizes the risk of inconsistencies across the resulting requirements and policy artifacts by providing specific heuristics for identifying and mitigating any identified inconsistencies [Dem00]. The ultimate goal is to ensure compliance between the requirements specification and enterprise policies.
Consider an established enterprise preparing to introduce or unveil an electronic commerce system. The organization has existing policies that must be adhered to when developing the new system. The compliance assessment activity is demonstrated in Table 2, which follows the “House of Quality” (HoQ) [HC88] approach for documenting and analyzing large collections of requirements. The HoQ ensures that requirements reflect the enterprise policies, but requires the involvement of various stakeholders (customers, designers, marketing, etc.). The left hand column lists a set of enterprise policy statements whereas the top row lists a set of operationalized requirements, each in it’s own column. The HoQ table indicates the relationships that exist among requirements and specific policies. A cooperating relationship is marked with a ✓ and a conflicting relationship is marked with an ✗. When a conflicts arises between new goals and existing policies, the goal and/or policy are refined (as shown in Figure 1).

<table>
<thead>
<tr>
<th>Policy Statements</th>
<th>Requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Authentication is required for access to the commerce Web server.</td>
<td>MAINTAIN member entrance to server</td>
</tr>
<tr>
<td>All member account information will be kept confidential and used for internal business purposes only.</td>
<td>ENSURE content visibility to members only</td>
</tr>
<tr>
<td>The firewall should be configured to limit data access to authorized members users.</td>
<td>MAINTAIN member data history (for user customization)</td>
</tr>
<tr>
<td></td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>✗</td>
</tr>
<tr>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 2: Compliance Assessment Illustration

In our previous electronic commerce case studies (mentioned above) [AP98, ADS00], security policy and privacy policy were not at the forefront of our analysis, as was typical with those electronic commerce systems which were introduced during the first few years of web-based commerce. It is for this reason, that we are refining and extending the Goal-Based Requirements Analysis Method (GBRAM) by developing specific heuristics to support security policy and privacy policy formation in the design of transaction-based information systems as well as additional heuristics for operationalizing these policies into software requirements. Our preliminary activity process model for this extension, shown in Figure 1, will be validated within the context of the North Carolina State University eCommerce Systems Studio in which teams of graduate students design and develop eCommerce applications for industrial clients.

5. Summary and Future Work

Initially, corporate presence on the Internet was intended to provide the public with a wide range of organizational information, (e.g., annual reports, product and service information [AP98]). However, the abundance of new hardware and software technologies has opened the door for organizations to also engage in electronic transactions across the Internet, raising new security and privacy concerns. For privacy initiatives to succeed, they must be accompanied by tools and procedures that provide strong security [Cra99]. Most organizations involved in electronic commerce collect and transmit sensitive information, applying internal privacy policies and security measures to ensure that this information is protected. Although there are occasional needs to disclose information, effective security measures prevent the damage that could result from unauthorized access to sensitive information, including its unauthorized destruction, modification or disclosure. Whenever sensitive information is exchanged, it should be transmitted over a secure channel and stored securely using technologies such as encryption, firewalls and access control. Data protection has regrettably subsisted as an afterthought when designing new systems; however, it is rapidly becoming a critical development concern.
Our research seeks to demonstrate the viability and benefits of applying an goal-driven approach for ensuring security and privacy by addressing these concerns iteratively and during the early stages of the software design. We are developing heuristics to aid practitioners, policy strategists and system users in identifying and forming policies so they may be operationalized into requirements. These heuristics are based on goals and scenarios that provide a common language for all stakeholder communication. The proposed strategy is one of many approaches to designing security policies, however, it provides a more integrated approach based on work in the fields of requirements engineering and information security.

The goal and scenario analysis we are applying offers a methodical and systematic approach to both formulating policy goals and guaranteeing that a system’s requirements are in compliance with these policies. Knowledge of the business aspects of the system helps inform organizations about what needs to be protected. The GBRAM has proven useful for gaining knowledge of such business aspects of systems as evidenced in two previous business process reengineering case studies [AMP94, Ant96].

The policy specification strategies and associated heuristics discussed in this paper are being developed and refined at the time of submission. An electronic commerce systems studio is being established as a means of supporting validation of this research. Industry sponsored projects will allow us to build case studies around the process of applying goal based approaches to electronic commerce systems. The studio will serve as a laboratory for designing such systems for industry use, while we continue to mature our strategies for managing electronic commerce policy and requirements. Studio participants will apply our strategies to various developmental situations, thus providing us with a collection of case studies to develop the necessary heuristics to validate the usefulness and efficacy of our methods. The studio projects will commence in August 2000 with participants involved in specifying security policy, privacy policy and system requirements for new, proposed or envisioned electronic commerce systems.
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