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Abstract

Opticd networks gopea to be the solution d choice for providing a fader networking
infradructure that can med the explosive growth o the Internet. One of the key issues
that needs to be addressed is how optical networks can be used to carry IP traffic. In
this paper, we survey some of the tecdhniquesthat have been proposed in the literature
for transporting IP traffic over an optical network. Specificdly, we survey techniques
for IP over SONET, opticd padket switch architectures and ogical burst switching.



1. Introduction

The explosive growth of the Internet has given rise to the need for fader transfer
tedhniques Optical transport networks gpeas to be the lution d choice. One of the
key issuesthat neals to be aldresse is how can optical networks be usel to carry IP
traffic. In this paper, we review some of the techniquesthat have been proposed in the
literature for 1P over light, that is, for transporting IP traffic over an ogticd transport
network.

SONET/SDH and FDDI networks ae mnsidered asfirst-generation ogical networks.
They are singe-wavelength optical networks and switchingis dore electronically. That
Is, at ead switch, each incoming ogical signal is cnwerted to the dectrical domain,
the traffic is switched electronically and then the signal is mnverted bad to optical
and transmitted out. IP traffic can be transmitted over SONET using the foll owing two
combinations of encapsulation: IPPATM/SONET and IPP/PPRPHDLC/SONET. Recantly
Lucent propacsed a new model | P/SDL/SONET [10].

Wavelength-division multiplexing (WDM) is the enabling techndogy for the se@nd-
generation ogical networks. In WDM, multi ple wavelengths can be usal in a single
fiber to transmit information. WDM-baseal networks are referred by the ITU-T as
optical transport networks. There ae severa different technologies that have been
developed in order to enable the transfer of data over WDM, such as wavelength
routing, broadcast-and-sdect, optical padcket switching, and qotical burst switching.
Wavelength routing retworks have dready been deployed. Also, broadcag-and-sded
networks have been extensively studied and several prototypes have been developed.
Opticd padket switching and ogical burst switching are still in the reserch phese.
Thesetechnologies ca support IP traffic, aswell asATM traffic.

Wavelength routing is a form of opticd circuit switching, where a dedicated
conredion is established. This cnrection is known aslightpath and it consists of the
sane wavelength all ocated on ead link aong the path. The lightpath may consist of
different wavelengths dong the path if converters are present. Usualy there is dmost
no requirement for the format and the rate of the data transmitted in the lightpath. Data
remains asan optical signal throughait the entire lightpath. In view of this, it is often
referred to as atransparent lightpath. A first-generation gptical network can run ontop
of atransparent lightpath. This techndogy is nat described in this paper. The interested
reader isreferred to [1] and[2] for further detail s.

An opicd packet network consists of optical padket switchesinterconrected with fiber
runnng WDM. The swvitchesmay be ajacent, or they may be mnneded by lightpaths.
Several different dedgns of optical padet switcheshave been recently proposed in the
literature. The use data is transmitted in optical packets, which are switched within
eat opicd padket switch entirely in the optical domain. Thus, the use data remains
as an opticad signd in the entire path from source to destination. No opticd-to-
electricd or eledrical-to-optical conversions ae required. Optical padet switchesare
disaussel in detail in Sedion 4.

Opticd burst switching is atednique for transmitting kursts of traffic through an

optical transport network by sdting upa wnrection and reserving reources @d-to-
end for only ore burst. Thistednique is an adaptation d an ITU-T standard for burst
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switching for ATM networks, knovn as ATM block transfer (ABT). There are two
versions of ABT, namely, ABT with delayed transmission and ABT with immnediate
transmission. In the first case when a source wants to transmit a burst, it sends a
padket to the ATM switches &ong the path of the conrection to inform them that it
wants to transmit a burst. If all the switches can accommodate the burst, the requed is
acceted and the urce is alowed to go aheal with its transmisson. Otherwise the
requed is refused and the ource hasto send anather request later on. In ABT with
immediate transfer, the ource sads the request padet, and then immediately after it,
withou receving a cnfirmation, transmits its burst. If a switch alongthe path cannot
cary the burst, due to congestion, the burst is dropped. These two techniques have
been adopted for optical networks.

The paper is organized asfollows. In following sedion, we give abrief overview of
SONET and descibe the various tedhniquesfor transporting |P padkets over SONET.
Sedion 3 gives a owerview of how IP padkets can be transported over WDM. In
Sedion 4,we give various optical padcket switch architeduresthat have been proposed
in the literature. In Sedion 5,we descibe opticd burst switching, and finally Sedion 6
contains the mnclusions.

2. IPover SONET

IP over SONET istypicdly of interest to large-scae Internet Service Providers (1SFs),
who operate SONET links in their badkbore networks. In many casesATM runs on
top d SONET, and then IP traffic is transported bythe ATM network using classical |P
and ARP over ATM. This transfer mode of IP traffic is referred to as IPPATM/SONET.
However, the ATM layer introduces an additional overhead, die to the ATM header. In
view of this, an aternative stieme hasbeen introduced that relieson PPPand HDLC,
referred to asIPPPPRPHDLC/SONET. Recently, IP/'SDL/SONET hasbeen propcsed to
suppat IP traffic. SDL uses aifferent framing mecdhanism that has agoodscdability
in high-speal networks and has predictable transmisson owerhead. In this setion, we
first review briefly SONET, and then we disaussthe above three stemesin detalil .

SONET stands for synchronows optical network, and it was developed by Bellcore
(now Telcordia) for the optica fiber badkbone of the telephore network. An ougrowth
of SONET was sandardized by ITU-T, and it is known as the synchronous digital
hierarchy (SDH).

The basc SONET frame is the Synchronous Transport Signal-1 (STS 1), which can be
visualized as a two-dimensional matrix of 9 rows by 90 columns bytes The first 3
columns ae transport overhead and they contain the sedion owerheal and the line
overhead. The remaining columns, i.e. the fourth to the last column, are clled the
synchronouws payload envdope (SPE. However, na al the SPEis usal by the end
use. Column 4is the path overhead. Column 30and 59are call ed the fixed-stuff and
they do nd contain any information. The opticd signal transferred by STS 1 isreferred
to as Opticd Carrier-level 1 (OC-1). N STS1 frames ca be multiplexed by a time
division multi plexer to produce ax STSN frame. An STS-N frame has9 rows and 9NN
columns. The first 3N columns ae transport overhead. The path overheal contains N
columns from column 3N+ 1 to column 4N.



If N STS1 frames have the same urce and the same dedination, they will be
multi plexed to produce one STSNc frame where ¢ $ands for concaenated frames
The ggnificant difference between an STSN frame and an STSNc frame is in the
number of path overhead columns and the number of fixed-stuff columns. An STSN
frame hasN columns of path overhead, while an STSNc frame hasonly 1 column of
path ovwerhead. An STSN frame has 2N columns of fixed-stuff, while an STSNc
frame hasN/3-1 columns of fixed-stuff. STS-Nc frames ae often used to carry ATM
cdls and IP padkets at higher rates One common weal format STS3c is own in
Figure 1. It consists of 1 path column and 33-1 fixed-stuff column. Thus, the payload
available for carrying ATM cdls or IP padkets is (9 rows)x(270-:9-1 columns)=2340
bytes Note that regardless of the value of N, ead STSN frame or STSNc frame is
transmitted within 125 microse®nds. The rates of SONET links range from severa
Mbps to several Gbps.

270 columns
A
3 rows I Section
P
? 9 rows
6 rows Line h
Y
>« >
9 261 columns of SPE

Figure 1. The STS3c frame gructure

A one-byte field in the path overhead of a SONET frame, referred to asC2, indicates
the gecific payload mapping. For example, if C2 is popuated with 0x13 then the
payload is ATM cdls. If it is populated with OXCF, then the payload is PPPframesin
HDLC-like framing with no myload saambling as pedfied in RFC 1619. 0x16
indicatesthat the payload is dso PPPframesbut with an ATM-style x**+1 saambler as
spedfied in RFC 2615.The code 0x17 hasbeen proposel to indicate that the payload
is SDL frames

Scrambling is performed to assire that there ae enoughtransitions between 0s and 1's
on the opticd fiber. For, too many successve O's or 1's will cause the loss of bit
clocking information. With the exception d some overhead bytes all bytes ae
saambled. Bits ae XOR'ed with a pseudo-random sequence which is generated by the
poynomial 1+x%+x’ with a seed o 1111111. One problem as®ciated with this
saambler isthat for some pedfied valuesof the user data, therealltisall O'sor 1's.

SONET is typicdly deployed in a dual-ring topology. The dua-ring provides fault
tolerance by switching from the working ring to the protecting ring when a fault
occurs. Severa kinds of equipment is used in SONET, such as sedion terminating
equipment (STE), line terminating equipment (LTE), and path terminating equipment
(PTE). The primary function d the STE s to provide framing, sacambling, and error
control. LTE is ancerned with functions, such as protection switching, multi plexing
and synchronization. PTEis concerned with the transport of various typesof payload.



2.1 IP/IATM/SONET

In this shieme, IP padkets ae transferred over an ATM network, which consists of
ATM switchesinterconnected by SONET links. This sdeme is preferred by carriers
which usually provide different services that require different types of quality of
savice. ATM networks provide asingle platform for the transmisson d diverse types
of traffic, such asvoice, video, and data. ATM can provide different quality of service
to dfferent applications & speeds varying from fracional T1 to ggabits/s.

2.1.1 Encapsulation of IP packetsinto ATM cells

An |P padket is encgpsulated into an AAL 5 PDU, which is then fragmented into a
sajuence of 48-bytes sgments, and ead segment is caried in the payload of an ATM
cdl. Multiprotocol encgpsulation over AAL 5 (RFC 1483 is usal to encapsulate 1P
padets into AAL PDUs. There ae two medhanisms, namely, VC based multi plexing,
and LLC Encapsulation. The difference between them is that the former allows only
one protocol to be caried in asingle VC whil e the latter allows multiple protocols in
oneVC.

In VC Basal Multiplexing, since only one protocol is caried by a sngle VC, IP
padkets ae directly encgpsulated into the payload field of AALS5, as $iown in Figure 2.
In LL C Encapsulation, an encapsulation header is added to each padket to indicate the
information d the padet. For IP padkets, an 8byte header including an IEEE 802.2
LLC header and an IEEE 802.1Ja SNAP healer is added before it is encgpsulated into
the AALS payload field, as shown in Figure 3. In bah encgpsulations, a PAD field
with the length of no more than 48 byes and an 8-byte trailer are aeated to buld an
AALS frame.

Information (IP Radkets) Padding AALS Trailer
0-64KB 0-47 Bytes 8 Bytes
Figure 2: AALS Frame with VC Baseal Multiplexing

LLC&SNAPHeaer | Information (IP Packets) Padding AALS Trailer
8 Bytes 0-64KB 0-47 Bytes 8 Bytes
Figure 3: AALS Frame with LL C Encgpsulation

2.1.2 Encapsulation of ATM cellsinto SONET frames

The ATM Forum has pedfied the mapping d ATM cédlsinto various SONET frames
For STS3c, ATM cdls ae directly mapped into the STS3c frame row by row by
aligning the byte of ATM cdls with the byte of the STS3c frame. As noted before, the
available payload of STS3c framesfor carying ATM cellsis 2340 byeswhich is not
an integer multiple of the ATM cell (53 bytes. In view of this, it is possible that an
ATM cdl may lie over two conseaitive SONET frames

Becaise SONET expeds ATM cdls to arrive at a rate equal to the caacity of the
SONET link, idle ATM cells or unassgned ATM cdls (dummy cdls) are inseted into
SONET payload duing the time that no ATM cdls are available for transmisson.
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Moreover, before ATM cdls are placed into the SONET payload, they are scambled to
prevent malicious dtads.

Delineation of ATM céls arried in the SONET payload is achieved by the header
error control (HEC) byte in the ATM cdl header. Using CRCthe HEC field is used to
detect single-bit or multi ple-bit errorsin the first 32 hits of the ATM header. The gate
diagram of delinedion consists of threestates: the hunt state, the presync date, and the
sync date. The diagram starts & the hurnt state. At this state, the delinedion is
processd byte by byte to cdculate the HEC byte for the assmed header field. When a
correct HEC isfound,a header is assumed to be foundand the state macdiine enters the
pres/nc state. At the presync state, HECs ae ought on a &ll-by-cdl basis. If awrong
HEC is found,the state macine goesback to the hurt state. If six conseaitive @rrect
HECs ae found,the gate machine enters the g/nc date. At the gync date, delineation
goesbad to the hurt state if seven conseative wrongHECs ae found.

2.1.3 Transporting | P packetsover ATM

Various shiemeshave been propcsal to carry conrectionless traffic, such as IP traffic,

over ATM, which is mnnedion-oriented. The IETF and the ATM Forum have

propacsed a number of solutions, such asLAN emulation (LANE), classical IP and ARP
over ATM, and nex hop routing potocol (NHRP). The development of these
tedhniques was motivated by the degre to introduce ATM techndogy with as little

disruption aspossible to the existing IP network. In view of this, the ATM network is

simply used as afag datalink. LANE, asthe name implies emulatesthe dharaderistics
and behavior of legacy LANs over an ATM network. It allows eisting appli cations to

run over an ATM network without any modificaions. Clasgcal IP and ARP over ATM

wasdeveloped for asingle IP subret, that is, for a set of nodesthat have the same IP

network number and subnet mask. The members of the sibnet communicate with eat

other directly over ATM conrections. |P subrets ae interconnected by conventional 1P

routers. Addressrelution within the subret is an important function d the protocol.

Thisis necesitated by the fad that a host hasboth an IP address ad an ATM address

IP addreses ae different to ATM addres®s. Thus, there is aned to trandlate the IP

addressof a host to its mrrepording ATM address ad vice versa The next hop
routing protocol (NHRP) is an addressresolution tedhnique for resolving IP addresses
with ATM addressesin a multi ple sibnet environment.

An alternative technique for switching IP padets wasintroduced by Ipsilon Networks
(which was later on purchased by Nokia), knovn as P switching. Similar schemes
were proposed by other companies such asCISCO's tag switching. Thesetechniques
are known as label swappng tedniques because they utilize the label swapping
medhanism of the ATM switch. They have been standardized into the multiprotocol
label switching (MPLYS).

In IP Switching, an IP switch consists of an ATM switch and an IP switch controller.
An IP packet is sgmented into ATM cells, which are forwarded hopby-hop to the
next IP switch controller over a default virtual conrection. When the clls are received
by the IP switch controller, they are reassebled into the original |P packet, and a IP
routing dedsion is made. Subseguently, the IP padet is again segmented to ATM cdls
which are forwarded to the next IP switch. Great savings can be atieved if the routing
dedsionis dore only for the first IP padket, and then cased into the ATM switch for
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the remaining IP packets belongng to the sane flow. (A flow of IP padkets is a
sajuence of padkets belongng to the same urce/destination pair.) IP switching is a
mechanism that capitalizeson thisidea Specificaly, it permits subsequent ATM cells
belongng to IP padkets of the same flow to be switched throughthe IP switch without
having to a) assemble them into the original |P padket, and b make an IP routing
dedsion.

2.2 |P/PPP/HDLC/SONET

In the &ove de<ribed solution, which is basel on ATM networks, each IP padket is
divided into a number of 48-byte sgments, after it is encgpsulated in an AAL 5 PDU.
Eadh segment is then carried by an ATM cell. We recadl that the ATM cdl has a5-byte
header. In view of this, this scheme introduces an additional overhead die to the ATM
header. An aternative lution that avoids this overheal, is to encapsulate IP padkets
into PPPframes with an HDLC-like framing and then transmit over SONET. This
scheme wasproposed in RFC 1662.

2.2.1 Encapsulating | P packetsinto PPP/HDL C frames

PP, defined in RFC 1661,is apoint-to-point data link layer protocol that hasthree
functions. encapsulating multi- protocol datagrams; edablishing, configuring, and
teding the data-link conrection; and, edablishing and configuring dfferent network-
layer protocols.

Flag | Address | Control | Protocol Information FCS Flag Inter-frame Fill
OX7E | OxFF 0x03 1/2 bytes 0-64 KB 2/4 bytes | OX7E | or Next Address

Figure 4: The PPPframe with HDL C-like framing

The format of a PPPframe with HDLC-like framing is shown in Figure 4. Each frame
begins and ends with a flag set equal to OX7E. The ending flag of aframe can be used
as the beginning flag of the next frame. Byte-stuffing, explained below, is usel to
guarantee that a byte in the payload equal to OX7E is not interpreted as aflag. The
addressfield is dways sé to the hexadedmal value OxFF, which meansthat all stations
are to accept this frame. The default value of the control field is 0x03, which indicates
that frame seguence numbers ae not used. The protocol field indicateswhat kind o
padkets ae in the payload field. CRC s useal to provide error control and the frame
ched sequenceis saed in the FCS field, and it is cdculated for all the other fields.
The length of the protocol field and the FCS field can be variable, and it is determined
by PPPat sd-up time. RFC 1619 suggeds a 16-bit protocol field and a 32-bit FCS
field.

An IP padket is encgpsulated in the information field of a PPP frame where the
protocol field isse to 0x0021for IPv4 andto Ox0057 for IPv6.

2.2.2 Encapsulation of PPP/HDLC framesinto a SONET frame
PPPover SONET was defined in RFC 1619, and was sibsequently updated in RFC
2615.PPRPHDLC frames ae locaed row by row and byte-aligned within the payload

of a SONET frame. A PPRPHDLC frame may lie between two SONET frames During
the time that there are no IP padket available for transmisgon, the SONET frame is
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filled with flags (OX7E). At the receiver side, theseflags are discarded. In RFC 1619,
no saambling is recommended for PFP over SONET, while an ATM-like secambling
isrecommended in RFC 2615.

In RFC 2615,the order in which operations ae caried ou is described. Specificaly, at
the transmitter side we have the following order: encapsulation o IP padket in a
PPRPHDLC frame, FCS cdculation, byte duffing, sacambling, and dacing d the
realting frame in the SONET payload. At the recaver side, we have the oppdaite
order of operations: extraction d the frame from the SONET payload, desgambling,
byte destuffing, CRC chedk, and finaly extraction d the IP padket from the
PPRPHDLC frame.

Byte-stuffing is used to make sure that a byte in the payload equal to OX7E is not
interpreted as aflag. At the transmitter side, the payload field of PPP frames is
monitored for the flag byte (Ox7E) and the esape byte (0x7D). The flag byte is
replaced by two bytes Ox7D Ox5E. The escpe byte is replacal by two bytes Ox7D
0x5D. At thereceiver side, the original bytes ae recovered.

Delineation of frames within the SONET payload is based on the flag field. The
reaiver continuowly cheds for the flag. The bytesbetween two flag bytesmake up a
PPP frame. However, two consealtive flags constitute an empty frame, which is
discaded.

2.3 IP/SDL/SONET

The Simple Data Link Protocol (SDL) proposed in [10] usesthe length-basel method
to delinede frames instead of using the flag-based method asin HDLC. Byte-stuffing
usal in flag-basel delineation creates variable-length transmisson owrhead for
different payloads. For example, in IPPPPPHDLC/SONET, if an IP padket contains x
number of byteswith the value of Ox7E, the HDLC transmisson owrhea is & least x
bytes It becomesmore difficult to accurately cdculate the padket delay. Length-basel
delineation creates onstant transmisson overhead for different payloads. For example,
in the basic mode of SDL, no matter whatever an IP packet contains, the SDL
transmisson owerheal is dways 4 bytesper SDL frame. From this paint of view, SDL
is more suitable for the next generation d QOS-cgpable networksthan HDLC.

2.3.1 Encapsulation of an IP packet into an SDL frame

The SDL frame format is $hown in Figure 5. The length indicator (L1) field contains
the length o the information field. Thus, the total length o the frame is LI + header
size+ offset size+ FCSsize The header CRCfield is gplied orly to the LI field. The
size and content of the offsd field can be negotiated at sd-up time. It can be used to
transmit control messges from the transmitter to the receiver, or to identify the
protocol usel in the payload, o to indicate the QOS required by the payload, o to
cary an MPLS label. The FCS field is cdculated using al the bytes of the payload
field including the offse field and the information field. The sze of FCS field can be
negotiated at set-up time. When |IP padckets ae caried over SDL, the information field
contains a sngle I P packet.



Length Indicator | Header CRC Offse Information FCS
2 bytes 2 bytes 0-32 bytes| 0-64KB 0-4 bytes
Figure 5: The SDL frame

2.3.2 Encapsulation of SDL framesinto SONET

SDL over SONET works in a smilar way asPPPover SONET. SDL frames ae first
saambled, then placed row by row and byte-aligned within the payload of a SONET
frames One SDL frame may lie between two succesive SONET frames During the
time that there are no IP packets available for transmisgon, the SONET payload is
filled with idle SDL frames An idle SDL frame is just a 4-byte header consisting o
the LI and header CRCfields.

Delineation of frames within the SONET payload is adieved by a gate machine,
which hasthree states, namely, the hurt state, the pre-sync state, and the g/nc state.
The date macdine starts in the hunt state. In this gate, the frame is procesed byte by
byte in order to calculate the header CRCfor the assmed header field. If and aly if a
correct header CRCis found,then a header is assmed to be foundand the delineation
process aters the preg/nc date. At the preg/nc date, the header CRCs ae ught
basal onthe length field. If awrong teader CRCisfound,the delineation processgoes
bad to the hurt state. If several conseautive arrect header CRCs ae found, the
delineation process atersthe g/nc state. At the gync date, the delineation processgoes
bad to the hurt state if awrong header CRCis found.This delineation processis very
similar to the delineation processof ATM cdls. The main difference is that when the
processfor delineating SDL frames is in the g/nc date, a wrong header CRC will
causethe delineation rocessto go kad to the hurt state. However, in the delineaion
processof ATM cdls, severa continuows wrong HECs are necessry before the
delineation processto go tack to the hurt state. The reaonisthat the SDL frame has a
variable length while the ATM cell has afixed size

2.4 Conclusions

As mentioned abowe, in the IPPATM/SONET scheme, IP padkets need to be sgmented
in order to be transported over ATM. Thisis nat needed in ather two schemes In [2], it
was efimated that an extra 10% of the raw bandwidth will be usel because of the
ATM cdl header. Furthermore, if we mnsider the AALS owverheal and the distribution
of IP padket sizein the internet backbore, the average ATM overhead was etimated to
read to abou 25% of the average IP packet size Under the same distribution o IP
padket sizes the average PPPHDLC overhea is only about 2% of the average IP
padket size As for SDL, this should have an even lesse overhead than PPRPHDLC.
Thus, when the bandwidth is expensive, IPPPPPHDLC/SONET and IP/SDL/SONET
are more attractive than IPPATM/SONET.

The delineation o IPPATM/SONET and IP/SDL/SONET are dl |ength-basel, while
the delineation d IPPHDLC/SONET is flag-basel. The length-basel delinedion can
produce onstant transmisson owrhead, while the flag-based delineation cannat.

Finally, we note that PPPHDLC is adata link layer protocol and povides apoint-to-
point conrectivity. On the other hand, ATM is a padet-switched network that can
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provide anumber of savicesto |P-basal applications, such as ed-to-end connectivity,
quality of sevice, and network management.

The main feauresof thesethreeschemes @e simmarized in Table 1.

ATM PPP/HDLC | SDL
Segmentation and reassembling Yes No No
Protocol overhead Large Small Small
Delinedion Length-Based Flag-Based Length-Based
Datalink layer protocol No Yes Yes

Table 1: A Comparison d the three sbemesfor IP over SONET

3. IPover WDM

WDM stands for wavdength division multiplexing. It is amulti plexing technique that
exploits the wavelength damain. As mentioned in the introduction, severa different
techndogieshave been developed or are being developed, that permits the transfer of
data directly over WDM, such as wavelength-routed networks, optical padket
switching, and ogicd burst switching.

A wavelength-routed network provides ed-to-end permanent or switched conrections,
known aslightpaths. These annections may go ower several hops, and oneach hopthe
sane wavelength is all ocated. Different wavelengths can be all ocated to dfferent hops
for the same wmnredion, hut this requiresthe use of converters. Currently, lightpaths
are permanent conredions, and they are sé-up administratively using retwork
management procedures Two IP routers can be cnrected by a lightpath, ore for eat
direction. P padkets can be transmitted between the two routers over theseli ghtpaths.

In this manner, a wavelength-routed network may be used to interconrect a st of
badkbore IP routers. Multi-Protocol Lambda Switching [3], a technique that extends
MPLS traffic engineeing control to work with the optical cross-connrects (OXCs) in
the wavelength routed network, may be used to edabli sh lightpaths between an ingress
and an egress|P router. With MPLS an OXC provisions lightpaths by establishing a
relation ketween an (inpu port, inpu wavelength) tuple and an (output port, output
wavelength) tuple.

Deploying OXCs with MPLS traffic engineaing in the Internet backbore is a natural

first step towards an optica Internet. This gproach employs WDM within the
badkbore, where it is mostly needed to aleviate padket processng and forwarding,

while the red of the Internet's aurrent architedure remains asit is today. Specificaly,

IP pakets are forwarded by conventional IP routers until they read an ingress
badkbore router. Baseal on their destination, IP padets are sat by the ingress|P router

on an appropriate wavelength so that they travel to the egressIP router through the
badkbore of OXCs ammpletely within the optical domain. Beyond the egress router,

the IP padkets are ajain

forwarded by conventional I P routers until they read their final destination.

A next step towards an optical Internet is to replace onwventional |P routers by optical
padket switches in which packets remain in the optical domain while being switched
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from inpu to ouput port. A further step would be to implement a different switching
tedhnique, namely opticd burst switching, in addition to the traditional circuit
switching and padket switching techniques

In the remaining sedions of this paper, we will review optical padket switching and
optical burst switching. These techniqueshave been desgned to transport IP traffic and
ATM traffic in a more dficient way than wavelength-routed networks. The reader is
referred to [16] for more information d the joint desgn d the dectronic and qotica
layer. We note that in describing the optica devicesbelow, we will make useof various
optical comporents. These omporents ae desaibed in the gpendix.

4. WDM optical packet switches

A WDM opticd padket network consists of optical padket switchesinterconrected by
fiber links. A WDM opticd padet switch switchesincoming optical padkets to their
correct output ports. Aswill be sea, the switching d the padetsis done in the opticd
domain. Two switches ae interconneded by fiber, running n different wavelengths.
Also, it is dso passble that two switchesbe interconneded by li ghtpaths.

Because of synchronizaion requirements, optical padket switches are typicdly
desgned for fixed-size packets (cells). In order for an IP padket to be caried in a
network of optical padet switches it must first be segmented into fixed-size cdls, and
the initial IP padket must be reassenbled at the dedination. The first study to provide
insight into this process of segmentation and reassebly can be foundin [15].

optical
part _ , - . :
q input interface ¥  switching fabric — output interface >
electrical .
part control unit

Figure 6: The WDM opticd packet switch architedure

4.1 Theoptical node

The generic architedure of a WDM opticd padket switch is diown in Figure 6. It
consists of four parts, namely, the input interface the switching fabric, the output
interface and the control unit. The input interface is mainly used for padet delineation
and alignment, padket header information extraction and pecket header removal. The
switch fabric is the core of the switch and it is used for switching padkets optically.
The output interface is used to regenerate the optical signals and insert the padet
header. The control unit controls the switch using the information in the packet
headers.

When a padket arrives @ a WDM opticd packet switch, it is first processé by the
input interface. The header and the payload o the padket are s@arated, and the header
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is processal bythe cntrol unit electronicaly. The payload remains asan optical signal
throughou the switch. After the payload passesthrough the switching fabric, it is
combined with the header at the output interface

In the following, we briefly desaibe someisausesof optica packet switches. For more
information abou synchronization and contention reslution, the reader is referred to

[23].
4.1.1 Packet coding techniques

Several optical packet coding techniques have been studied [5]. There ae three basc
caegories bit-seial, ou-of-band-signaling, and kit-parallel. Bit-seaia coding hasbeen
demonstrated using qotical code division multiplexing, ogical pulse interval and
mixed rate techniques In opticd pulseinterval coding, the padket header is processe
optically. In mixed rate @ding, the padket header is procesed eledronicaly at a
slower rate, while the payload is processd opticdly at a higher rate. Out-of-band-
signaling coding includes sib-carrier multiplexing (SCM) and dual wavelength coding.
In SCM, the padket header is placed in an electricd subcarrier above the basdand
frequenciesoccupied by the packet payload, and bdh are transmitted in the same time
dlot. In dua wavelength coding, the padket header and payload are transmitted in
separate wavelengths but in the same time dot. In bit-paralel coding, multi- bits are
transmitted at the sane time but with separate frequencies

4.1.2 Contention resolution

Contention resolution is necessry in order to hand e the situation when more than ore
padket are destined to go ou of the sane output port at the sane time. This is a
problem that commonly arisesin padket switches andit is known as eternal blocking.
It is typicdly resolved by buffering all the mntending padkets, except one which is
permitted to go ait. In opical padket switches there ae three ways to redize the
contention resolution, dsaussel below.

Optical buffering

In the opticd domain, bufers aeimplemented by optical delay lines(ODL). An ODL
can delay a padket for a pecified amourt of time, which is related to the length of the
delay line. There ae many ways to use ODLs to emulate dedrical buffers. For
instance, a buffer for N padets with a FIFO disapline can be implemented using N
delay linesof different length. Delay linei can delay a padket for i timedots. Thereis a
courter that keeps tradk of the number of the padets in the buffer. It is deaeaseal by 1
when a packet leaves the buffer, and it is increasel by 1 when a padket enters the
buffer. Suppcsethat the value of the counter isj when a padket arrives & the buffer,
then the padket will be routed to the j-th delay line. Limited by the length of the delay
lines this type of buffer usually has snal size For more information, the reader is
referredto[12].

Exploiting the wavdength damain

In WDM, several wavelengths run onthe fiber link that conreds two opticd switches
This can be exploited to minimize eterna blocking as follows. Let us assme that
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two padkets are destined to goout of the sane output port at the sane time. Then, they
can be dill transmitted ou but on two different wavelengths. This method can be
further improved by wing ogical buffering for ead wavelength.

Deflectionrouting

Defledionroutingisidedly suited to switches that have little buffer space When there
Is a onflict between two padkets, ore will be routed to the wrred output port, and the
other will be routed to any ather avail able output port. In this way, noor little buffer is
needed. However, the defleded padket may end up following a longer path to its
dedination.

Below, we eamine various opticd padket switch architectures that have been
proposd in the literature. Baseal on the structure of the switching fabric used, these
switches have been classified to the following three classe: space switch, broadcast-
andsdect, and wavelength routing. For presentation puposes we do ot show the
input and output interfacesand the control unit used in these witches A de<ription
the various optical comporents used in the optical devicespreseaited below is givenin
the Appendix.

packet encoder space switch packet buffer

Figure 7: An architecture with a space switch fabric

4.2 An architecture with a space switch fabric

A space svitch fabric architecture is siown in Figure 7. The performance of this
switch was aayzed in [9]. The switch consists of N incoming and N outgoing fiber
links, with n wavelengths running onead fiber link. The switch is dotted, and the
length of the slot is such that an optica packet can be transmitted and propagated from
an inpu port to an ouput opticd buffer.

The switch fabric consists of three parts: optica padet encoder, space switch, and

optical padket buffer. The optical padket encoder works asfoll ows. For each incoming
fiber link, there is an optical demultiplexer which dvidesthe incoming opicd signal
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to the n different wavelengths. Each wavelength is fed to a different tunable
wavelength converter (TWC) which converts the wavelength of the optical packet to a
wavelength that is freeat the degination ogical output buffer. Then, throughthe ace
switch fabric, the optical packet can be svitched to any of the N output optical buffers.
Spedficdly, the output of a TWC isfed to a glitter which distributesthe sane sgnal
to N different output fibers, ore per output buffer. The sgnal on each o theseoutput
fibers goesthroughanother splitter which dstributesit to d+1 dfferent output fibers,
and ead ouput fiber is conrected throughan optical gate to ore of the ODLs of the
dedination autput buffer. At the beginning d the dot, an opicd padket from a
wavelength is send to its TWC, where it is mnwverted to a wavelength that is freeat the
dedination output buffer. Then, the optical padcket is forwarded to an ODL by
appropriately kegoing ore optical gate open, and closing the remaining. The
information regarding which wavelength a TWC shoud convert the wavelength of an
incoming padket and the decision as to which ODL of the dedination ouput buffer the
padket will be swvitched to is provided bythe control unit, which hasknowledge of the
state of the entire switch.

Eadch ouput buffer is an ogptical buffer implemented as follows. It consists of d+1
ODLs, numbered from O to d. ODL i delays an optical packet for afixed delay equal to
I slots. ODL O provides zro delay, and a packet arriving a this ODL is smply
transmitted out of the output port. Each ODL can delay optical packets onead o then
wavelengths. For instance, at the beginning d a dot ODL 1 can accept n optical
padkets, one per wavelength, and delay them for 1 slot. ODL 2, can accept n opticd
padkets & the beginning d ead time dot, and delay them for 2 dots. That is, at slot t,
it can accept n padets (one per wavelength) and delay them for 2 slots, in which case
thesepackets will exit at the beginning d slot t+2. However, at the beginning d slot
t+1, it can aso aacept another batch of n opticd padkets. Thus, a maximum of 2n
padkets may be in transit within ODL 2. Similarly for ODL 3 throughd. Let ¢; denate
the number of opticd padkets on wavelength A, wherei=1,2,...,n. We note that these
¢ optical padkets may be on a number of different ODLs. To inset an opticd padet
into the buffer, we first ched al the ¢; counters to find the gnalled one, say cs, then
we sé the TWC as®ciated with this optica padet to convert the packet's wavelength
to A, increase cs by ore, and switch the optical padket to the c; ODL. If the snallest
counter csislarger than d, the padket will be dropped.

4.3 Architectureswith broadcast-and-select switch fabric

In this setion, we de<ribe two dfferent architedures with a broadcast-and-sdea
switch fabric. A broadcag-and-select architedure is such that packets from al input
ports, each on a different wavelength, are combined within the switch and are
broadcast to al the output ports. Wavelength seledors are then used at ead output port
to sded awaveength, and conseguently, a padet, to be set out the switch. This type
of switch fabric lendsitself to multicaging.

4.3.1 The KEOPS broadcast-and-select switch fabric
This switch [18][ 11][ 8][ 14][19] wasdeveloped aspart of the European ACTS KEOPS
(Keys to Opticd Switching) projed. Each inpu and ouput fiber carries only one

wavelength, as shown in Figure 8. However the wavelength of an output port is not
fixed, and varieswith packets. The output interfaceis resporsible for making it mee
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the requirement of the output signal. The switching fabric consists of three blocks,
namely the encoder, the buffer block, and the séedor block. The wavelength encoder
block consists of N fixed wavelength converters, ore per inpu. The buffer block
consists of K ODLs and a spaceswitching stage implemented by means of splitters and
optical gates Finaly, the wavelength selector block consists of N wavelength channel
sdectors implemented by means of demultiplexers and qoticd gates These three
blocks make up the broadcad-and-select switch fabric.

wavelength wavelength
encoder buffer selector

input 1 1

output 1

output N

Figure 8: The KEOPSbroadcast-and-sded switch fabric

The switch is dlotted. At the beginning d atime dot, eaty wavelength converter in the
wavelength encoder block conwverts the wavelength of the incoming padket to a fixed
wavelength. The output of the N convertersis combined and then dstributed througha
splitter into K different ODLs. Each ODL has adifferent delay which is an integer
number of slots. That is, ODL i has adelay of i slots. The N optica padkets ae gored
simultaneously to the K different ODLs. At the beginning d the next slot, a maximum
of KN opticd padets eit from the K ODLs and upto N of them are direded to their
dedination autput ports withou any collisions. Thisis adieved througha combination
of splitters, optica gates demultiplexers and multiplexers. Specificdly, the output
signal from ead ODL goesthrougha litter which dstributesit over N outputs. We
recl that this output signal consists of N multiplexed opticd packets, ore for eat
wavelength. The signal from output j of ead splitter is directed to ouput port j. Since
there ae K gsplitters, there ae K such ouput signals, of which oy oreis slected and
directed to output port j. This slected ouput signal is fed into a demulti plexer, which
bre&s it up to the N wavelengths, of which orly one is transmitted out. The operation
of this broadcag-and-select switch fabric is managed bya control unit.

In this switch, an opticd padket consists of a healer, a payload, and a guard time. The
header may include information abou the dedination, payload type, priority, and so
on. The payload is the user data. A guard time is used to alow for the se-up time of
the opticd devices in the switch. It may be inseted between the header and the
payload, or between two succesive padkets on the sane wavelength. A mixed rate
coding is used. That is, the header is encoded at a low fixed hit rate (e.g. 622Mb/s),
and the payload rate may vary from a few hunded Mb/s to 10Gb/s. However, the
padket length isfixed in time, and not in the number of bits. That is, the duration d the
padket is fixed (e.g. 1.64useq, bu the size of the packet is variable. This padet
format hasthe foll owing two advantages First, the processng speal of the logic in the
WDM padket switchesdepends on the header rate, but doesnot depend onthe payload
rate. Secondy, the buffering spacein the WDM padket switches, realized by means of
ODLs whaoselength is proportional to the time length of the packet to be stored, daes
not depend onthe payload rate.
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This switch architecture can be extended to the casewhere it has Minpu and autput
fibers, and each inpu and ouput fiber carries N wavelengths. This is ahieved by
demultiplexing the sgnal from ead incoming fiber to the N wavelengths, and then
treating the switch asif it hasNM input wavelengths instead of N presented above. At
the output side, eat group d N wavelengths can be combined together through a
combiner onto the same output fiber. More information on this type of switch
architecture can be foundin [19).
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Figure 9: Broadcast-and-seled with re-circulation bufer

4.3.2 Broadcast-and-select switch fabric with re-circulation buffer

This switch architecture waspropaosed in [4] and amodified versionis sown in Figure
9. The ideaof using are-circulation bufer comesfrom an ATM switch, knowvn asthe
starlite switch. Asin the previous switch architecture, there is a single wavelength for
ead input and ouput fiber, and the wavelength of an ouput port varieswith padets.
The broadcast-and-select switch fabric is implemented through a couder which
combines up to M inpu wavelengths and then distributes the cmbined signal to N
tunable optical filters and M fixed optical filters. Note that M islarge than N. The input
to the wupler comesfrom N inpu wavelengths and M wavelengths which are part of
the feadbadk process explained below.

The switch is dotted, and it is controlled by a control unit. At the beginning d eath
time dot, the cntrol unit knows the destination ouput ports of the incoming ogical
padkets from the input ports and the 1 time-glot delay line. Accordingly, it instructs the
tunable wavelength converters & the input ports, the tunable optical filters at the output
ports, and qgotical gates Up to M opticd padets ae fed into the cougder, and acrding
to their destinations, upto N of them are passé throughthe tunable opticd filters and
out to the output ports, and the remaining padkets are re-circulated throughan ODL.
The re-circulated optical padets are fed badk to the coupler at the beginning d the
following dlot.

4.4 Architectureswith wavelength routing switch fabrics
In this setion, we describe three switch fabrics basal on wavelength routing switch

fabrics Briefly, the switching procedure of all these witches ca be divided into two
phasesin thefirst phase padets ae seat to ODLs for contention resolution, andin the
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seond plase padets ae routed to the arrect output ports through the wavelength
routing switch fabric.

scheduling section switching section
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Figure 10: An input-buffered switch with a wavelength-routing fabric

4.4.1 An input-buffered wavelength routing switch fabric

This switch was proposed in [25], and it is $hown in Figure 10. Eadh incoming and
outgoing link carries asingle wavelength. The wavelength of an ouput port varieswith
padkets. The switch consists of the sdeduling section and the switching sedion. The
scheduling section is usad for contention reslution and it is composed of N TWCs,
one for ead incoming wavelength, two KxK AWGs aad M ODLs, where
K=max(N,M). The combination d all theseoptical devices provides for an optical
buffering of N individual buffers, eat of them hasM paositions. If there ae avail able
buffer spaces a padket entering inpu i of the first AWG will appear at output i of the
seond AWG after a gedfied delay. The length of the delay is determined by the
wavelength of the packet when it enters the first AWG. Spedficdly, each TWC
converts the wavelength of an incoming ogicd padket, so that the opticd packet when
routed through the AWG joins the ODL with the gpropriate delay. The delay of an
optical padket is séeded using the following two rules: first, notwo opticd padets
may appea at the same dot at the sane switch ouput, and, seondly, no two optical
padkets may appea at the sane buffer output at the sane dot.

The switching sedion is used for switching optical padkets to their destination autput
ports andis made up d an AWG and TWCs. The TWCs ae used to assgn the optical
padket the right wavelength corregpondngto the desired ouput port.

The switch suffers from the head-of-line blocking which is inherent in input buffering
switches For example, suppcsethat optical padket 1 ininpu i must be routed to output
1, while opticd padket 2 behind gotical packet 1 ininput i must be routed to ouput 2.
If optical padket 1 must be delayed for 1 time dot, opticd padket 2 will have to be
delayed for at lead 1 time dot due to abowe rule 2, even though opical padet 2 gces
to adifferent output port. However, in the cae of optical packet 1 hasto be delayed by
more than 1time dot, optical packet 2 need orly be delayed by 0slot aslongaspadket
2 hasno corflict at the switch ouput 2.

In[25] the authors also proposed an output-buffering switch with a wavelength routing
fabric.
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Figure 11: An inpu-buffered wavelength routing fabric with a distribution network
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4.4.2 An input-buffered wavelength routing fabric with a distribution networ k

This switch wasdeveloped aspart of the KEOPSprojed [18] [11], and it is shown in
Figure 11. Each incoming and ougoing fiber carries a single wavelength. The
wavelength of an ouput port varieswith padkets. The switch consists of two stages
namely the contention resolution stage and the switching stage. In the first stage,
throughthe demulti plexer, each input port is cnnrected with at least one ODL in ead
of N ODL sés. The TWC in the first stage decidesto which ODL a optical padet will
be sat. The seaond stage is useal for switching optical padkets to the @rred output
ports. Through the demultiplexer in the seond stage, each ODL is a@nnected with
ead ouput port. The TWC deddesto which output port aopticd padet will be sent.

Logicdly the first stage an be divided into two parts, a distribution part and an input
buffer part. The distribution part distributes optical padkets from the sane inpu to
different inpu buffers. Note that if we remove the distribution part, that is, each
demultiplexer can orly conned to ore ODL sd, the switch becomesidenticd to the
one descibed above in section 4.4.1 The distribution part helps to overcome the head-
of-line blocking. Let us refer to the example of the two optical padkets disaussed in the
previous subsection. In this caseregardless of how many time dots optical padket 1
must be delayed, it hasno effed on the delay of optical packet 2. That is becausethe
two optical padcets arerouted to dfferent ODL sds.

If an optical padket arrives at the switch at time dot t, it isrouted to the delay line with
length d determined by the following three ©nstraints. First, no optical padet is
sdheduled to the same output port in the time dot t+d. Second, noopticd padket is
scheduled to the same TWC in the seond stage in the time dot t+d. Third, nooptical
padket from the sane inpu port and to the same output port wasscdheduled in d with
d >d. The ODL with the shortest delay saisfying thesethree constraintsis seleded.

In the WDM version d this switch, there are M incoming and ougoing fiber links, and
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eat carries N wavelengths. N planes are located between M demultiplexers and M
combiners mnneded to the incoming and outgoing fibers, respectively. Each pane is
an NxN standard wavelength routing switch, as desribed above. However, in the
WDM switch, an ougoing fiber may carry more than ore wavelength. The cntrol part
of the switch makes sire that there is no wavelength conflict in the combiner.
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Figure 122 The WASPNET switch

4.4.3 A wavelength routing switch fabric with are-circulation buffer

This switch waspropcseal as part of the WASPNET (wavelength switch optical padket
network) project [13]. The onfiguration d a WASPNET switch with single-
wavelength inpus and autputs is $hown in Figure 12. It consists of a 2Nx2N AWG, N
sdsof ODLs and 4N TWCs. Asin the previous two wavelength routing switch fabrics,
the switch can be divided into two phasesFirst, optical packets ae routed to the ODLs
to relve mntention, then they are routed to the desired ouput port. However, in this
switch, thesetwo phases ae implemented together by a 2Nx2N AWG and N ODL sets.
The 2N TWCs on the left of the AWG are usal to select the AWG's output. The first N
TWCs on the right of the AWG are useal to select the mrred ODLSs for the optica
padkets that will be re-circulated. The other N TWCs ae used to convert optical
padkets to the wavelengths required by the switch ouput interface, becaise there are
more wavelengths inside the switch than the incoming and ougoing wavelengths. One
advantage of this switch is that it can suppat optical padcet priorities That is, after
leaving the delay line, an optical packet maybe delayed again because of preemption
by a higher-priority optical padet.

The WDM version d this switch is made up d demultiplexers, combiners, and
multi ple planes of wavelength routing switch fabricswith the single-wavelength inpus
and ouputs, as srown in Figure 13. It hasN inputs and N outputs, eat of them with n
wavelengths. There are n planes each corregornding to ore of the n wavelengths. For
example, wavelength i in ead inpu fiber is dways demultiplexed to planei. In view
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of this, the inpus of eat plane have the sane wavelength. However, different
wavelengths may appea at the output of ead plane. In one time dot, the switch allows
multiple optica packets to leave not only from the same output of the WDM switch,
but also from the same output of a sngle plane. The NxN AWG is usal for this
function. The N TWCs (N+1, ..., 2N)that conned to the 2Nx2N AWG cary out more
functions, such as they make afinal routing decision in addition to assgning optical
padkets to the wavelengths required by the switch ouput interface. The cntrol part of
the swvitch makes sire that there is no wavelength coniflict in the combiner.

AWG AWG ’ n

Figure 13: The WDM version d the WASPNET switch

5. Optical burst switching

Optical burst switching (OBS) is an adaptation o an ITU-T standard for burst
switching for ATM networks, knovn as ATM block transfer (ABT). There are two
versions of ABT, namely, ABT with delayed transmission and ABT with immediate
transmission. In the first case when a source wants to transmit a burst, it sends a
padket to the ATM switcheswhich are on the path of the annection to inform them
that it wants to transmit a burst. If all the switches can accommodate the burst, the
reques is accepted and the ource is dlowed to go ahead with its transmisson.
Otherwise the requed is refused and the source has to send another requed later on. In
ABT with immediate transfer, the furce s@ds the reques packet, and then
immediately after it, without receving a cnfirmation, transmits its burst. If a switch
alongthe path canna carry the burst, due to congestion, the burst is dropped.
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Thesetwo tedhniques have been adopted for optica networks. The tell-and-go (TAG)
scheme [21], [22] is smilar to the ABT with immediate transmisson, and the tell-and
wait (TAW) scheme [22] is smilar to ABT with delayed transmisgon. An intermediate
scheme, known asjust-enoughtime (JET) waspropaosed in [17].

An OBS network consists of optical burst switchesinterconnected with WDM links.
An opticd burst switch transfers aburst coming in from an input port to its destination
output port. Depending uponthe switch architedure, it may or may nat be ejuipped
with optica buffering. The transmisson links in the OBS network can carry multiple
channels, and an optical burst is asdgned to a channel dynamicdly. The channels are
implemented using WDM or optical time division multiplexing (OTDM). The cntrol
padket asociated with a burst may be dso transmitted over one of these bannels, or it
may be transmitted over a non-optica network. The length of a burst may vary from
one to several IP padkets. Currently, OBS networks do rot exist. An opticd burst
switch architecture is described in [20] and [7]. In thesepapers, various dgorithms for
scheduling busts within an optical burst switch are dso disausseal. Also, an optical |P
router adopting OBSisdescibed in [6].

In the tell-and-go scheme, the urce transmits the control padket and immediately
after it transmits the optical burst. In this scheme, it may be necessey to bufer the
burst in the optical burst switch, urtil its control padket hasbeen processé. In the JET
scheme, there is a delay between the transmisson d the ntrol padket and the
transmisson d the optical burst. This delay can be st to be larger than the tota
procesing time of the control padcet along the path. This way, when the burst arrives
at ead intermediate node, the amntrol packet hasbeen processad and a channel on the
output port has been allocated. Therefore, there is no reed to bufer the burst at the
noce. This is a very important feaure of the JET scheme, since optical buffers are
difficult to implement. A further improvement of the ET scheme can be obtained by
reseving reources a the optical burst switch from the time the burst arrivesat the
switch, rather than from the time that its control padet is procesed at the switch.

In [24] a variation d JET was proposed, which supports quality of seavice
Spedficdly, two traffic daseswere defined, namely, red-time and na-red-time. A
burst belongng to the red-time dass is dlocaed a higher priority than a burst
belongng to the non-real-time class by simply using an additional delay between the
transmisson d the ntrol padket and the transmisson d the burst. The dfed of this
additional delay isthat it reducesthe blocking probability of the real-time burst at the
optical burst switch.

6. Conclusions

In this paper, we have reviewed the different approachesto carying IP traffic over
optical networks, including IP over SONET, opticd packet switching, and ogical burst
switching. The different schemesfor transferring IP packets over SONET addressthe
pressng problem of integrating the Internet with the widely deployed SONET
infradructure. The obvious next step isto develop solutions for exploiti ng the vast new
bandwidth and flexibility available with (dense WDM techndogies. Alrealy, there is
significant work in progress in two areas. the evolution d the SONET infradructure to
include WDM, and the dedgn and evaluation d IP over WDM solutions base&l on
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Multi-Protocol Lambda Switching. Both areasare promising, with practical results and
deployment expeded very soon. On the other hand, opgicd padket switching and
optical burst switching techniques ae aurrently at an experimental stage, and there is
definitely aneed for new, high-performance and cost-effedive achitectures. As optical
device mature and become @st-competitive, it is anceivable that by the end d the
decale optics will play a much more sgnificant role in switching technology than it
does today, with many switching and routing functions incorporated into the optica
domain.
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Appendix: WDM Components

The various optical comporents used in the optical devicesdisaussed in this paper are
listed in Table 2.

Optical Delay Line O

Optical Gate ]

Combiner —

Splitter ]

Coupler

Fixed Wavelength Converter (FWC) = |
Tunable Wavelength Converter (TWC)
Fixed Optical Filter (FOF) [—
Tunable Optical Filter (TOF) %
Multiplexer [—
Demultiplexer — |
Arrayed-Waveguide Grating (AWG)

Table 2: WDM Comporents

An optical delay line (ODL) is an optical fiber usal to store optical signals for a
spedfied duation. ODL techndogy is quite different from the eledronic randam-
accessnemory. First, one can nd accessit at any time asin randam accessmemory.
For example, if at timet;, a padket is st into an ODL, then at time t,, the padket will
appea at the other end d the ODL. The difference between t; and t; is afunction d
the length of the ODL. Becauseof limitations on the length of ODLSs, it is difficult to
implement large buffers using ODLSs.

An optical gateisused to either let an optical signal throughor stopiit.

A combiner combinestwo o more optica signals, ead coming in from a different
input optical fiber, into asingle output opticd fiber.

A splitter distributes the same optica signal from an input optical fiber to a number of
output optical fiber. It isthe reverseof acombiner.

A couder, in genera, isacombiner followed bya 9litter.

A fixed wavdength converter (FWC) conwerts the opticd signal from an incoming
wavelength to another outgoing wavelength. Note that, the outgoing wavelength is
fixed, whereasthe incoming wavelength may na be fixed. There ae two kinds of
FWCs, namely, fixed-inpu and fixed-output converters, and variable-input and fixed-
output converters.

A tunalde wavdength converter (TWC) conwverts the optical signal from an incoming
wavelength into any autgoing wavelength. There ae two kinds of TWCs, namely,
fixed-inpu and variable-output converters, and variable-input and variable-output
converters.

A fixed optical filter (FOF) is an opticd devicethat alows only ore fixed wavelength
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to passthrough.

A tunalle optical filter (TOF) is an ogtical devicethat allows any selected wavelength
to passthrough. TOFs ae mainly characterized bytheir tuning range and tuning time.

A multiplexer combines incoming optical signals of different wavelengths, eah
coming in from a different inpu port, onto a common ouput port. The difference
between a multi plexer and a combiner isthat only one gecified wavelength is dlowed
on ead inpu port of a multiplexer, while there is no requirement for the type and the
number of wavelengths on each inpu port of acombiner.

A demultiplexer divides an opticd signal coming in from its inpu port, to different
individual wavelengths which are transmitted ou from different output ports. It is the
reverse of a multiplexer. The difference between a demultiplexer and a litter is that
different wavelengths gpear at different output ports of a demultiplexer, while all
wavelengths gpea at all output ports of a plitter.

An arrayed-waveguide grating (AWG) is awavelength-routing device that can route
optical signals from different input ports to dfferent output ports based on ther
wavelength. Fixed routing is used. Figure 14 shows another wavelength routing device
with fixed routing, which hasthe same routingas a AWG.

input 1 output 1

input 2 w output 2

ES NG EN NN

input 3 output 3

input 4 % ¥ output 4

Figure 14: Fixed wavelength-routing
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