
ABSTRACT 

ANAND, NADISH. A Low Order Thermal Envelope Model for Heat Transfer Characteristics of 

Low-rise Residential Buildings (Under the direction of Dr. Richard D Gould). 

 

Models for thermal envelope of buildings for predictive control have been created and studied 

for over 30 years now, and their usability in building energy simulations have grown ever 

since. Although building energy simulations are very useful and exact when dealing with all 

kinds of buildings, they however can prove to be very tedious and time consuming for small 

residential buildings. Due to this consideration a bulk prediction of a residential areaôs energy 

demand may prove to be too expensive. Moreover, the convenience of availability of input 

parameters for building energy simulations can also contribute to their tediousness. 

Furthermore, for Low-Rise Residential (LRR) buildings, space heating and cooling which are 

highly dependent upon the external weather conditions, are the main source of energy 

consumption. These are also known as active modes of energy consumption. The passive 

modes such as people activity, computer usage, water heating, appliance usage etc. vary from 

household to household but are not dependent on weather conditions and hence can be 

characterized through scientific surveys and estimates as being done by many researchers. 

Therefore we can safely say that the variations in total energy consumption on a day to day 

basis in LRR buildings can be directly attributed to the variations in the energy consumption 

by the Heating Ventilation and Air Conditioning (HVAC) system. Hence, if we can determine 

the thermal characteristics of all such residential buildings in an area it can provide us with a 

good enough forecast of bulk energy demand for the next day or next week. 

With this conception, we introduce in this research a novel & convenient Low Order Thermal 

Envelope Model for LRR buildings which can prove to be very inexpensive while forecasting 

energy demands for a residential area. We use the lumped capacitance heat transfer model to 



characterize LRR buildings. The underlying assumption here is that if the house is ventilated 

properly through the HVAC system the variations in temperature across the space of the House 

would be very small and can be neglected. Hence the sole dependence of the temperature of 

the house would be on time and therefore can be treated as a single lump in transient Heat 

transfer calculations. This assumption yields a thermal envelope model with a single time 

constant, which is responsible for the energy loss or gain in the building when the HVAC 

system is switched off.  

To validate this thermal envelope we utilize exact simulation data obtained through exhaustive 

EnergyPlus simulations. We only make use of two input parameters in the validation process 

namely the óZone Air Temperatureô or the temperature of the lump and the óOutside Air  

Drybulb Temperatureô i.e. the temperature of outside air (weather dependent). Both these 

Inputs can be very conveniently accessed through the thermostat temperature measurement 

and weather prediction data of temperature for that city or vicinity ensuring the required 

simplicity to this low order model. Our simulations reveal that the time constant remains 

constant to a good extent, with the change in parameters like the orientation, latitude etc. for 

the same house and hence lays credence to the assumptions made in developing this Low Order 

Model. Finally, we introduce steps for predictive modeling using the time constant which will 

help in forecasting the HVAC Systemsô behavior and hence taking a major step towards 

determining the bulk energy demand for a residential area. 

The low order model performs very well in winter across different orientations of the house 

and different climate zones, with a less than 10 % prediction error. The performance in summer 

season is not equivalent but the errors are of the order of 10 % but not less than it. Future course 

of research based on this data is suggested to get more robust model fits. 
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1  INTRODUCTION  

Since the beginning of the human race especially from the Paleolithic age, man has always 

aimed at perfecting the óIndoorô environment, i.e. the environment in which he will seek 

comfort and shelter. In the early days man tried to carve or find caves for survival of its progeny 

and his weaker ones and also for shelter from wild animals and weather [1]. This was the 

beginning of the process of creating a domestic environment. Thousands of years later today, 

man is still trying to perfect the óIndoorsô, although this time it is not with stone tools but 

through advanced technology and mathematics. This research is based on similar lines, where 

we try to map the human óIndoorsô for the purpose of a more sustainable living experience. To 

maintain a comfortable domestic óIndoorsô in todayôs world of sky rocketing fuel prices, ever 

increasing energy demand and  huge CO2 emissions, it has become mandatory to map the 

demand side of the supply chain of energy [12].  To map this energy usage and determine a 

demand pattern we need to introduce ways to characterize the spaces which are conditioned 

using this energy. Once we have a credible and cheap way of doing so we will be able to 

ascertain the demand of a particular region and hence would be able to reduce losses in buying 

electricity and transmitting it to homes when there is a prediction of decrease in energy demand 

and vice versa. This will contribute to the maintenance of sustainable, comfortable domestic 

óIndoorô environments. 

We introduce in this research a simplistic but novel way of estimating the building energy 

consumption, by lumped capacitance heat transfer modeling. Although the study of lumped 

capacitance models for Model Predictive Control (MPC) and energy load determination are 



2 

 

 

 

 

not new (see [2], [8], [9], [10], [11]), however in the model presented here we do not resolve 

each space into its contributing components i.e. walls, doors, resistance, windows, air etc. but 

we try to directly formulate a model which will have cumulative effects of all these 

contributing factors. Determining the building thermal inertia [6] or rather the characteristic 

time constant for LRR buildings would reveal critical information about the profile of its inside 

air temperature, which will indirectly trigger the switching on and off of the HVAC system. In 

the next section we will define the scope of this thermal model and the problem that we aim to 

solve with the model. 

1.1 Problem Definition 

This study aims at developing a óLow-Order Modelô for appropriate buildings which can 

predict the On and Off timings of its HVAC system and hence predict the energy usage or 

rather the variation in it. There however is a condition on this model that it must be convenient 

enough to function with the most easily available data, i.e. the Outside Air Temperature (OAT). 

To validate the model however, we need the Inside Air Temperature (IAT)  as well, but after 

estimation of the thermal characteristics i.e. the time constant and the HVAC characteristic 

constants for heating and cooling (Z & L which we introduce in chapter 2) we will no longer 

need the IAT value to predict a dayôs Inside Air Temperature Profile. Moreover, since the 

fluctuations in HVAC energy consumption are mostly attributed to the changes in weather 

conditions rather than internal activities our idea of characterizing the thermal envelope based 

on weather data would be good enough in determining variations in total energy consumption. 
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Low-Rise Residential buildings (LRR) which typically are single family homes due to the 

virtue of their small area and less complicated geometries can exhibit an internal temperature 

profile which would be independent of spatial variations. This invites us to the conclusion that 

if there arenôt any other significant perturbations to the internal environment of a particular 

LRR building the temperature will only depend on time, hence the house will act as a single 

lump decaying when there is colder climate outside and heating up when there is a warmer 

climate outside. Hence, if the OAT is mapped and we can ascertain if the heat transfer 

coefficient from the house to the environment is constant we can use the lumped capacitance 

model to get the heat transfer characteristics of the house. The next chapter goes into the 

mathematical details of this problem. To explore the direct dependence of HVAC performance 

on weather conditions we have excluded the activity patterns, internal lighting, internal electric 

equipment energy consumption etc. from our simulations. This is done using mathematical 

modeling and EnegyPlus simulations which are exact replications of real life residential 

buildings [13]. The third chapter goes deep into modeling with EnergyPlus. 
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2  MATHEMATICAL MODELING OF HEAT TRANSFER  

This section deals with the theoretical background of the low order model development using 

the lumped capacitance regime in transient heat conduction. We develop here eight different 

mathematical models which are essentially the solutions of heat transfer differential equations 

in the lumped capacitance model. We also introduce various model parameters which are key 

to our low order model. We also discuss functional fits for the input parameters which will 

help in deriving the thermal characteristics and predictive model from the conduction heat 

transfer equations. 

2.1 Transient Heat Transfer and Lumped Capacitance Model 

Transient heat transfer happens when the heat transfer from an object becomes time dependent 

and the surface temperature distribution is no longer steady. If the gradients of temperature 

inside the body is such that they can be neglected, this regime is called as the lumped 

capacitance model [15].  

 

Figure 1 Lumped Capacitance Model 
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Figure 1 shows an object with surface area A, heat capacitance K and a surface heat transfer 

coefficient h.  The heat loss from the body can be written mathematically as: 

ὍὲὸὩὶὲὥὰ ὉὲὩὶὫώ ὒέίί ὦώ ὸὬὩ ὦέὨώὌὩὥὸ ὫὥὭὲ ὦώ ὩὲὺὭὶέὲάὩὲὸ 

ὨὟ

Ὠὸ
Ὤ ὃ Ὕὸ Ὕ  

ὡὬὩὶὩ Ὤ ὌὩὥὸ ὝὶὥὲίὪὩὶ ὅέὩὪὪὭὧὭὩὲὸ 
ὡ

ά
ȟ Ὗ ὍὲὸὩὶὲὥὰ ὉὲὩὶὫώ ὐȟ 

ὃȡὛόὶὪὥὧὩ ὃὶὩὥ Ὢὶέά ύὬὭὧὬ ὌὩὥὸ Ὥί ὝὶὥὲίὪὩὶὶὩὨ ά Ȣ 

ὝὸȡὝὩάὴὩὶὥὸόὶὩ έὪ ὸὬὩ ὦέὨώ ὑȟὭȢὩȢ  ὸὬὩ ὍὲίὭὨὩ ὃὭὶ ὝὩάὴὩὶὥὸόὶὩ  

 Ὕ ȡ ὝὩάὴὩὶὥὸόὶὩ έὪ ὸὬὩ ὉὲὺὭὶέὲάὩὲὸ ὑȢὭȢὩ ὸὬὩ ὕόὸὨέέὶ ὃὭὶ ὝὩάὴὩὶὥὸόὶὩ 

Now, 

Ὗ ά ὅ Ὕὸ ὑ ὝὸȠὡὬὩὶὩ ὑ Ὕέὸὥὰ ὌὩὥὸ ὅὥὴὥὧὭὸὥὲὧὩ έὪ ὸὬὩ ὛώίὸὩά 
ὐ

ὑ
 

Hence our differential equation takes the form of: 

ὑ  
ὨὝὸ

Ὠὸ
Ὤ ὃ Ὕ Ὕὸ  

Using the above equation we derive the equations for various cases of the low order model. 

2.2 Low Order Model 

To characterize the thermal envelope of the house we need functional fits for the IAT and the 

OAT (ambient temperature). The following analysis is done: 

1. Outside Air Temperature (OAT) 

Data fit for outdoor dry bulb temperature values converted into absolute scale (K): 

Ὕ ὴ ὸ ή 
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The parameters ópô and óqô are estimated for each temperature decay/temperature rise curve 

occurring in the simulation period. 

2. Inside Air Temperature (IAT) 

Data fit for the  IAT with Values Converted to the Absolute Scale (K): 

Ὕ ὥ Ὡ  

The parameters óaô and óbô are estimated for each temperature decay/temperature rise curve 

occurring in the simulation period. 

Now using the Lumped capacitance model equation and above functional fits, we can write the 

equation, for winter as: 

ὨὝὸ

Ὠὸ
ὓ Ὕὸ ὴὸή  

Where,  

ὡὬὩὶὩ ὓ Ὤ
ὃ

ὑ
 ὝὬὩ ὅὬὥὶὥὧὸὩὶὭίὸὭὧ ὅέὲίὸὥὲὸ έὪ ὸὬὩ ὌέόίὩ 

ρ

ὝὭάὩ
  

 

Solving the above differential equation for T(t) we get: 

Ὕὸ
ὓή ὴὓὸ ρ

ὓ
Ὡ ὅ 

ὡὬὩὶὩȟὅ Ὥί ὸὬὩ ὍὲὸὩὫὶὥὸὭέὲ ὅέὲίὸὥὲὸ ὨὩὸὩὶάὭὲὩὨ ὥὸ ὝὭάὩ ὸ πȢ  

ὅ Ὕὸ π Ὕ ὸ π
ὴ

ὓ
 

 

Similarly this model can be modified for when the HVAC is adding heat. We introduce a factor 

Z with the unit (K/s) which is essentially the increment in the slope of the Inside Air 
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Temperature once the HVAC begins adding heat. We add this factor directly to our differential 

equation and obtain the following expression: 

ὨὝὸ

Ὠὸ
ὤ ὓ Ὕὸ ὴὸή  

Integrating we get the following expression for the Inside Air Temperature: 

Ὕὸ ὴ ὸ
ὴ ὓή ὤ

ὓ
Ὡ ὅ 

ὡὬὩὶὩȟὅ Ὥί ὸὬὩ ὍὲὸὩὫὶὥὸὭέὲ ὅέὲίὸὥὲὸ ὨὩὸὩὶάὭὲὩὨ ὥὸ ὝὭάὩ ὸ πȢ  

The above equation will be used to determine Z from simulation data for both Inside Air 

Temperature and the Outside Air Temperature. 

Similarly we can solve for the lumped capacitance model for the case of summer as: 

ὨὝὸ

Ὠὸ
ὓ Ὕὸ ὴὸή  

This will Yield the same result as that in the case of winter: 

Ὕὸ
ὓή ὴὓὸ ρ

ὓ
Ὡ ὅ 

To account for the cooling performance of the HVAC we introduce a factor L which like Z has 

the units of (K/s) and is essentially the decrease in slope of the Inside Air Temperature when 

the cooling operation by HVAC is on.  The lumped capacitance model can be modified as: 

ὨὝὸ

Ὠὸ
ὓ Ὕὸ ὴὸή ὒ 

Which yields, the following expression for the Inside Air Temperature: 

Ὕὸ
ὒ ὴ ὓή

ὓ
ὴὸὩ ὅ 
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The above equation will be used to determine L from simulation data for both Inside Air 

Temperature and the Outside Air Temperature. 

These processes can be explained schematically as: 

 

Figure 2 Process flow for obtaining the Time Constant M from simulation data 

 

 

 

Figure 3 Process flow for obtaining the Z or L values from simulation data and M 
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2.3 Predictive Model derivation from Low Order Model  

After obtaining the M and L/Z value for the house from simulations we can introduce a new 

predictive model, for which we no longer need to have the Inside Air Temperature from the 

simulation, but we predict it solely from the Outside Air Temperature data fit. We introduce a 

first order Fourier fit for the Outside Air Temperature: 

Ὕ  ὥ ὥ#ÏÓ‫ ὸ ὦ3ÉÎ‫ ὸ 

Using this functional fit for winter, in the lumped capacitance model we get: 

ὨὝὸ

Ὠὸ
ὓ Ὕὸ ὥ ὥ#ÏÓ‫ ὸ ὦ3ÉÎ‫ ὸ  

Solving, we obtain the relation for Inside Air Temperature for the times when we have 

temperature decay: 

Ὕὸ Ὡ ὅ
ὥ ὓ ύ ὓὥὓ ὦύ #ÏÓ‫ ὸ ὓὦὓ ὥύ 3ÉÎ‫ ὸ

ὓ ύ
 

Similarly we can modify the lumped capacitance model for determination of Inside Air 

Temperature when the HVAC system is heating the space: 

ὨὝὸ

Ὠὸ
ὤ ὓ Ὕὸ ὥ ὥ#ÏÓ‫ ὸ ὦ3ÉÎ‫ ὸ  

Solving, we get the following relation for Inside Air Temperature, when the heater is On: 

Ὕὸ Ὡ ὅ
ὥὓ ὤ ὓ ύ ὓ ὥὓ ὦύ #ÏÓ‫ ὸ ὓ ὦὓ ὥύ 3ÉÎ‫ ὸ

ὓὓ ύ
 

Similarly, we can develop expressions for obtaining L as well: 

ὨὝὸ

Ὠὸ
ὓ Ὕὸ ὥ ὥ#ÏÓ‫ ὸ ὦ3ÉÎ‫ ὸ ὒ 
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This yields, the expression for Inside Air Temperature when Cooling is on as: 

Ὕὸ Ὡ ὅ
ὒ ὥὓ ὓ ύ ὓ ὥὓ ὦύ #ÏÓ‫ ὸ ὓ ὦὓ ὥύ 3ÉÎ‫ ὸ

ὓ ὓ ύ
 

Now, for the prediction model, since we are marching our solution in time, the time at which 

C is determined for a change in curve type (i.e. temperature decay to forced heating or 

temperature rise to forced cooling) will not be t = 0, but needs to be determined each time when 

we switch from one curve to another. This has been taken care of in the predictive model code 

in Appendix E. This process can be explained schematically as: 

 

 

Figure 4 Schematic representation of predictive modeling process 
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3 MODELING RESIDENTIAL BUILDINGS in  EnergyPlus and OpenStudio 

This chapter describes comprehensively the process of simulation of Low-Rise Residential 

(LRR) buildings to gather data which exactly simulates the load profiles of these houses. For 

this purpose we use US Department of Energyôs EnergyPlus software which is a building 

energy simulation engine and a Graphical User Interface (GUI) developed over this simulation 

engine known as OpenStudio which has many but not all the required features of EnergyPlus. 

EnergyPlus does not come with a GUI itself, however there are many programs available of 

which OpenStudio is found to be the most suitable for this research. EnergyPlus provides some 

very distinct advantages over other similar commercially available or open source software 

[7]. The working of EnergyPlus can be explained schematically as: 

 

Figure 5 EnergyPlus program schematic (Courtesy [17]) 

 

Basically EnergyPlus is an Object Oriented Programming (OOP) code, with different modules, 

containing different classes and each class contains its own objects [17] [18]. These Objects 
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(their properties) can be modified by the users on a simulation to simulation basis. Figure 5 

shows all the modules present in EnergyPlus, but for our simulation we will not need all of 

them. The integrated solution manager in EnergyPlus solves for all the variables in the 

simulation, taking different inputs from different modules as shown above. Another specialty 

of the integrated solution manager or rather EnergyPlus is that all the three basic components 

of the simulation i.e. building zones (i.e. the thermal envelope), air handling systems (i.e. the 

air conditioning) and the central plant equipment (the HVAC system) are simulated 

simultaneously. First the zone loads are calculated at all timesteps, this information is then 

passed on to the system with feedback to the zone and then the information from system 

simulation is passed on to the plant with feedback to the system. Hence there is continuous 

updation of simulation parameters in EnergyPlus, this is not however true for other similar 

software. By virtue of this programming construct EnergyPlus can effectively simulate rapidly 

changing temperature profiles (for example due to weather) and temperature distributions 

inside or outside a zone or its surfaces. This makes EnergyPlus especially suitable for detailed 

analysis. Hence for our application EnergyPlus works the best. The schematics of this scheme 

is mentioned below: 
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Figure 6 Schematics of sequential solution scheme (Courtesy [17]) 

 

3.1 Modules in EnergyPlus relevant to our Simulation 

This section provides a brief overview of modules and classes that are important to our 

simulation. The following are the essential modules/classes: 

1. Simulation Parameters: The very first heading in the EnergyPlus IDF editor, this 

essentially deals with the base setup of the simulation. It defines what building we want 

to simulate, what kind of heat transfer algorithms we want to use for conduction and 

convection, what kind of shadow calculation does the simulation has to do, timestep, 

convergence of solution, etc. 

2. Location and Climate: This is again a very important class, which deals with the 

climatic conditions picked from weather data, and design day information for the 

HVAC sizing calculations. For our simulations we have it spread across three climate 

zones: 

a. Austin, Texas in Climate Zone 2 
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b. Raleigh, North Carolina in Climate Zone 4 

c. Detroit, Michigan in Climate Zone 5. 

Figure 7 shows various different climate zones across the United States. Simulating the 

residential building in various climate zones and then using this data to validate the model 

provides an essential robustness to the low order model.  

3. Schedules: The schedules are objects used for giving appropriate variations in the 

behavior of various entities like Setpoint Temperatures, Ventilation, People Activity, 

Lights etc. with respect to date and time, in the simulation. We can add schedules 

according to our needs and modify them (as done in the case of EMS Code). 

 

 

Figure 7 ASHRAE climate zones (Courtesy [20]) 
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4. Surface Construction Elements: The materials and construction class of EnergyPlus 

gives user an opportunity to define construction of individual walls, ceilings, floors, air 

gaps, windows, doors etc. This defines the thermal envelope of the building. 

5. Thermal Zones and Surfaces: This class represents the construction and boundary 

condition details of spaces representing Thermal Zones and individual surfaces of the 

house.  

6. Internal Gains: This class deals with internal activity of the house, for example the 

people energy consumption or emission, internal electric equipment etc. For our 

simulation we have made internal gains for all our thermal zones to be zero. 

7. Zone Airflow : This object deals with the internal airflow in zones or across the zones. 

We have created a nominal value airflow across 4 zones in pairs of two just to neutralize 

any spatial temperature gradients. 

8. HVAC Zone Objects: Most of these objects are pre populated when we import the 

IDF from OpenStudio to EnergyPlus. The steps of simulation in Appendix A will lead 

to this. 

9. Energy Management System (EMS): The Energy Management System class deals 

with simulating complex behaviors exhibited by the house and the control system of its 

HVAC. The EMS system has various objects in order to sense a particular control 

variable (Sensors), modify the system response after sensing the variable (Actuators), 

Program Calling Managers ( to call a particular Code or program at some specified 
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event), Program (to simulate a typical behavior through actuators) etc. The code used 

for our simulation is presented in Appendix B.  

3.2 Simulation Process for this Research 

Most of the classes and objects mentioned in the section above are initialized using the 

OpenStudio GUI and inbuilt templates. This will save a lot of critical time in populating the 

field of the EnergyPlus IDF and is extremely convenient Vis a Vis filling up an IDF file directly 

in the EnergyPlus IDF editor. Moreover, OpenStudio comes with a variety of templates for 

various ASHRAE building models across different ASHRAE specifications for various types 

of buildings. We are using a MidRiseApartment template from OpenStudio based on ASHRAE 

standard of 90.1.2009. This template comes with default construction and schedule sets for the 

simulation and has three different spaces (corridor, apartment, office). The details of the steps 

to be taken for the correct simulation process is mentioned in Appendix A. In addition to the 

IDF file generation, we also need weather data file for a realistic simulation of our house. There 

are two kinds of weather data available AMY i.e. Actual Meteorological Year and TMY i.e. 

Typical Meteorological Year. The AMY file contains the data recorded in a particular year 

while TMY file gives data for a particular year based on weather data models derived from 

over 15-30 years of data. Since we are validating a model TMY file is much more suitable for 

our simulation purpose since it has an averaging of observed weather patterns over 20 years. 

This in turn also will help in determining the robustness of our model fit to the realistic 

simulation data which comes from simulating average weather patterns for over 20 years. The 

following figure shows a schematic of simulation process 
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Figure 8 Schematics of simulat ion in OpenStudio and EnergyPlus 
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4  WINTER MODEL  

In this chapter we discuss the various test cases for validation of the low order model discussed 

in the Chapter 2 for both thermal envelope characteristics modeling and the HVAC behavior 

prediction modeling in winter season i.e. the month of January. We discuss various cases for a 

house of area 1000 sq. ft., based on its Latitude, orientation etc. The house will have same 

construction sets and same heating and cooling set points and same offset temperatures for 

HVAC control. The HVAC sizing for the house however may change across different latitudes 

since it is calculated automatically through EnergyPlus system sizing models. Although, the 

design day data required for calculating the HVAC sizing is kept the same for all the cases, 

which has allowed for same almost the same HVAC sizing across the zones. The next sections 

show the data and results obtained after the above mentioned house is simulated in EnergyPlus 

and the simulation data then utilized to derive the Characteristic Time Constant (M), Heat 

Addition Constant (Z) and the Predictive Model from these two.  

4.1 House Design and HVAC Parameters 

The House Model used for winter model is a 1000 sq. ft. House with five thermal zones (i.e. 

five spaces), which represent two bedrooms, a living room, a kitchen and a bathroom. The 

thermostat setpoint is 22 °C and the offset temperature Toffset is 1.6 °C. The sizing determined 

by EnergyPlus for the heater is 23317.43 Watts and the fan is sized to be 244.61 Watts and 

max airflow rate is 0.42 m3/s.  The run period is of a single day, i.e. January the 5th 2014. The 

house is placed in four different orientations measured from the North axis and also kept in 

three climate zones, i.e. in Raleigh, Austin and Detroit, to observe the values of M and Z, and 
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their variations. Finally the M & Z data is used to obtain the predictive model and a prediction 

is made for the same day as the simulation day to validate the model. Figure 9 below shows 

the model of the house in SketchUp used for our simulation. 

 

Figure 9 House model for winter simulation  

 

4.2 Estimation of Time Constant 

Results of curves obtained when the codes for determining M for various cases are shown 

below. For the simulation we have kept the house in four orientations at Detroit and observed 

the change in the mean value of M obtained from a dayôs simulation. The changes in mean 

values of M are also estimated for across the climate zones. Figures 10-13 show the variation 

in M for the same city and different orientations and for different cities.  We can clearly see 
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that the M values change very little with the change in orientation. This is also noted in Table 

1 which has all the mean value statistics for various test cases.  

 

Figure 10 Austin M  (min-1) value profiles for 0 and 270 deg. orientations 

 

In figure 10 we can see that the M value distribution and profile for Austin Changes 

significantly with the change in Orientation of the House. This effect might be attributed to the 

lower Latitude of Austin, which makes solar load significant. 
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Figure 11 Detroit M (min -1) value profiles for 0 and 90 deg. orientations 

 

Figure 11 and 12 shows that in winter for the house in Detroit there is almost negligible change 

in M values and the distribution of M values. We see nearly identical behavior in M value 

patterns with a slight change in distribution for the 90° orientation. The changes however are 

very minute and can be seen in the mean data in Table 1. Figures 14 & 15 shows the standard 

deviation in the mean value for a particular run, and for Detroit all the four orientations have 

almost identical percentage of standard deviation as a percentage of Mean. 
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Figure 12 Detroit M (min -1) value profiles for 180 and 270 deg. orientations 

 

Figure 13 shows two different orientations of the house in Raleigh which lies in the ASHRAE 

climate Zone 4A. Here we can identify some distinct variations in M values and distribution 

with the change in orientation, quite similar to that of Austin. But the variation in M value 

mean is less pronounced as compared to Austin. This indicates a strong possibility of influence 

by solar load since Raleigh is situated at a Latitude higher than Austin but lower than Detroit. 
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Figure 13 Raleigh M (min-1) value profiles for 0 and 90 deg. orientations 

 

The above plots are between the M values obtained for every interval in which the temperature 

of the house decays due to the ambient temperature and the HVAC system is turned off vs the 

index of the particular temperature decay curve. Hence this index is loosely related to the 

progression of the time of the day, since we have started our simulations in EnergyPlus from 

midnight.  

 

 



24 

 

 

 

 

 
Table 1 Table for M (min-1) statistics for winter  simulations 

Simulation  Mstats.mean Mstats.std  
Standard 

Deviation of M as 
a % of Mean 

Detroit_Winter_House1_0Deg                                                         0.01889 0.00133 7.02 

Detroit_Winter_House1_90Deg                                                         0.01911 0.00120 6.27 

Detroit_Winter_House1_180Deg                                                         0.01914 0.00111 5.80 

Detroit_Winte r_House1_270Deg                                                         0.01902 0.00118 6.23 

Raleigh_Winter_House1_0Deg                                                         0.01782 0.00131 7.33 

Raleigh_Winter_House1_90Deg                                                         0.0186 0.00178 9.59 

Austin_Winter_House1_0Deg                                                         0.01903 0.00312 16.42 

Austin_Winter_House1_270Deg                                                         0.02065 0.00562 27.23 

 

 

 

 

 

Figure 14 Comparison of Mean values of M (min-1) for winter simulation cases 
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Figure 15 Comparison of Standard Deviations in M (min-1) values for winter  simulation Cases 

 

Table 1 summarizes the results of M values for all the orientations and as we can see there is a 

great agreement in mean values thus determined, except for in the case of Austin where the 

standard deviation in M values is more than 10 % of the mean. It would be very interesting to 

observe the performance of predictive model in Austin. 
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4.3 Estimation of HVAC Behavior 

.  

Figure 16 Austin Z (K/min)  value profiles for 0 and 270 deg. orientations 

Similar to the M value figures we can see from Figure 16 that there is no significant variation 

between the profiles of Z values when we change the orientation of the house, hence validating 

indirectly that Z is independent of orientation. Although we see an increase in the mean Z value 

for Detroit, which is due to the fact that our heater is oversized for a 1000 sq. ft. house and in 

Detroit the load in winter is too high, which results in higher part load ratio and working time. 
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Figure 17 Detroit Z  (K/min)  value profiles for 0 and 90 deg. orientations 

In Figures 17 & 18 we can see no notable change in the value estimation of Z and the profile 

of values with the index of heating curves. We can see from Table 2 as well there is very little 

fluctuation in the mean value of Z determined for all the four orientations. Figure 20 & 21 

shows a comparative analysis of all the Z values and their standard deviations. The variations 

increase as the Latitude decreases. 
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Figure 18 Detroit Z  (K/min)  value profiles for 180 and 270 deg. orientations 

 

Figure 19 shows slight variations in the calculated Z values across different heating curves. 

This may be attributed to high standard deviation of M values calculated. The effect of these 

deviations however would be more evident once we see how erroneous the predictions are. 



29 

 

 

 

 

 

Figure 19 Raleigh Z (K/min) value profiles for 0 and 90 deg. orientations 

 

 
Table 2 Z (K/min)  statistics for winter simulations 

Simulation  Zstats.mean Zstats.std 
Standard  

Deviation of Z as a 
% of Mean  

Detroit_Winter_House1_0Deg                                                         1.396 0.07661 5.49 

Detroit_Winter_House1_90Deg                                                         1.41 0.07556 5.36 

Detroit_Winter_Hou se1_180Deg                                                         1.413 0.07694 5.45 

Detroit_Winter_House1_270Deg                                                         1.405 0.07757 5.52 

Raleigh_Winter_House1_0Deg                                                         1.188 0.11760 9.90 

Raleigh_Winter_House1_90Deg                                                         1.22 0.09235 7.57 

Austin_Winter_House1_0Deg                                                         1.14 0.13010 11.41 

Austin_Winte r_House1_270Deg                                                         1.17 0.12330 10.54 
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Figure 20 Comparison of Mean Values of Z (K/min) for winter  simulation cases 

 

 

 

Figure 21 Comparison of Standard Deviation in Z (K/min) values for winter  simulation cases 

0 0.5 1 1.5

Detroit_Winter_House1_0Deg

Detroit_Winter_House1_90Deg

Detroit_Winter_House1_180Deg

Detroit_Winter_House1_270Deg

Raleigh_Winter_House1_0Deg

Raleigh_Winter_House1_90Deg

Austin_Winter_House1_0Deg

Austin_Winter_House1_270Deg

Zstats.mean

0 0.05 0.1 0.15

Detroit_Winter_House1_0Deg

Detroit_Winter_House1_90Deg

Detroit_Winter_House1_180Deg

Detroit_Winter_House1_270Deg

Raleigh_Winter_House1_0Deg

Raleigh_Winter_House1_90Deg

Austin_Winter_House1_0Deg

Austin_Winter_House1_270Deg

Zstats.std



31 

 

 

 

 

4.4 Prediction Model 

Using the mean values of M and Z obtained from the above simulations, we try to predict the 

temperature inside the house, using a first order Fourier fit as mentioned in chapter 2 for the 

Outside Air Temperature (OAT), and taking the initial value of IAT i.e. at time t = 0. The 

Matlab code used for this purpose is given in Appendix E, where the Realflags (i.e. the number 

of Minutes the HVAC System adds heat to the House) is determined from the heating data 

obtained in EnergyPlus simulation; whereas Heaterflags is the time for which we have 

predicted that the heater will be ON from our prediction model. The curves in this section show 

the Fourier fit of the Outside Air Temperature and the prediction error, along with a comparison 

of the HVAC on/off for the first 120 minutes of operation, for all the cases. The prediction 

error is determined from the percentage difference between Realflags and Heaterflags. 

Austin @ 0 deg. Orientation: 

 

Figure 22 Austin 0 deg. Fourier fit and prediction error  
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Figure 23 Austin 0 deg. HVAC operation prediction and real overlap 

 

 

 

Figure 24 Detroit 0 deg Fourier fit and prediction error  
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Figure 25 Detroit 0 deg HVAC operation prediction and real overlap 

 

 

Figure 26 Raleigh 0 deg Fourier fit and prediction error  
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Figure 27 Raleigh 0 deg HVAC operation prediction and real overlap 

 

From Figure 22-27 we can see the prediction made by the low order model in winter for a 

particular house kept in 3 different climate zones. The results obtained are very positive as the 

prediction error in all the cases is below 10 %.  Even in the case of Detroit with the lowest 

regression coefficient for the Outside Air Temperature Fourier fit , the prediction error is very 

low.  This can be attributed to strong estimates of M and Z values for Detroit. Moreover, we 

can see a very good overlap profile for the first 120 minutes with almost negligible variation, 

however there seems to be a lag between the switching on and off time of HVAC which is very 

logical understandably because of the variation in the Outside Air Temperature Profile. For 

Detroit we obtained similar Errors for the other three orientations. This leads us to conclude 
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that the prediction model is orientation agnostic as well as climate zone agnostic as far as 

Winter season predictions are concerned. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



36 

 

 

 

 

5  SUMMER MODEL  

In this chapter we discuss the various test cases for validation of the low order model discussed 

in the Chapter 2 for both thermal envelope characteristics modeling and the HVAC behavior 

prediction modeling in summer season i.e. the month of July. We discuss various cases for a 

house of area 1000 sq. ft., based on its Latitude, orientation etc. The house will have same 

construction sets and same heating and cooling set points and same offset temperatures for 

HVAC control. The HVAC sizing for the house however may change across different latitudes 

since it is calculated automatically through EnergyPlus system sizing models. Although, the 

design day data required for calculating the HVAC sizing is kept the same for all the cases, 

which has allowed for almost the same HVAC sizing across the zones. The next sections show 

the data and results obtained after the above mentioned house is simulated in EnergyPlus and 

the simulation data then utilized to derive Time Constant (M), Heat Removal Constant (L) and 

the Predictive Model from these two.  

5.1 House Design and HVAC Parameters 

The house model used for winter model is a 1000 sq. ft. house with five thermal zones (i.e. 

five spaces), which represent two bedrooms, a living room, a Kitchen and a Bathroom. The 

thermostat setpoint is 19 °C and the offset temperature Toffset is 0.6 °C. The sizing determined 

by EnergyPlus for the cooling coil is 10323.98 Watts and the Fan is sized to be 244.61 Watts 

and max airflow rate is 0.42 m3/s.  The run period is of two days, i.e. July the 10th 2014 for 

Austin and July 15th 2014 for Detroit, for comparative analysis. The house is placed in four 

different orientations measured from the North Axis and also kept in two Climate Zones, i.e. 
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Austin and Detroit, to observe the values of M and L, and their variations. Finally the M & L 

data is used to obtain the predictive model and a prediction is made for the same day as the 

simulation day to validate the model. The figure below shows the model of the house. 

 

Figure 28 House Model for winter simulation 
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5.2 Estimation of Time Constant 

 

Figure 29 M (min-1) value profile for Detroit  at 0 deg orientation 

 

From Figure 29 We can see that the M Values in Summer are no longer fluctuating in an 

interval but there is a clear increase in the M Value as the day progresses. This is not a good 

fit for a time constant that is assumed to be a constant. Clearly there is some unaccounted factor 

that has interfered with the heat transfer characteristics of the house. Similarly from Figure 30 

and 31 we can see that for Austin as well there is a very large difference in M values and large 

fluctuations from the middle of the day (roughly). Moreover, there are certain distinct 

differences in the M value profiles for different orientations, although the mean values are 

found to have similar order of standard deviations. Hence it is safe to conclude that solar load 

and orientation does contribute to the variation in M, although the orientation effects are very 

mild. Moreover, there might be an influence of wind speed as well, which needs to be checked 

in detail. 

More would be revealed with prediction curves. 
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Figure 30 M (min -1) value profiles for Austin 0 & 90 deg orientations 
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Figure 31 M (min-1) value profiles for Austin 180 & 270 deg orientations 
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Table 3 M (min-1) value statistics for different summer simulation cases 

Simulation  Mstats.mean Mstats.std  
Standard  Deviation 
of M as a % of Mean  

Austin_Summer_House1_0Deg 0.01480 0.002825 19.09 

Austin_Summer_House1_90Deg 0.01578 0.003307 20.96 

Austin_Summer_House1_180Deg 0.01504 0.002807 18.66 

Austin_Summer_House1_270Deg 0.01551 0.002563 16.52 

Detroit_Summer_Hous e1_0Deg 0.01997 0.004860 24.34 

 

 

 

 

Figure 32 Comparison of Mean Value of M (min -1) for each summer simulation case 
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Figure 33 Comparison of Standard Deviations in M  (min-1) values for each summer simulation case 

 

5.3 Estimation of HVAC Behavior 

Instead of plotting the L value profiles we directly analyze the data from all the simulation 

runs. The L value statistics for different simulation runs for summer shown in Table 4 points 

to the conclusion that the Cooling Coilôs capacity is estimated equally for all the locations with 

very minor variations in the mean values of L. Hence L value is not going to be of much 

consequence as far as analysis of summer prediction is concerned. The onus now lies on the 

prediction of Outside Air Temperature and the M value means for the respective simulations. 
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Table 4 L (K/min) value statistics for different summer simulation cases 

Simulation  Lstats.mean Lstats.std 
Standard Deviation 
of L as a % of Mean 

Austin_Summer_House1_0Deg 0.3554 0.05458 15.36 

Austin_Summer_House1_90Deg 0.3596 0.05812 16.16 

Austin_Summer_House1_180Deg 0.3571 0.05496 15.39 

Austin_Summer_House1_270Deg 0.3606 0.05641 15.64 

Detroit_Summer_House1_0Deg 0.3744 0.05750 15.36 

 

 

 

Figure 34 Comparison of Mean of L (K/min) values for different summer simulation cases 
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Figure 35 Comparison of Standard Deviations in L (K/min) v alues for different summer simulation cases 

 

5.4 Prediction Model 

Using the mean values of M and L obtained from the above simulations, we try to predict the 

temperature inside the house, using a first order Fourier fit as mentioned in chapter 2 for the 

Outside Air Temperature (OAT), and taking the initial value of IAT i.e. at time t = 0. The 

Matlab code used for this purpose is given in Appendix E, where the Realflags (i.e. the number 

of Minutes the HVAC System removes heat from the House) is determined from the cooling 

data obtained in EnergyPlus simulation; whereas Coolerflags is the time for which we have 

predicted that the cooling coil will be ON from our prediction model. The curves in this section 

show the Fourier fit of the Outside Air Temperature and the prediction error, along with a 

comparison of the HVAC on/off for the first 120 minutes of operation, for all the cases. The 

prediction error is determined from the percentage difference between Realflags and 

Heaterflags. 
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Prediction Curves for Detroit: 

 

 

Figure 36 Detroit  0 deg summer Fourier fit and prediction e rror  

 

 

 

Figure 37 Detroit  0 deg summer HVAC operation prediction and real overlap 
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Prediction Curves for Austin: 

 

 

Figure 38 Austin 0 deg summer Fourier fit and prediction err or 

 

From Figure 36 to 39 we can observe the variation of the outside air temperature and the 

regression it shows with our first order Fourier fit. We can see that despite severe deviations 

in the Mean Value of M we get a very low Prediction error in both the cases. This can be 

attributed to the fact that the regression coefficient is very high for the first order Fourier fit. 

Moreover we get a less than 10 % error in the case of Detroit which is incredible considering 

the deviations which the Time Constant went along. Although the fits are not as good as that 

of Winter but the data does show that the Model is quite useful in its present nascent form for 

both Summer and Winter predictions. 
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Figure 39 Austin 0 deg summer HVAC operati on prediction and real overlap 
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6  CONCLUSIONS and RECOMMENDATIONS  

This research shows that there is more to the simplistic formulation of lumped capacitance 

model with respect to building energy simulations, than thought by most researchers. We have 

conducted extensive experiments on a particular house varying its orientation and climate 

zones for the purpose of testing a simplistic low order lumped capacitance model. We decided 

that the scope of the problem is limited to Low Rise Residential (LRR) buildings which are 

essentially single floored solo houses, occupied generally by single families. The testing was 

done by referencing EnergyPlus simulation data and we have got a very robust agreement 

between the prediction data and the real time HVAC operation in the Winter season. The 

prediction model however is not able to replicate similar success with the summer simulation 

data, which can be attributed to many factors. The present model has the convective heat 

transfer coefficient h embedded in it which is considered to be a constant for the purpose of 

the analysis, which however is influenced by a number of factors [4]. These can be External 

surface finishes [5], solar load, wind, moisture content in external and internal air, reflections 

from houses in the vicinity, presence of vegetation, presence of different houses or buildings 

in the vicinity, type of fenestration used in the house, reflective properties of external walls 

and roof etc.[3]. This needs further comprehensive studies and experiments in EnergyPlus with 

different houses and employing more variables. Since we have received maximum variation in 

M values in the case of Austin, we have plotted the M values and the incident solar radiation 

against the index of the temperature rise curves. Also similar plots are generated for wind speed 

as well to further the analysis of coupling of solar load, wind speed and the heat transfer 
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coefficient h. Figures 40-42 show the variation, for Austin in summer for the day of July 10th 

2014. 

 

Figure 40 M (min-1)  values for Austin in summer and 0 deg orientation 

 

From figures 40-42 we can clearly see that the variations in M value are observed the most 

when we have high wind speeds and solar radiation for that particular temperature rise curve. 

Moreover, the effect of solar radiation is long seen even when we donôt have any radiation 

because, there is a time lag in the transmission of the incident solar load on the external surfaces 

to the internal air of the house. This again incidentally is related to the characteristic time 

constant of the house and hence we need to decouple the effects of solar radiation and wind 
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speed on the heat transfer coefficient h which will then give us the correct estimation of time 

constant. 

 

 

Figure 41 Average Solar Irradiation for every Temperature rise curve in Austin on July 10th 2014 
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Figure 42 Average Wind Speed for every Temperature rise curve in Austin on July 10th 2014 

 

Now, letôs see if the same logic holds for Winter season in Austin. Figures 43-45 show the M 

values and the solar and wind loads on site in Austin for all the temperature decay curves in 

Austin on January 5th 2014. 
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Figure 43 M (min-1) values for Austin in winter  and 0 deg orientation 

 

From figures 43-45 we can clearly see that the variations in M value are observed the most 

when we have very high wind speeds and solar radiation for that particular Temperature decay 

curve. Moreover, similar to the summer season the effect of solar radiation is long seen even 

when we donôt have any radiation. This effect however is not as prolonged as in case of summer 

because the Irradiation from the Sun is not for as long and is not as direct as it was in the 

Summer season. Although we see peaks of similar magnitude in the solar irradiation. 

Furthermore, the effects of the Solar and Wind loads on the house cannot be separately seen at 



53 

 

 

 

 

this moment since both are acting at the same time. Hence, we need to decouple the effects of 

solar radiation and wind speed on the heat transfer coefficient h which will then give us the 

correct estimation of time constant. 

 

 

Figure 44 Average Solar Irradiation for every Temperature decay curve in Austin on Jan 5th 2014 
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Figure 45 Average Wind Speed for every Temperature decay curve in Austin on Jan 5th 2014 

 

 

6.1 Ways to improve present Model 

The present model needs to expand into the higher square footage houses i.e. 2000 and 3000 

sq. ft.  area houses. To assess the effects of Humidity on the present model Coastal region 

simulations can be initiated. Furthermore, to assess the effects of HVAC sizing on the 

estimation of time constant we can appropriately size the heater or cooling coil since the data 

in this research is taken from an overly sized heater and cooling coil. In addition to the different 

sizing of the HVAC we can use different types of HVAC systems and components to study if 

the model Maps them all correctly. To test the dependence on óOutdoor Drybulb Temperatureô 

profile we can create predictive models using a second order Fourier fit. Moreover, after 
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observing the variation in the values of the time constant with the Incident solar radiation and 

the average wind speed we need to simulate for cases where both are not present and then can 

derive the time constant. This can be done through the Energy Management System (EMS) in 

EnergyPlus or by directly modifying the weather data file. The EMS code will however give 

more control over the variables which we need to change. Hence this can help in determining 

models for heat transfer coefficient h which can then be reduced to correction factors for time 

constant in order to keep a simple approach for the prediction model. Furthermore, one also 

need to consider the ground heat transfer from the house since we are losing heat from the 

whole carpet area of the house to the surface of the site, and this happens through conduction 

and not convection. This again is a contributory factor in the variations observed in M values 

since all the heat that is lost or gained through the envelope is not through convection. 

To maintain the coveted convenience in the Low order model we need to establish a simplistic 

time constant which will map the effects of all the parameters as discussed in this work.  
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APPENDIX A (Modeling procedure of the house in EnergyPlus, OpenStudio and SketchUp) 

 

1. First step is to download and Install the OpenStudio SketchUp Plugin and EnergyPlus 

from NREL (OpenStudio) and DOEôs website. 

2. To Create a House Model Open SketchUp (in architecture template) and add a New 

OpenStudio Model from Wizard as shown in the following Figures: 

  

The figure below shows what happens after you click the New OpenStudio Model from 

Wizard Button. It also indicates the standards followed throughout this thesis, i.e. the 

template, building type and the ASHRAE zone used.  
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After this save your OpenStudio File as well As the SketchUp File and keep on saving 

thereafter, lest you are at a risk of losing all the changes made in your files. 

3. When the OpenStudio model is loaded we can start drawing our thermal envelope. 

Since the exact construction details of the envelope are assumed to be irrelevant we can 

keep the thermal envelope to be simple but at the same time relevant to the structure of 

a house. The following figures shows the first steps in developing a thermal envelope,  

Firstly drawing a rectangle (to scale) and then drawing partitions for individual spaces 

or rooms with guides and straight lines: 

 

 

In this case our top view of the plan has two bedrooms a bathroom in between them a 

kitchen on the side, and the remaining L-shaped Area as the Living room or the hall which 
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is the control Thermal Zone in our simulations. For the next step you would need to select 

your plan. This is shown in the next figure: 

 

 

 

 

4. After this we need to create spaces or build on this plan which can be done by create 

spaces from diagram button as shown above and it results in: 
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5. After this you need to create doors and windows appropriately on the outer surfaces by 

selecting each space as shown: 
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6. Now to draw internal doors/ windows use the section tool as shown in the pic above 
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Finally it will look like above. 
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7. Now you need to assign various spaces their construction sets to qualify them in one of 

the 3 spaces loaded with the OpenStudio Midrise Apartment Model, using OS Inspector 
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8. Now add Thermal Zones from the OpenStudio Inspector and Assign them to each of 

these Rooms and check it by using the órender by thermal zone optionô: 
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9. We are yet to assign boundary conditions to our thermal envelope, do it by using the 

Surface matching tool which renders boundary condition to surfaces in the envelope: 
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10. Now Launch OpenStudio to finish the Initial Modeling Process before going to 

EnergyPlus IDF.  
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11. We need to add a HVAC System to our Model which will supply conditioned air to our 

thermal zones appropriately. Choose the PTHP template (second one). 

 

 



75 

 

 

 

 

 

 

Delete the Heating coil and the Outdoor air elements as per our simulation 

requirements. 
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12. Now add thermal zones to the HVAC system from the Model: 

 
































































