
ABSTRACT

MOHAMADI MOGHADAM, HANIEH. Investigation of Local Sediment Transport and Morphodynamics
around Human Infrastructures. (Under the direction of Alejandra Ortiz and Casey Dietrich.)

Human infrastructures in fluvial and coastal environments are prone to instability and failure

due to local sediment transport and scour under hydrodynamic extreme conditions. Erosion is the

primary cause of nearly 60% of hydraulic infrastructure failures in the US and the average cost for

their damage repair is estimated at annually US$50 million. This phenomenon has been studied over

time and several empirical, experimental, physical, and more recently numerical models have been

developed to predict local morphodynamic response during flood conditions. The gaps related to

the physical representation of submerges devices, the impact of spatially varying flow characteristics

on bridge pier scour, temporally varying local scour depth, and the impact of peak flow duration

on scour depth around bridge piers are identified in the previous studies. In this dissertation, a

combination of the empirical and numerical hydrodynamic and morphodynamic model is used to

address the local sediment transport and morphodynamic conditions around MHK devices and

bridge piers under extreme conditions.

First, a high-resolution hydrodynamic and morphodynamic numerical model is used to inves-

tigate the impacts of marine hydrodynamic devices on near-field sediment transport. The MHK

array is simulated both statically (non-erodible bed-mounted lump) and dynamically (30% energy

loss), to analyze the sensitivity of the local morphology to the layout characteristics. In extreme

conditions, MHK-induced energy reduction significantly impacts wave height and subsequent bed

shear stress so that the pattern of sedimentation is affected leading to increased deposition over the

devices.

Then, a combined numerical, empirical, and field study is presented to evaluate the impact of

flood events and spatially varying upstream flow characteristics on scour depth around bridge piers.

A comprehensive field survey around bridge numbers 310034 (Ellerbe Creek), 340033 (Tar River),

and 410023 (Roanoke River) in North Carolina is conducted to collect flow velocity, water depth, bed

sediment sample, and geometric characteristics of bridge pier and river channel. The collected field

data are used in the model setup and calibration processes. Then, the simulated upstream flow field

parameters (velocity & depth) are extracted and applied to the HEC-18 empirical model to compute

maximum scour depth around bridge piers under extreme conditions. The results indicate that

by extracting the flow parameters further upstream of the bridge piers, the estimated maximum

scour depth relative to pier width grows larger. This growth becomes smaller after going further

than 5×pier dimension. Moreover, using upstream width-averaged flow characteristics, other than

discrete spatial points, results in local scour depth underestimation. This needs to be addressed

when using 1D numerical modeling (width-averaged flow depth and velocity) to compute maximum

scour depth around bridge piers.

Finally, a hydrodynamic and morphodynamic numerical approach to predict maximum scour



depth around bridge piers is presented. Local scour depth evolution under a step-wise 100-year

flood hydrograph is simulated and compared with the results from steady flood conditions using

a two-dimensional numerical model and an empirical equation. he results indicate that, Unlike

most empirical approaches, our morphodynamic numerical model captures the time-dependant

local scour depth evolution on different sides (upstream, downstream, left side, right side) of the

bridge piers during steady and unsteady flood conditions. Additionally, the maximum scour depth

around bridge piers is highly sensitive to the duration of peak flow in the system. Under both steady

and unsteady 100-year flood conditions, excessive deposition was coming toward the piers showing

sand waves moving through the system.

The findings in this dissertation contributes to our understanding of (a)near-field sediment

transport around submerged Marine Hydrokinetic devices under storm conditions, and (b)local

sour depth computation around bridge piers during flood conditions. The findings are insightful to

decision makers to foresee potential MHK devices’ instability and bridge failures and take necessary

actions.
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CHAPTER

1

INTRODUCTION

1.1 Overview

The research in this PhD dissertation will focus on the investigation of the local sediment trans-

port and morphodynamics around human infrastructures in �uvial and coastal environments by

numerical modeling and empirical equations. This study improves our understanding of erosion

and deposition around Marine Hydrokinetic (MHK) devices and bridge piers as well as their im-

pacts on the local hydrodynamic and morphodynamic conditions during �ood / extreme events.

This research will address gaps related to the representation of the man-made structures within a

numerical model, upstream �ow �eld spatial variability and its impact on bridge pier maximum

scour depth, local scouring by two-dimensional morphodynamic modeling, and �ood duration

impact on scour depth around bridge piers. In this chapter, the background of these hydrodynamic

and morphodynamic processes and previous studies focused on their prediction will be discussed,

the research gaps will serve as motivation for contributions in this study, and the roadmap for this

PhD dissertation will be presented.

1.2 Background

Where human infrastructures are placed on the riverbed or seabed, the structure obstructs the

�ow and affects the local hydrodynamic conditions; therefore, �ow-driven erosion and deposition

are affected. More than 500 hydraulic structure failures between 1989 and 2000 were investigated,

and over 50% of the failures were caused by hydraulic-driven factors including erosion and local

scouring [Wardhana & Hadipriono, 2003 ]. Prediction of local sediment transport patterns and scour
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depths has a major role in the construction and maintenance costs of the structures. Computational

numerical modeling along with empirical equations are effective tools that have been previously

used to understand and predict the change of local morphology near structures located in the

waterways. Herein, previous studies on local hydrodynamic conditions and sediment transport

around MHK devices and bridge piers are presented.

Regions with rapid tidal �ow, large wave heights, and steady currents are great resources of wave

and current renewable energy and they are considered for installation of MHK devices [Shields

et al., 2011]. However, this technology and its impact on local hydrodynamic and morphodynamic

conditions are in the early stages of being fully understood. Previous studies on environmental

response to the placement of MHK devices are either lab-based experimental tests or numerical

simulations [Nash & Phoenix, 2017]. In a numerical simulation case study conducted for the Irish

Sea, tidal turbines' energy absorption affects local �ow velocity, bed shear stress, and bed load

transport by 2-3% [Robins et al., 2014]. This study presents that the energy absorption impact

on sedimentation was considered insigni�cant for smaller arrays. The presence of each device is

simulated by the amount of energy absorbed. However, the impact of the device support structure

was not addressed. Similarly, results of modeling MHK arrays as energy absorption objects indicate

an increase in localized sediment deposition and accumulation of �ne gravel and sand [Martin-

Short et al., 2015; Haverson et al., 2018]. These previous works, indicate near-�eld morphodynamic

impacts of MHK devices that could result in device instability. The local morphology and sediment

transport response to MHK devices could be more signi�cant if the physical presence of the devices

were considered within the model.

Similar to MHK devices, bridge piers are prone to instability and failure due to local sediment

transport and scouring. Briaud et al. [Briaud, 2015] identi�ed bridge pier scouring as the most signi�-

cant contributing factor to bridge failures. Several empirical scour equations have been developed by

testing the factors controlling the scour phenomena in laboratory experiments [Vonkeman & Basson,

2019]. Different empirical equations have been compared and evaluated [Landers & Mueller, 1996;

Gaudio et al., 2010]; none of them could accurately compute the maximum pier scour depths for all

the proposed conditions. Hydraulic Engineering Circular No. 18 (HEC-18) equation [Richardson

& Richardson, 1994] was suggested for bridge design applications since it rarely underestimated

the pier scour depth [Mueller, 1996 ]. HEC-18 empirical model is recommended by Federal High-

way Administration to all state Departments of Transportation (DOTs) for maximum scour depth

computation and it has been widely used in the United States [Richardson & Davis, 2001]. Flow

characteristics (velocity and depth) at upstream of the bridge play a signi�cant role in scour depth

estimation by the HEC-18 model. However, in most of the previous studies the spatial variability of

upstream velocity and water depth impact on scour depth estimation was not addressed [Yu & Yu,

2008]. Additionally, stream �ow parameters are computed in various methods (for discrete spatial

points and cross-sectionally averaged values) [Ganesh Prasad & Banerjee, 2013; Banks et al., 2016].

The lack of a universally approved method of addressing �ow characteristics results in uncertainty

in estimated scour depth magnitudes.
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Numerical modeling is another approach to compute local scour depth. This approach is more

�exible for testing a variety of domain sizes, bed material characteristics, and �ow conditions [Wang

et al., 2017]. Furthermore, numerical models do not have intrinsic limitations of empirical equations

such as scaling impacts, simpli�cations of bed material and �ow characteristics, and inaccuracy

in measurements. Moreover, empirical equations mostly overlook the temporal development of

local morphology under unsteady �ood conditions and its impact on sour depth variation. This

shortcoming along with the impact of �ood duration on scour depth estimation can be addressed

by numerical modeling. Three-dimensional hydrodynamic and morphodynamic numerical models

are used to simulate the �ow and turbulence with more detail, however, they require signi�cant

computational resources [Liu & Garciá, 2006]. The two-dimensional models can simulate and

analyze the hydrodynamic and morphodynamic conditions around bridge piers in less amount of

time with relatively accurate results [Symonds et al., 2016].

1.3 Motivation

The motivation of this PhD dissertation is to improve our understanding of erosion and deposition

around human infrastructures including MHK devices and bridge piers under extreme conditions.

We initially address the gap in representing the physical structures of MHK devices and the impact

of extreme conditions on local erosion and deposition in one uni�ed hydrodynamic and morpho-

dynamic model. A combination of numerical, empirical, and �eld study is performed and then,

the gap in addressing the impact of the spatially varying upstream �ow characteristics on local

scour depth computation is investigated. Finally, a fully validated numerical model for our area of

interest is developed and the gap in addressing temporal evolution of scour depth in an unsteady

hydrodynamic condition is addressed.

1.4 Roadmap of the Dissertation

This PhD dissertation will focus on change of local sediment transport and morphodynamics around

MHK devices and bridge piers using empirical and numerical modeling approach. The following

objectives and their accomplished tasks are elaborated in Chapters 2, 3, and 4 of this dissertation.

1) Evaluation of local sediment transport around MHK devices in extreme conditions.

2) Evaluation of bridge scour prediction by a combined numerical, empirical, and �eld study.

3) Evaluation of bridge scour prediction by 2D modeling in steady and unsteady �ow conditions.

1.4.1 Objective 1

Objective 1 (Chapter 2) of this research dissertation is: Evaluation of local sediment transport around

MHK devices under extreme conditions.

The accomplished tasks of this chapter are as follows:
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• Wave data analysis to �nd the mean and extreme wave climate off North Carolina's Atlantic

Coast.

• Developing equilibrium bathymetry under mean wave conditions.

• Investigation of local morphologic response to MHK array emplacement under storm and

mean wave conditions while the devices are statically represented as non-erodible bathymetric

bumps

• Incorporating devices' energy absorption in the numerical modeling under storm and mean

wave conditions

• Investigation of the sensitivity of sediment transport to the array characteristics: size, spacing,

and the number of the devices

1.4.2 Objective 2

Objective 2 (Chapter 3) of this research dissertation is: Evaluation of bridge scour prediction by a

combined numerical, empirical, and �eld study.

The accomplished tasks of this chapter are as follows:

• Collecting available data for the study area from various resources (USGS gauge, LiDAR, DOT

inspection reports) and analyzing them

• Conducting �eld work and collecting �ow, sediment, and geographical data from the study

areas

• Modeling bridge piers in waterway under �ood conditions using Delft3D hydrodynamic model

• Evaluation and analyses of the �ow characteristics variability impacts on bridge pier scour

prediction

1.4.3 Objective 3

Objective 3 (Chapter 4) of this research dissertation is: Evaluation of local scouring in steady and

unsteady �ood events.

The accomplished tasks of this chapter are as follows:

• Obtaining equilibrium bathymetry for the region of interest

• Performing sensitivity analyses

• Modeling bridge piers in a 2D coupled hydrodynamic and morphodynamic numerical model

(D-Flow and D-Morphology)

• Evaluation of local scouring during steady and unsteady �ood events
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• Comparison and analysis of numerical modeling and empirical approach scour depth estima-

tions.

A combination of data types and hydrodynamic and morphodynamic prediction tools and

models are used to have a better understanding of how human infrastructures affect local morpho-

dynamics. By investigating these three objectives, morphology response to submerged or emergent

structures in waterways and coastal areas, especially in locations with the same physical character-

istics as our study area, will be quanti�ed.
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CHAPTER

2

THE IMPACTS OF MARINE

HYDROKINETIC DEVICES ON

MORPHODYNAMICS

2.1 Overview

Marine hydrokinetic (MHK) devices provide an opportunity to expand renewable energy by har-

nessing the power of waves and currents for electricity. However, most MHK devices are in the

developmental stage requiring research to understand their impacts on the surrounding environ-

ment. In this chapter, I describe my efforts to model different MHK arrays to understand their

impacts on the wave, �ow, and sediment conditions driving short-term and long-term morphody-

namic evolution under mean and extreme conditions. The tasks are: (1) investigation of mean and

extreme wave conditions (2) �nding the impact of the devices on an equilibrium bathymetry by

using different methods to simulate the devices in Delft3d, and (3) sensitivity analysis. This chapter

has been submitted for publication in Journal of Geophysical Research - Earth Surface.

2.2 Introduction

The ocean wave and current energy is a promising source of renewable energy that can be captured

through MHK technologies. Regions with rapid tidal �ow, large wave heights, and steady currents

are being considered for the implementation of MHK technologies and extraction of energy [Shields
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et al., 2011]. North America, and more speci�cally the United States, has remarkable hydroelectric

energy resources and available technologies to harness this energy [VanZwieten et al., 2015]. However,

this technology has both near- and far-�eld hydrodynamic and morphodynamic impacts, which

are not fully understood.

Investigation of the local morphologic changes due to MHK device emplacement requires

comprehensive studies of �eld tests, laboratory experiments, and numerical analyses. Numerical

modeling is a fast, safe, and inexpensive approach and can be employed to investigate the impacts

of varying MHK parameters. In this study, a hydrodynamic and morphodynamic numerical model,

Delft3D, and its coupled-wave module, SWAN, are employed to investigate the morphologic changes

in response to bed-mounted MHK arrays.

2.3 Background

2.3.1 MHK device types

The three main resources for MHK energy technologies are tidal stream, ocean current, and ocean

wave. The �rst two are current-based (known as Current Energy Converter or CEC) and the third

one is wave-based (known as Wave Energy Converter or WEC) hydrokinetic power. In both kinds,

the kinetic energy of water drives a generator to convert mechanical energy to clean renewable

electricity [Güney & Kaygusuz, 2010]. MHK systems come in a variety of con�gurations, design

sizes, electrical generation capacities, and foundation types [Laws & Epps, 2016; Muljadi & Yu, 2015].

Muljadi and Yu [Muljadi & Yu, 2015 ] classi�ed CEC into axial-�ow and cross-�ow turbines and

subdivided WEC devices into point absorbers, terminators, attenuators, water column oscillators,

and overtopping con�gurations. Axial-�ow and cross-�ow prototype turbine designs are similar to

conventional small-scale subaqueous wind turbines with an ef�ciency of 50-59% and WEC devices'

ef�ciencies were estimated to be even more than 70% based on their type the resource potential

[Aderinto & Li, 2019 ].

All MHK types affect their surrounding environment including hydrodynamic conditions and

local morphology. The device dimension and its energy dissipation rate directly impact the near

�eld sediment transport. Based on the device and array characteristics, the numerical simulation

and the analysis of hydrodynamic and morphodynamic responses are different. In the following

sections, the most common approaches in previous studies are reviewed.

2.3.2 MHK device impacts on hydrodynamics

Hydrodynamic response to MHK devices plays an important role in near-�eld morphology alter-

ations. Due to the limited number of deployed devices in the US, previous works are either lab-based

experimental tests or numerical simulations [Nash & Phoenix, 2017]. In numerically modeled arrays,

typically the presence of the MHK device is simulated as an energy absorption object and its physical

structure is neglected [Ahmadian et al., 2012; Gillibrand et al., 2016; Ramos et al., 2019; Ruehl et al.,
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2015].

Ahmadian et al. [Ahmadian et al., 2012 ] investigated the far-�eld hydrodynamic impacts of tidal

stream turbines by modifying a depth-integrated 2D hydrodynamic model. The tidal turbines were

represented as a structural drag force and also as the reaction of turbine-induced thrust in shallow

water momentum equations. They found that the change in water level would be negligible; however,

the �ow velocity changed signi�cantly within 5km upstream, 500m downstream, and inside the

array (more than 25% reduction). In a study by Nash et al. [Nash et al., 2015], the authors represented

the turbines as momentum sinks to optimize the array layouts. Like Ahmadian et al. [Ahmadian et al.,

2012], they considered adding turbine thrust and structural drag terms to directional momentum

equations. They aimed to assess the optimum turbine spacing in multi-row arrays to maximize the

available energy for extraction. In their study, an extension of the multi-scale nested model (MSN)

was used to calculate water surface velocity and depth-averaged velocities by solving continuity and

momentum equations. Their �ndings suggested that a staggered array layout avoided the wake of

the adjacent turbines maximizing energy extraction. The optimum cross-stream and along-stream

spacings were 3-4 rotor-diameter and 1-4 rotor-diameter, respectively. In both of these studies, the

energy was extracted from the �ow without considering the �ow direction and the consequent

ef�ciency of the device; however, their approach was relatively easy to conduct and it has been

commonly used as in the studies by [Plew & Stevens, 2013; Fallon et al., 2014]. Furthermore, in

contrast with my study, the turbines only affect the energy of the system by thrust and drag force

while their structural presence on the seabed was not considered. The bathymetric presence of the

device affects all friction terms and results in a more realistic response.

The methods used for integrating hydrokinetic devices in �ow computations determine the

accuracy of the resulting hydrodynamic parameters. When investigating tidal turbines' impacts on

the �ow conditions, the energy loss terms added to the momentum equations as external forces

often depend on how the thrust force of the turbines is calculated. Comparing different methods

to represent momentum sinks in Delft3D-FLOW indicated that the new tool (actuator disc) based

on Momentum Actuator Disc Theory resulted in a more realistic far-�eld �ow velocity than the

Porous Plate tool. In both methods, the thrust coef�cient of the turbines is used to estimate the

momentum loss terms [Ramos et al., 2019]. In my study, the devices affect the momentum by their

physical presence as non-erodible lumps on the seabed. In addition to representing the turbines

in momentum equations, the impacts of the devices on wave conditions and, consequently, the

resulting wave-current interactions must be represented. Similar to Li et al. [Li et al., 2019], the

OBSTACLE feature of the wave model in FVCOM-SWAN was used to simulate the wave energy

dissipation of the tidal turbines in the system. With this feature, an obstacle is modeled as a line

with a transmission coef�cient ( K t ), de�ned as the ratio of the downstream signi�cant wave height

to the upstream signi�cant wave height. Having a constant transmission coef�cient equal to 0.98,

their results indicated 3% reduction in local wave height.

The addition of wave energy dissipation terms into the computations has a more signi�cant

hydrodynamic impact when modeling wave turbines compared to tidal turbines. This impact is

8



able to mask the signals of bathymetric effects; however, accounting for both effects (wave energy

dissipation & friction) leads to a better representation of the devices in our models. In previous

works, the SWAN OBSTACLE transmission coef�cient for modeling wave energy converter (WEC)

arrays was set to 0.76 corresponding to a 26% energy sink of the waves [Abanades et al., 2014a;

Bergillos et al., 2018]. Sandia National Laboratories developed a version of SWAN, SNL-SWAN,

(Sandia National Laboratories – Simulating WAves Nearshore) that allowed users to apply constant

wave transmission coef�cients for representing WEC arrays compared to frequency-dependent

coef�cients [Ruehl et al., 2015]; the resulting wave heights reduced up to 30% in the presence of

turbine arrays of different WEC types.

In these studies, Computational Fluid Dynamics (CFD) approaches like adding momentum sink

terms, increasing bed roughness, and wave energy dissipation were used to indicate the contribution

of MHK devices to energy removal from the system and to analyze the resulting hydrodynamic

impacts. It was indicated that momentum sink terms played a dominant role in the hydrodynamic

condition when modeling CEC devices; nevertheless, in modeling the WEC devices, extracting wave

energy from the system had a proportionally greater impact on �ow characteristics than momentum

loss. Moreover, in most studies, the physical structures of the turbines were not modeled in the

simulations which reduced the accuracy of the results. The alteration in near-�eld hydrodynamic

characteristics such as near-bed velocity and signi�cant wave height led to change in local bed

shear stress and, consequently, sediment deposition and erosion patterns.

2.3.3 MHK device impacts on morphodynamics

Alteration of hydrodynamic conditions due to MHK presence affects bed shear stress, and con-

sequently, the sediment movement will be affected near and far �eld of the devices. In previous

studies, the morphologic response to MHK devices and arrays have been investigated experimentally

[Ramírez-Mendoza et al., 2018] and numerically [Neill et al., 2012; Robins et al., 2014].

Robins et al. [Robins et al., 2014] evaluated the impacts of tidal turbine energy absorption on

sedimentation by using an unstructured morphodynamic and hydrodynamic model (TELEMAC

Modelling System V6.1, [Zaichik et al., n.d. ] and SWAN wave model) in the Irish Sea. They found

that by installing MHK arrays (n = 20 devices), there would be a small decrease in local �ow velocity,

bed shear stress, and bed load transport (2-3%). Comparing their results with the modeled natural

morphology variability, the energy absorption impact on sedimentation was considered insigni�-

cant for smaller arrays. In this study, however, the impact of the device support structure was not

considered and the presence of each device is simulated by only the amount of energy absorbed.

Other research studies that considered energy extraction of tidal turbines and its impacts on

sediment transport regime found that bed shear stress (as the main driver of sediment transport

[Martin-Short et al., 2015 ] ) decreased up to 7.5 N
m2 in the vicinity of the array [Haverson et al., 2018;

Thiébot et al., 2015 ]. Haverson et al. [Haverson et al., 2018] used the Telemac2D hydrodynamic model

and modeled a tidal turbine array consisting of nine converters as thrust and drag forces in the

momentum equation. Their results indicated that near-�eld bed shear stress reduction extended to
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12 km of the array site and led to localized enhanced sediment deposition. In a work by Martin-Short

et al. [Martin-Short et al., 2015 ], tidal arrays with different numbers of turbines were modeled by a

CFD model, Fluidity, and the results showed a signi�cant change in local sediment transport patterns.

Having 400 turbines in an array, mean bed shear stress was impacted, driving the accumulation of

�ne gravel and sand, especially within the array. Considering the physical presence of the device

due to a high number of devices in an array together with the dynamic effect of the device energy

absorption is of paramount importance, which is often overlooked in previous studies.

My contributions are: 1) Developing equilibrium bathymetry under mean wave conditions. 2)

Investigation of local morphologic response to MHK array emplacement under storm and mean

wave conditions while the devices are statically represented as non-erodible bathymetric bumps. 3)

Accounting for the devices' energy absorption individually in the numerical modeling under storm

and mean wave conditions. 4) Investigation of the sensitivity of sediment transport to the array

characteristics: size, spacing, and the number of the devices.

2.4 Methods

We analyzed the Wave Information Studies (WIS) data to determine the extreme and mean wave

climate off North Carolina's Atlantic Coast. Then, we set up the numerical model based on my hy-

pothesis and ran the simulation under mean wave conditions to obtain the equilibrium bathymetry.

Finally, the MHK devices were emplaced on the equilibrium bed and the hydrodynamic and the

subsequent morphodynamic response to the presence of devices were investigated.

2.4.1 Wave climate analyses

We analyzed 34 years of hindcasted wave data, from the US Army Corp Wave Information Studies,

along the North Carolina Coast to estimate mean and extreme wave conditions as boundary condi-

tions for the idealized model. Five virtual hindcasted WIS buoys were selected (Figure 2.1), their

data (signi�cant wave height ( Hs) and peak period ( Tp) time series) were extracted, back-shoaled

to deep water ignoring refraction, and at each site, the mean and storm conditions were computed.

The extreme storm wave height was calculated by H3� , referring to wave heights that are larger than

99.96% of the time series, and representing extreme storm conditions [Ortiz & Ashton, Revision ].

Mean wave conditions were 1.5 m wave heights (STD = 0.1) with 8 s periods (STD = 0.2), while the

big storms were closer to 6 m high waves (STD = 0.6) with 13 s periods (STD = 0.7)).

Table 2.1 Wave climate for investigation of the impacts of MHK devices on morphology

Mean Wave Storm Conditions
Hs (m) Tp(s) H3� (s) Tp(s)

Mean Value 1.5 8 6 13
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Figure 2.1 The location of selected WIS stations along North Carolina Atlantic Coast superimposed via
ArcMap.

We utilized the mean wave conditions to obtain an equilibrium bathymetry and the H3� to

drive the numerical modeling to understand the impact of major storm events on the morphology

around the MHK devices.

2.4.2 Numerical model

In order to understand the short-term and long-term ef�ciency of bed-mounted MHK devices and

their impacts on local morphology, an idealized numerical model to predict sediment transport

around the structures was created. I used Delft3D, a coupled hydrodynamic and morphodynamic

model [Lesser et al., 2004], which is well-known and well-used for understanding long-term coastal

evolution [Roelvink, 2006; Ranasinghe et al., 2011; Vlijm, 2011]. In this current study, the Delft3D

wave module, SWAN, was used to model shallow water wave hydrodynamics and Delft-FLOW

was used to investigate the morphologic response of the ocean bed to MHK devices. Investigating

sediment transport processes around a bed-mounted MHK increases our understanding of the
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potential survivability and ef�ciency of MHK devices when deployed. Moreover, it provides an

estimate for potential maintenance costs for the MHK devices under varying site conditions.

I set up a model that captures �ne resolution behavior in the near-�eld (within 15-diameter

around the MHK devices) and captures the far-�eld shoaling of the waves. I used local re�nement

to increase resolution (0.5m) around the location of the device and coarser resolution in the far �eld

(5m). The grid covers 500m � 300m with offshore depths that exceed 50 m shallowing up linearly to

the beach. The simpli�ed MHK is modeled as a 2m � 2m box sitting 1.5-2m below the sediment

surface and 1.5-2m above the sediment surface in a depth of � 22m (Figure 2.2). This structure is

represented in Delft3D as a non-erodible section of sediment within a 10m deep layer of erodible,

movable medium-sized sand. For increased model run ef�ciency, only a single grain size was used

of 300mm D50 grain size with a critical shear stress of 0.2 N
m2 .

Figure 2.2 Schematic pro�le view of initial model setup for the numerical simulation.
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2.4.3 Equilibrium Shoreface Bathymetry

Before modeling the response of the sediment dynamics to MHK devices, I must �rst understand

the response of the system to the mean wave climate. To evaluate the devices' impact on wave

climate and sediment transport in extreme conditions, I created an equilibrium bathymetry under

the mean wave climate. Morphodynamic equilibrium is attained through a slow adjustment of

bed level and hydrodynamics involving sediment transport [Wright, L. D., Thom, 1975 ] I ran a

model simulation with an initially linearly sloped bathymetry under the mean wave conditions

(Hs = 1.5m, Tp = 8 s) for 7 days and Morphodynamic Acceleration Factor (MORFAC) was set to 50.

MORFAC is a commonly used tool to speed up the morphodynamic computations and upscale the

bed level change [Lesser et al., 2004; Roelvink, 2006] while maintaining computational ef�ciency.

The MORFAC approach multiplies the bathymetry computed after each hydrodynamic time step

by a factor ( 50(MORFAC) � 7(days)) to compute the up-scaled new bed level and then uses it in

the next hydrodynamic step [Ranasinghe et al., 2011]. Using a MORFAC > 1 is very common in

morphodynamic modeling and allows simulations to be run with greater computational ef�ciency,

while still capturing the realistic evolution of the shoreface [Dissanayake et al., 2012].

After 300 days of the model run, no change in erosion or deposition for depths greater than 30m

was found. However, in shallower depths, the bathymetric change with respect to the initial linear

bathymetry is distinct, ranging from 3m of erosion to 2m of deposition. To investigate the amount

of sediment deposited or eroded around the proposed MHK deployment location (depth of � 20m),

I measured the slope in a 5-20m distance (perpendicular to the coastline) at the 20m water depth

of interest. The slope kept increasing from the initial 10-degree linear slope within the simulation

(Figure 2.3A). However, the rate of change of the slope around the proposed MHK location was

very small ( < 3.6� 10{5 m
m ) and slowed to asymptotic rates, near zero, after 150 days (Figure 2.3 B).

Therefore, the bathymetry after 150 days of mean wave conditions was considered the equilibrium

bathymetry and is used in all subsequent model runs as the starting bathymetry.

2.4.4 MHK modeling on equilibrium bathymetry

I placed �ve MHK devices (2m � 2m) in a staggered pattern [Nash et al., 2015] with a spacing of

6m (3� D) in � 22m water depth on the equilibrium bathymetry (Figure 2.4). I ran the model with

constant offshore wave conditions (6 m and 13s, 1.5m and 8s) following previous analyses of H3�

and Hm of the North Carolina coast. The storm case (MORFAC:1, spin up time:1 min) was run for 36

hours, consistent with the average storm duration at the NC coast (32-44 hours). The results were

compared to the base case, which is the same simulation where no MHK array was emplaced in the

model domain. The models were run with a time-step of 0.01 min with coupled waves, currents,

and morphodynamic evolution with a constant offshore wave height coming from the north (ocean

side).

All results were analyzed in MATLAB TM and in all plots, I compared the base case (no MHK

device presence) to the experiment (an MHK array deployed). First, I modeled the static array
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Figure 2.3 (A). Seabed slope at varying distances around proposed MHK deployment depth (20 m) versus
time (B). Change in measured local slope versus time.

structure and analyzed the sedimentation response as if the devices are turned off (Section 4.1).

Then, I analyzed the potential impact of MHK devices' energy absorption ef�ciency and how they

are represented in the numerical model (Section 4.2). Finally, I tested numerical model sensitivity

to the array layout and characteristics (Section 5.1, 5.2).

2.5 Results

Starting from equilibrium bathymetry, the structures of MHK devices were represented as non-

erodible lumps on the ocean bed within the �ow and morphology module of Delft3D. The wave

module of Delft3D (i.e. SWAN) also felt the array purely through an abrupt shoaling of the bed due to

the devices. In the models with a static representation of the devices, there was no associated energy

loss, as if the MHK turbines were turned off and not absorbing energy. However, when including

the wave energy dissipation of the turbines, the OBSTACLE option within SWAN, similar to [Ruehl
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Figure 2.4 Model domain for SWAN & Delft3D simulation over equilibrium bathymetry, indicating loca-
tions of MHK array (�ve 2m � 2m MHK devices outlined in black rectangles), with grid origin labeled in red.

et al., 2015] and [Bergillos et al., 2018], was applied. This feature absorbs wave energy based on a

constant transmission coef�cient ( K t ) [The SWAN Team, 2006]. The OBSTACLE within SWAN for

one single turbine was 2 meters long to represent the device width. The magnitude of energy loss in

the model was 30% (K t = 0.7), in agreement with the literature [Abanades et al., 2014b; Ruehl et al.,

2015; Bergillos et al., 2018].

First, the short-term and long-term morphology response to the presence of device structures

without accounting for energy loss were analyzed (methods A and B). For the short-term and long-

term analysis cases, extreme wave conditions for 36 hours and mean wave conditions for 454 days

were applied, respectively. Then, the energy absorption option together with the structural feature

were modeled (method C and D). Finally, the MHK arrays with different device sizes, numbers, and

spacings were tested and the near-�eld results were analyzed. To assess the in�uence of an MHK

array, a base case (aka control), in which no device is present, was made and the model results for

each experiment were evaluated in the form of percentage change from the base cases.

2.5.1 Short-term and Long-term morphology response to turbine structures

2.5.1.1 Short-term morphology response

In the �rst method of representing the MHK devices, method A, the converters are only represented

as bed-mounted static devices and they do not absorb any energy from the system. After 36 hours of
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Figure 2.5 The impact of MHK devices structure on (A1) signi�cant wave height, (A2) bed shear stress, and
(A3) sedimentation in storm wave conditions.

storm conditions ( Hs = 6 m), the structural presence of the array reduces the signi�cant wave height

by 4% within 2-10m downstream (Figure 2.5-A1) and, consequently, the near-bed orbital velocity

and subsequent bed shear stress decreases (Figure 2.5-A2). Figure 2.5 indicates the percentage

difference of the parameters after installing the devices in comparison with the base case, where

there is no device in the model. The percentage change of cumulative sedimentation (erosion

or deposition) around the devices affected by their 2m � 2m � (1-2m) (length � width � height)

structures in place is indicated in Figure 2.5-A3. Around 50% increase in erosion, from 80cm erosion

to 120cm, is observed on the downstream edge of the devices and it gradually disappears around

10m downstream. On the upstream edge of the devices, the cumulative erosion decreases from

� 60cm to � 40cm.

Figure 2.6 The impact of MHK devices structure on (B1) signi�cant wave height, (B2) bed shear stress, and
(B3) sedimentation in mean wave conditions.
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2.5.1.2 Long-term morphology response

The model is run with mean wave condition for 1.25 years (454 days) to evaluate the impacts of the

structural presence of the array on near-�eld morphodynamics. The emplacement of the MHK array

has a negligible impact on signi�cant wave height and subsequent bed shear stress (less than 1%)

and hence, the near-�eld morphodynamic condition in the long-term won't be affected signi�cantly

(Figure 2.6-B1, B2, B3). After 454 days, the net deposition on downstream of the proposed location

of the devices is � 10cm. This deposition increases to the order of millimeters by emplacement of

the array ( � 0.3% increase) (Figure 2.6-B3).

The analyses of the static modeling of the MHK array suggests the near-�eld morphology is

more vulnerable to change in a major NC storm condition ( Hs = 6 m and Tp = 13s ), which lasts for

36 hours, than a year of NC mean wave conditions. To have a more comprehensive morphodynamic

analysis, the effects of the array on the local bed level with energy dissipation were investigated.

2.5.2 Incorporating energy dissipation of the device into the model

In this section, I represented the devices on the bathymetric grid within Delft3D as non-erodible

2m� 2m boxes (as in the previous step, Method A) and also added them as OBSTACLE with 30%

energy sink within the wave module of the model, SWAN. In the present study, each device's energy

loss in the array was modeled individually similar to [Ruehl et al., 2015; Li et al., 2017; Haverson et al.,

2018], in contrast with modeling the whole array as one contributor. This magnitude of energy loss

resulted in more than 25% wave height reduction on the downstream edge of the devices (Figure

2.7-C1). The bed shear stress and the consequent cumulative sedimentation, dominated by energy

absorption rate, were also changed signi�cantly (Figure 2.7-C2, 2.7-C3). I also tested adding energy

absorption for mean wave conditions for 454 days (Figure 2.8).

Figure 2.7 The impact of MHK devices presence (structure and energy loss) in storm wave conditions on
(C1) signi�cant wave height, (C2) bed shear stress, (C3) and sedimentation.
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I found that method A had a different trend of increased or enhanced wave height (Figure 2.5-A1)

and bed shear stress (Figure 2.5-A2) in the downstream wakes of the devices, which was the opposite

of what was found in method C (Figure 2.7-C1, 2.7-C2) and D (2.8-D1, 2.8-D2). This enhanced wave

height happened by shoaling effect when the device is modeled purely as a static box on the sea�oor.

Figure 2.8 The impact of MHK devices presence (structure and energy loss) in mean wave conditions on
(D1) signi�cant wave height, (D2) bed shear stress, and (D3) sedimentation.

2.6 Discussion

In this chapter, I modeled an MHK array with �ve MHK devices using Delft3D hydrodynamic

and morphodynamic numerical modules. First, the devices were simulated as bed-mounted non-

erodible boxes and the morphodynamic impacts of their presence were analyzed under extreme

and mean wave conditions (Method A and B). Then, I accounted for the energy absorption by

assigning 30% energy loss to each device in the array (Method C and D). For an extreme condition

and without incorporating energy (Method A), the results showed that after a 1.5-day storm there

would be 50% more scouring on the downstream of the devices (from 0.8m net erosion in the base

case to 1.2m net erosion in Method A); however, when the dominant effect of energy loss was added,

� 125% enhanced deposition / decreased erosion was detected downstream (from 0.8m net erosion

in the base case to 0.2m net deposition in Method C). This signi�cant effect of energy absorption on

sedimentation, especially during extreme conditions, can be used to mitigate the maintenance cost

of the devices and keep them safe from being washed away by large waves.

Under long-term mean wave conditions, the sedimentation in the base case where water

depth =20m is 10cm deposition in more than a year. Placing the static structures of the devices

(Method B) resulted in 0.5% decreased deposition upstream of the array and around 0.3% more

deposition downstream of it (less than 1 cm changes in net sedimentation). Adding energy absorp-

tion in a low-energy mean condition system leads to 25-30% bed shear stress drop; However, the

sedimentation changes were negligible with regard to the base case.
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2.6.1 Sensitivity Analysis: Array scale

MHK devices are manufactured in various lengths ranging from 0.5m to 180m. To investigate the

sensitivity of local morphology to the device size (array scale), I modeled an array consisting of �ve

10m � 10m MHK devices with the spacing of 3 � D of the MHK under storm conditions and then,

compared the results with the base case storm model (the one with 2m � 2m MHK devices, Section

4.2, Method (C)). Both structural presence and energy loss of the 10m � 10m devices were modeled

and presented normalized to the device width (Figure 2.9).

The 30% energy loss from the water column resulted in up to 100% increased deposition on the

near-�eld downstream and more than 50% increased erosion upstream and within the array. Having

both energy absorption and structural presence led to a sedimentation pattern similar to the base

case model with smaller sized devices (Figure 2.9.A) but with different magnitudes. In other words,

the sedimentation pattern was independent of the size of the MHK devices within the array, but the

magnitude of erosion and deposition was enhanced by larger devices (sedimentation magnitude is

dependent on MHK devices size). Moreover, larger devices' impacts on local morphology extended

to the coastline (250m); however, the length of effect is 50m for smaller devices.

The near-�eld upstream and downstream sedimentation was more affected by the devices

with the size of 2m � 2m than 10m � 10m (Figure 2.9.A&B). This can be explained by considering

the Keulegan-Carpenter number, KC = UbT
D , where Ub is wave-induced near-bed velocity, T is

wave period, and D is the diameter of a uniformly spaced hemispheres in an in�nite array. In a

study by Yu et al. [Yu et al., 2018], it was presented that a lower KC (larger D) resulted in decreased

�ow separation and therefore, less sedimentation impact. This explained why a larger deposition

increase within and around the smaller array was detected.

2.6.2 Sensitivity Analysis: Device number and spacing

In numerical modeling, Marine Hydrokinetic turbines must be deployed in multiple-device arrays

to be economically viable [Nash et al., 2015]. The ideal number and spacing of devices in an array

are site-speci�c and depend on the environmental characteristics, the available energy to harness,

and the type of WECs. I compared sedimentation around and within a larger array consisting of 25

devices to the previously modeled array with 5 devices (Figure 2.10). In the larger array, the sediment

transport around separately modeled devices followed the same pattern as in the small array. Having

the devices both statically and dynamically modeled, the deposition around the most downstream

row of devices decreased 200% relative to the base case. This amount of deposition (more than 1.5m)

increases the chance of burial of the most downstream devices especially in extreme conditions;

Forcing the emergency decision makers to turn off the whole or part of the array.

After determining the number of devices in an array, the spacing and the pattern of their place-

ment should be set. The optimum spacing of turbines was suggested 3-4 diameter and 1-4 diameter

for cross-stream and along-stream, respectively [Nash et al., 2015]. Based on the literature, other

spacings ranging from 0.5 � D to 6 � D have also been used in array modeling [Chang et al., 2016;
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Figure 2.9 The impact of (A) 2m � 2m and (B) 10m � 10m MHK devices presence on percentage change of
cumulative sedimentation in storm wave conditions.

Fallon et al., 2014]. In the present work, I showed that increasing the spacing from 3 � D to 5 � D

decreased the lateral sedimentation interactions; however, the general pattern of sedimentation

remained insensitive to the device spacing under storm conditions (Figure 2.11).

2.7 Conclusions

A high-resolution hydrodynamic and morphodynamic numerical model has been used to investigate

the impacts of marine hydrodynamic devices on near-�eld sediment transport. The MHK array

included �ve 2m � 2m devices with the height of 1.5-2m and the spacing of 3 � D. I simulated the

array both statically (non-erodible bed-mounted lump) and dynamically (30% energy loss), and

analyzed the sensitivity of the local morphology to the layout characteristics. I found that:

• The wave �eld and sedimentation is highly sensitive to the method of estimating energy

uptake by the MHK devices.

• In extreme conditions, MHK-induced energy reduction signi�cantly impacts wave height

and subsequent bed shear stress so that the pattern of sedimentation is affected leading to

increased deposition over the devices and downstream of the array.

• The pattern of the morphodynamic response of the system is insensitive to array con�gura-

tions. However, the magnitude of the morphodynamic response is sensitive.

• Having a large array of turbines, the ones in the downstream are more prone to burial and

instability due to deposition during an extreme event.
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Figure 2.10 The impact of 25 MHK devices presence on percentage change of cumulative sedimentation in
storm wave conditions.

The simulations were done in an idealized domain to enable modeling a wide range of condi-

tions and parameters. In addition, I have developed a relatively simple method to test potential

morphodynamic impacts of MHKs on their environments and estimations of wave climate impacts

on the maintenance of these arrays. Future work could focus on placing the array in a larger domain

with site-speci�c conditions and investigating the near- and far-�eld impacts on morphology.
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Figure 2.11 The impact of MHK devices with 5 � D spacing on percentage change of cumulative sedimenta-
tion in storm wave conditions.
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CHAPTER

3

SCOUR DEPTH PREDICTION: A

COMBINED NUMERICAL, EMPIRICAL,

AND FIELD STUDY

3.1 Overview

Scouring around bridge piers in waterways during �ood events is the leading cause of bridge

structure failure over the last few decades in the US. However, the methods for calculating the

approaching �ow velocity, a key parameter in scour depth prediction, is highly variable and uncertain.

In this chapter, a combined numerical, empirical, and �eld study is conducted to simulate the

hydrodynamic condition and velocity distribution around bridge piers during extreme �oods. Then,

the impacts of spatial variability of upstream velocity on the estimated scour depth is evaluated.

This chapter is in preparation to be submitted as a research article to the Journal of Hydraulic

Engineering.

3.2 Introduction and Background

Scouring around bridge foundations and piers is the most signi�cant contributing factor for bridge

failures [Briaud, 2015]. In a study by Wardhana and Hadipriono [2003] more than 500 bridge struc-

tures failures between 1989 and 2000 were investigated, and over 50% of the failures were caused

by scour and hydraulic factors. During a �ood event in 1993 in Missouri river, 22 out of 28 bridges
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went through scour related damages and their associated repair costs was estimated more than

US$8 million [Prendergast & Gavin, 2014]. It was reported by Lagasse et al. [1997] that scour is the

primary cause of nearly 60% of bridge failures in the US and the average cost for their damage

repair is estimated at annually US$50 million [Lagasse, 2007]. The occurrence of scour has a large

impact on the maintenance cost of existing bridges as well as on construction aspects of new bridges.

Based on the US Federal Highway Administration (FHWA) regulations, all bridges over water are

required to be assessed for local scour susceptibility. When the bridge is proved to be scour critical,

an action plan (replacement or the installation of scour countermeasures) must be developed. These

scour-induced potential �nancial costs indicate the importance of improving our understanding of

the principal causes of scour and realizing the best time to take preventive actions.

3.2.1 Local scour

Scour is the erosion that occurs by the interaction between the �ow, bed material, and any type of

underwater structure, and scour is classi�ed by various methods (natural, contraction, local, etc.).

Natural morphological development of the river and bed material regime is called natural scour

[Lauchlan & May, 2002 ]. When �ow is contracted by geometric constraints of the stream channel,

water velocity and subsequently shear stresses increase driving contraction scour. Scouring caused

by any underwater obstacle that obstructs and splits the �ow and generates local turbulence is

categorized as local scour. Local and contraction scour depth is a result of the morphodynamic

balance between bed material erosion and deposition. Total scour is the summation of all types

of scour processes. Scour regimes are de�ned as clear-water scour and live-bed scour [Graf, 1998;

Melville & Chiew, 1999 ]. In clear-water scouring, no sediments are delivered by the �ow from

upstream, and there is no interaction between scouring process and general sediment transport;

however, in live-bed regime bed material are transported from upstream and affect the scouring

processes. By comparing the upstream mean velocity with the critical velocity of the bed material,

the regime of scouring can be assessed [Melville & Coleman, 2000 ].

Local scour depth at bridge piers depends on river bed material, �ow characteristics (velocity

and depth), river and pier geometry, and �uid properties. For a safe and cost-effective bridge design,

a practical calculation of the maximum local scour depth around the piers based on these effective

factors is essential. There are many formulae, mostly derived from experimental data and laboratory

results, proposed for estimation of the depth of local scour around bridge piers [Liu et al., 1961; Shen

et al., 1969; Breusers et al., 1977; Jain & Fischer, 1979; Melville & Sutherland, 1988; Richardson &

Richardson, 1994]. However, under similar hydraulic and geometric conditions, different equations

give widely different results, which leads to over-designed or under-designed structures [Shahriar

et al., 2021]. The fact that there is no universally agreed upon procedure to accurately predict the

equilibrium local scour depth [Rooseboom, 2013] indicates the need for analyzing these equations

input parameters and improving their estimation.
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3.2.2 Background

Several researchers have investigated the mechanisms of �ow-induced erosion and scour around

piers [Sumer et al., 2001; Nicolle & Eames, 2011] to �nd the most effective factors controlling the

phenomena. Most scour equations have been developed by testing these factors in laboratory

experiments and using dimensional analyses and simpli�ed theoretical models such that they

are empirical or semi-empirical. The empirical equations are obtained by changing the dominant

parameters to simpli�ed dimensionless relationships and �t them into experimental measurements

by adding correction coef�cients [Vonkeman & Basson, 2019]. Different empirical equations have

been compared, evaluated, and modi�ed over time [Landers & Mueller, 1996; Gaudio et al., 2010 ]. In a

study by Johnson [1995] seven of the most cited scour equations were compared by being applied to a

large set of �eld data and then, their differences and limitations were discussed. In another study, 139

local scour depth �eld measurements in live-bed and clear-water conditions were used to evaluate

pier scour equations [Landers & Mueller, 1996 ]. It was found that none of the selected equations

could accurately compute the maximum pier scour depths for all the measurements. Mueller [1996]

compared 22 scour equations and he indicated that Hydraulic Engineering Circular No. 18 (HEC-

18) equation [Richardson & Richardson, 1994 ] rarely underestimated the pier scour depth and

therefore it was suggested for bridge design applications. The comparative studies conclusions are

different in some aspects, however, they mostly suggested that the current empirical equations

are conservative and overestimate the scour depth [Melville, 1997; Ataie-Ashtiani & Beheshti, 2006;

Benedict et al., 2007; Lu et al., 2008]. One of the widely used pier scour equations in the United

States is the one recommended by Federal Highway Administration to all state Departments of

Transportation (DOTs), HEC-18 [Richardson & Davis, 2001]. This equation that applies to both

clear-bed and live-bed conditions is as follows:

ds = 2.0yK 1K2K3

•
b
y

‹ 0.65
F0.43

r (3.1)

where ds = scour depth; y = water depth directly at the upstream of the pier; K1, K2, and K3 =

correction factors for the pier nose shape, angle of attack �ow, and bed condition, respectively; b =

pier width; and Fr = Froude number at the upstream of the pier. In the HEC-18 it is recommended

that the limiting value of ds/y is 2.4 for Fr <= 0.8 and 3.0 for Fr > 0.8. The Froude numbers used in

pier scour estimation are derived using Equation 3.2:

Fr =
V

(gy)0.5
(3.2)

where V is velocity directly upstream of pier, g is the acceleration of gravity and y is �ow depth

directly upstream of the piers. Based on HEC-18 guideline, upstream �ow velocity and depth has non-

linear positive impacts on scour depth around bridge piers. The commonly practiced methods for

�nding upstream �ow characteristics are direct measurement, one-dimensional, two-dimensional,

and three-dimensional numerical modeling. Direct upstream �ow measurements are mostly used
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for scour estimation during mean �ow conditions and not easily applicable for scour estimation for

predicted future �ood conditions (e.g., 100-year �ood). Extreme �ow conditions can be simulated

by hydrodynamic numerical models in order to obtain upstream �ow characteristics as input for

HEC-18 empirical model.

In a study by J. Banks et al. [2016], HEC-18 scour model along with Federal Emergency Manage-

ment Agency's HAZUS [HAZUS-MH, 2003] program were used to predict scour impact for a bridge

located in Davidson County, Nashville, Tennessee. The researchers then applied their methodology

to a few �ood-prone bridges in the Little Rock, Arkansas. The HAZUS software modeled a variety

of �oods with different return periods. HAZUS yields the �ooding extent and its depth as a raster

layer. The channel �ow area, the slope of a given reach, and consequently the �ow velocity of a given

section were determined by HAZUS output parameters. Then, these �ow variables were used in

HEC-18 model for scour depth estimation; However, the uncertainty pertains to spatial variability

of �ow velocity and depth was neglected. After scour depth computation based on a single point

�ow characteristics, a scour factor was used to predict �nancial costs in case of a future �ood event.

Flood-induced bridge scour has also been analyzed in multihazard scenarios [Ganesh Prasad &

Banerjee, 2013]. The seismic performance of four example bridges located in seismically-active and

�ood-prone regions were studied under a variety of �ood events. After performing Flood-frequency

analysis (analysis used to estimate the probability of a particular �ood [Gupta, 2008]), annual peak

discharges associated with 1.1-year, 2-year, 10-year, 20-year, and 50-year �ood were estimated

for test cases. The peak discharges were used for obtaining the upstream �ow characteristics as

depth-averaged and width-averaged magnitudes. Then, depth of local scour ( Ys) at bridge piers

for each �ood condition was obtained using the HEC-18 guideline. The researchers found out the

seismic damageability of the bridges that are exposed to �ood-induced scour increases non-linearly

with the change in scour depth. At the beginning of scouring, the seismic fragility characteristics

change signi�cantly and the rate of its growth gradually decreases as scour depth increases. In their

study, the impact of upstream �ow �eld variability on scour depth and consequently on seismic

damageability was neglected.

These studies show how bridge pier scour depth estimation is closely related to the predicted

upstream hydrodynamic condition; however, in most of them the spatial variability of upstream

velocity impact on scour depth estimation was not addressed. In previous works, 1D, 2D, and 3D

hydrodynamic numerical models coupled with HEC-18 guideline for bridge scour evaluation. 1D

numerical models compute �ow variables cross-sectionally averaged at discrete locations, therefore,

�ow �eld distribution that has a signi�cant impact on scour depth estimation is overlooked [Yu & Yu,

2008]. When lateral �ow distribution is remarkable and the stream channel has complex geometry,

2D or 3D models are employed. 3D hydrodynamic models solve fully three-dimensional Reynolds-

equations and provide the most promising simulation of �ow �eld under turbulence conditions,

however, they require signi�cant amount of computational resources and time [Glock et al., 2019].

2D models can simulate and analyze the hydraulic conditions around bridge piers in shorter time

and give relatively accurate results. In my study, the approaching �ow characteristics are obtained
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by employing a process-based 2D numerical model. I applied the Delft3D Flexible Mesh (FM) Model

[Deltares, 2018b], in two-dimensional mode to accurately simulate the hydrodynamics of each of

our areas of interest. Delft3D FM solves the shallow water equations under Boussinesq assumption

with a �nite volume method on staggered unstructured grids [Kernkamp et al., 2011]. With Delft3D,

a mechanism to fully investigate the spatial variability of upstream velocity is provided. This newly

released modeling suite has recently been used in hydrodynamic studies focusing on extreme

water levels in estuaries and �ood-induced morphology changes in alluvial channels [Nederhoff

et al., 2021; Martín-Vide et al., 2022 ]. Delft3d FM (D-Flow) supports unstructured and curvilinear

meshes and provides the advantage of locally re�ned grid cells to capture hydrodynamic processes

in environments that have more complex geometries.

Herein, I continued scour analysis studies by a combined numerical, empirical, and �eld study

to evaluate the impact of �ood events on scour depth around bridge piers. I hypothesize that bridge

pier scour depth estimation is sensitive to spatial variability of upstream �ow characteristics. I test

these hypotheses by providing a numerical study to evaluate the impact of �ood events on scour

depth around bridge piers. Field collected data from the case study sites (bridge numbers 310034

(Ellerbe Creek), 340033 (Tar River), and 410023 (Roanoke River) in North Carolina) were used in the

numerical modeling set up and calibration process and then, the model output (spatially varying

hydrodynamic condition) is used in HEC-18 empirical model to estimate scour depth around these

bridge piers.

3.3 Study Area

The North Carolina Department of Transportation (NCDOT) is responsible for monitoring and

maintaining 13,500 bridges. To evaluate the impact of spatial variability of upstream velocity on

scour depth around bridge piers, three bridge crossings were selected (Figure 3.1). The sites were

chosen to obtain a variety of characteristics, such as �ow regimes, peak discharges, sediment grain

sizes, and channel sizes within different geographic regions of NC (Piedmont and coastal) as well as

to be accessible for the �eldwork and monitoring (Table 3.1). Each bridge site was near an active

USGS gauge. More details about bridge crossings are provided in the following sections.

Table 3.1 Regions of interest characteristics

Site Bridge Bridge age Channel USGS years of Mean �ow Peak �ow
number (yrs) width (m) data (yrs) (m3/s ) (m3/s )

Ellerbe Creek 310034 30 18 30 1.2 88.9
Tar River 340033 37 32 56 12.1 167.1

Roanoke River 410023 39 80 79 236.7 736.2
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