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90°

Antenna array

730°

Side lobes
_900 After [29]

antenna element combined to narrow and strengthen the main beam. Side
(or grating) lobes are produced and these will result in some interference but
their level here is 40 dB below that of the main beam. This is another way
of managing interference in a cellular system but the direction to the mobile
unit must be known. Antenna arrays are used in 5G. The affect of the array
is to increase the power density of the main beam and the density relative to
that of an isotropic antenna is called the directional gain of the array, Da;ray,
and is the product of the antenna gain, G 4, of an individual antenna element
and the array gain, G array:

DArray - G(Array GA . (449)

The maximum value of G array is N for an NV element array. So the maximum
directional gain of the array in dBi is

DArray|dBi = GA|dBi + 10log N. (4.50)

410 Summary

This chapter discussed the impacts on communication integrity of imperfec-
tions in the RF link from the output of the transmitter to the input of the
receiver. Prior to cellular communications becoming so important, only the
LOS communication path was considered and the impact of fading, multi-
ple reflections, and delay spread was regarded as bothersome. Most com-
monly the solution to the problems introduced by these effects was either to
shift to another frequency, to increase the operating power, or install more
basestations. With the advent of cellular communications, and digital com-
munications in general, techniques have been developed to overcome the
negative impacts of fading without boosting signal levels to the level where
they severely impact the operation of other radios. So while many aspects
of RF propagation are random, concepts and statistical models have been
developed that enable design choices to be made that permit digital com-
munication systems to operate in what would have once been regarded as a
hostile environment.

o° Figure 4-29: Electric field pattern from a 30
element array of antennas spaced 0.65\ appart.
The sidelobe levels are about 40 dB below the
power level of the main lobe. The same signal
is presented to the antenna elements except that
phases of the signal at each antennas is adjusted
to produce a main beam directed at 20 degrees.
The signals to each antenna are thus correlated.
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4.12 Exercises

1. An antenna only radiates 45% of the power in-

put to it. The rest is lost as heat. What input
power (in dBm) is required to radiate 30 dBm?

. The output stage of an RF front end consists of
an amplifier followed by a filter and then an an-
tenna. The amplifier has a gain of 27 dB, the fil-
ter has a loss of 1.9 dB, and of the power input
to the antenna, 35% is lost as heat due to resis-
tive losses. If the power input to the amplifier is
30 dBm, calculate the following:

(a) What is the power input to the amplifier in
watts?

(b) Express the loss of the antenna in dB.

(c) What is the total gain of the RF front end
(amplifier + filter)?

(d) What is the total power radiated by the an-
tenna in dBm?

(e) What is the total power radiated by the an-
tenna in mW?

. The output stage of an RF front end consists of
an amplifier followed by a filter and then an an-
tenna. The amplifier has a gain of 27 dB, the fil-
ter has a loss of 1.9 dB, and of the power input
to the antenna, 45% is lost as heat due to resis-
tive losses. If the power input to the amplifier is
30 dBm, calculate the following:

(a) What is the power input to the amplifier?

(b) Express the loss of the antenna in decibels.

(c) What is the total gain of the RF front end
(amplifier + filter)?

(d) What is the total power radiated by the an-
tenna in dBm?

(e) What is the total power radiated by the an-
tenna in milliwatts?

. In the figure below there are two transmitters,
Tx: and Txz, operating at the same power level,
and one receiver, Rx. Txs is an intentional trans-
mitter and its signal is intended to be received at
Rx. Tx; uses the same frequency channel as Txz,
but it transmits an interfering signal. [Parallels
Example 4.1]

[29]

10.

11.

in 2012 IEEE Radio and Wireless Symposium.
IEEE, 2012, pp. 151-154.

Phased array radiation pattern,
Phased_array_radiation_pattern.gif,
By Maxter315 [CC BY-SA 4.0

(https:/ /creativecommons.org/licenses /by-
sa/4.0)], from Wikimedia Commons.

Tx1

(a) Assume that the antennas are omnidirec-
tional and, being in a semiurban area, that
the transmitted power density drops off as
1/d?, where d is the distance from the trans-
mitter. Calculate the SIR at Rx. Express your
answer in decibels.

Now consider a directional antenna at Rx
while the transmit antennas remain omnidi-
rectional. The antenna at Rx is directed to-
ward the transmitter Txo and the antenna
gain is 6 dB. In the direction of Tx; the effec-
tive antenna gain is —3 dB. Now recalculate
the SIR. Express your answer in dB.

(b)

Thirty five percent of the power input to an an-
tenna is lost as heat, what is the loss of the an-
tenna in dB.

Only 65% of the power input to an antenna is
radiated with the rest lost to dissipation in the
antenna, what is the gain of the antenna in dB?
(This is not the antenna gain.)

The efficiency of an antenna is 66%. If the power
input to the antenna is 10 W what is the power
radiated by the antenna in dBm?

An antenna with an input of 1 W operates in free
space and has an antenna gain of 12 dBi. What is
the maximum power density at 100 m from the
antenna?

A transmitter has an antenna with an antenna
gain of 10 dBi, the resistive losses of the antenna
are 50%, and the power input to the antenna is
1 W. What is the EIRP in watts?

A transmitter has an antenna with an antenna
gain of 20 dBi, the resistive losses of the antenna
are 50%, and the power input to the antenna is
100 mW. What is the EIRP in watts?

An antenna with an antenna gain of 8 dBi radi-
ates 6.67 W. What is the EIRP in watts? Assume
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12.

13.

14.

15.

16.

17.

that the antenna is 100% efficient.

An antenna has an antenna gain of 10 dBi and a
40 W input signal. What is the EIRP in watts?

An antenna with 5 W of input power has an an-
tenna gain of 20 dBi and an antenna efficiency of
25% and all of the loss is due to resistive losses
in the antenna. [Parallels Example 4.3]

(a) How much power in dBm is lost as heat in
the antenna?

(b) How much power in dBm is radiated by the
antenna?

(c) What is the EIRP in dBW?

An antenna with an efficiency of 50% has an an-
tenna gain of 12 dBi and radiates 100 W. What is
the EIRP in watts?

An antenna with an efficiency of 75% and an an-
tenna gain of 10 dBi. If the power input to the
antenna is 100 W,

(a) what is the total power in dBm radiated by
the antenna?
(b) what is the EIRP in dBm?

On a resonant antenna a large current is estab-
lished by creating a standing wave. The current
peaking that thus results establishes a strong
electric field (and hence magnetic field) that ra-
diates away from the antenna. A typical dipole
loses 15% of the power input to it as resistive
(I’R) losses and has an antenna gain of 10 dBi
measured at 50 m. Consider a base station dipole
antenna that has 100 W input to it. Also con-
sider that the transmitted power density falls
off with distance d as 1/ d®. Hint, calculate the
power density at 50 m. [Parallels Example 4.2]

(a) What is the input power in dBm?

(b) What is the power transmitted in dBm?

(c) What is the power density at 1 km? Express
your answer as W/m?.

What is the power captured by a receive an-
tenna (at 1 km) that has an effective antenna
aperture of 6 cm?? Express your answer in
first dBm and then watts.

If the background noise level captured by
the antenna is 1 pW, what is the SNR in deci-
bels? Ignore interference that comes from
other transmitters.

(d)

(e)

A communication system operating at 2.5 GHz
includes a transmit antenna with an antenna
gain of 12 dBi and a receive antenna with an ef-
fective aperture area of 20 cm?. The distance be-
tween the two antennas is 100 m.

(a) What is the antenna gain of the receive an-
tenna?

18.

19.

20.

21.

22.

23.

24.

(b) If the input to the transmit antenna is 1 W,
what is the power density at the receive an-
tenna if the power falls off as 1/ d?, where d
is the distance from the transmit antenna?

(c) Thus what is the power delivered at the out-
put of the receive antenna?

Consider a point-to-point communication sys-
tem. Parabolic antennas are mounted high on
a mast so that ground effects do not exist, thus
power falls off as 1/d”. The gain of the transmit
antenna is 20 dBi and the gain of the receive an-
tenna is 15 dBi. The distance between the anten-
nas is 10 km. The effective area of the receive an-
tenna is 3 cm?. If the power input to the transmit
antenna is 600 mW, what is the power delivered
at the output of the receive antenna?

Consider a 28 GHz point-to-point communica-
tion system. Parabolic antennas are mounted
high on a mast so that ground effects do not ex-
ist, thus power falls off as 1/d*. The gain of the
transmit antenna is 20 dBi and the gain of the
receive antenna is 15 dBi. The distance between
the antennas is 10 km. If the power output from
the receive antenna is 10 pW, what is the power
input to the transmit antenna?

An antenna has an effective aperture area of 20
cm?. What is the antenna gain of the antenna at
2.5 GHz?

An antenna operating at 28 GHz has an antenna
gain of 50 dBi. What is the effective aperture area
of the antenna?

A 15 GHz receive antenna has an antenna gain
of 20 dBi. If the power density at the receive an-
tenna is 1 nW/cm?, what is the power at the out-
put of the antenna? [Parallels Example 4.7]

A microstrip patch antenna operating at 2 GHz
has an efficiency of 66% and an antenna gain of
8 dBi. The power input to the antenna is 10 W.

(a) What is the power, in dBm, radiated by the
antenna?

What is the equivalent isotropic radiated
power (EIRP) in watts?

What is the power density, in pW/ m?, at
1 km if ground effects are ignored?

Because of multipath effects, the power den-
sity drops off as 1/d*, where d is distance.
What is the power density, in nW/m?, at
1 km if the power density is 100 mW/ m? at
10 m from the transmit antenna?

(b)
(©
(d)

A communication system operating at 10 GHz
uses a microstrip patch antenna as a transmit an-
tenna and a dipole antenna as a receive antenna.
The transmit antenna is directly connected to the



ANTENNAS AND THE RF LINK

169

25.

26.

transmitter and the output power of the trans-

mitter is 30 W. The transmit antenna has an an-

tenna gain of 9 dBi and an antenna efficiency of

60%. The receive antenna has an antenna gain

of 2 dBi and a radiation efficiency of 80%. The

receive antenna is connected to a receiver by a

10 m long cable with a loss of 0.1 dB/m. The

link between the transmit and receive antenna

is sufficiently elevated that ground effects and
multipath effects are insignificant.

(a) What is the output power of the transmitter
in dBm?

(b) What is the EIRP in dBm?

(c) The transmitted power will drop off as 1/d"
(d is distance). What is n?

(d) What is the peak power density in uW/m?
at 1 km?

(e) What is the effective aperture size of the re-
ceive antenna in m?*?

(f) If the radiated power density at the receive
antenna is 1 pW/ m?, what is the signal
power at the output of the receive antenna
in dBm?

(g) What is the total cable loss in dB?

(h) What is the power presented to the receiver
in dBm?

A communication system operating at 10 GHz

uses a microstrip patch antenna as a transmit

antenna and a dipole antenna as a receive an-
tenna. The transmit antenna is connected to the
transmitter by a 20 m long cable with a loss of

0.2 dB/m and the output power of the transmit-

ter is 30 W. The transmit antenna has an antenna

gain of 9 dBi and an antenna efficiency of 60%.

The link between the transmit and receive an-

tenna is sufficiently elevated that ground effects

and multipath effects are insignificant.

(a) What is the output power of the transmitter
in dBm?

(b) What is the cable loss between the transmit-
ter and the antenna?

(c) What is the total power radiated by the
transmit antenna in dBm?

(d) What is the power lost in the antenna as
resistive losses and spurious radiation? Ex-
press your answer in dBm.

(e) What is the EIRP of the transmitter in dBm?

(f) The transmitted power will drop off as 1/d"
(d is distance). What is n?

(g) What is the peak power density in uW/ m?
at 1 km?

Stacked dipole antennas are often found at the

top of cellphone masts, particularly for large

cells and operating frequencies below 1 GHz.

These antennas have an efficiency that is close to

27.

28.

90%. Consider an antenna that has 40 W of input
power, an antenna gain of 10 dBi, and transmits
a signal at 900 MHz.

(a) What is the EIRP in watts?

(b) If the power density drops as 1/d*, where d
is the distance from the transmit tower, what
is the power density at 1 km if the power
density is 100 mW/m? at 10 m?

Consider an 18 GHz point-to-point communica-

tion system. Parabolic antennas are mounted on

masts and the LOS between the antennas is just
above the tree line. As a result, power falls off as

1/d*, where d is the distance between the anten-

nas. The gain of the transmit antenna is 20 dBi

and the gain of the receive antenna is 15 dBi.

The antennas are aligned so that they are in each

other’s main beam. The distance between the

antennas is 1 km. The transmit antenna is driven
by a power amplifier with an output power of

100 W. The amplifier drives a coaxial cable that is

connected between the amplifier and the trans-

mit antenna. The cable loses 75% of its power
due to resistive losses. On the receive side, the
receive antenna is directly connected to a mast-

head amplifier with a gain of 10 dB and then a

short cable with a loss of 3 dB before entering

the receive base station.

(a) Draw the signal path.

(b) What is the loss and gain of the transmitter
coaxial cable in decibels?

(c) What percentage of the power input to the
receive coaxial cable is lost in the receive ca-
ble?

(d) Express the power of the transmit amplifier
in dBW and dBm.

(e) What is the propagation loss in decibels?

(f) Determine the total power in watts deliv-
ered to the receive base station.

Consider a point-to-point communication sys-
tem. Parabolic antennas are mounted high on a
mast so that ground effects are minimal. Thus
power density falls off as 1/d*®, where d is the
distance from the transmitter. The gain of the
transmit antenna is 15 dBi and the gain of the re-
ceive antenna is 12 dBi. These antenna gains are
normalized to a distance of 1 m. The distance be-
tween the antennas is 15 km. The output power
of the receive antenna must be 1 pW. The RF fre-
quency is 2 GHz; treat the antennas as lossless.
(a) What is the received power in dBm?
(b) What is the path loss in decibels?
(c) What is the link loss in decibels?
(d) Using the link loss, calculate the input
power, Pr, of the transmitter. Express the
answer in dBm.
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29.

30.

31.

(e) What is the aperture area of the receiver in
square meters?

(f) Determine the radiated power density at the
receiver in terms of the transmitter input
power. That is, if Pr is the power input to
the transmit antenna, determine the power
density, Pp, at the receive antenna where
Pp = zPr. What is x in units of m~2?

(g) Using the power density calculation and the
aperture area, calculate Pr in watts.

(h) Whatis Pr in dBm? This should be the same
as the answer you calculated in (d).

(i) What is the total power radiated by the
transmit antenna in dBm?

Two identical antennas are used in a point-
to-point communication system, each having a
gain of 50 dBi. The system has an operating fre-
quency of 28 GHz and the antennas are at the
top of masts 100 m tall. The RF link between the
antennas consists only of the direct line-of-sight
path.

(a) What is the effective aperture area of each
antenna?

(b) How does the power density of the propa-
gating signal rolloff with distance.

(c) If the separation of the transmit and receive
antennas is 10 km, what is the path loss in
decibels?

(d) If the separation of the transmit and receive
antennas is 10 km, what is the link loss in
decibels?

A transmitter and receiver operating at 2 GHz
are at the same level, but the direct path be-
tween them is blocked by a building and the
signal must diffract over the building for a com-
munication link to be established. This is a clas-
sic knife-edge diffraction situation. The transmit
and receive antennas are each separated from
the building by 4 km and the building is 20 m
higher than the antennas (which are at the same
height). Consider that the building is very thin.
It has been found that the path loss can be de-
termined by considering loss due to free-space
propagation and loss due to diffraction over the
knife edge.

(a) What is the additional attenuation (in deci-
bels) due to diffraction?

(b) If the operating frequency is 100 MHz, what
is the attenuation (in decibels) due to diffrac-
tion?

(c) If the operating frequency is 10 GHz, what is
the attenuation (in decibels) due to diffrac-
tion?

A hill is 1 km from a transmit antenna and 2 km

32.

33.

34.

35.

from a receive antenna. The receive and trans-
mit antennas are at the same height and the hill
is 20 m above the height of the antennas. What
is the additional loss caused by diffraction over
the top of the hill? Treat the hill as a knife-edge
and the operating frequency is 1 GHz.

A1 GHz point-to-point link has two major trans-
mission paths. One is a LOS path and the other
includes reflection from the ground so that the
power density of the transmitted signal rollsoff
as 1/d*® where d is the distance from the trans-
mit antenna. At 10 m the power density from the
transmit antenna is 100 mW/m?.

(a) What is the power density at 1 km.

(b) If the receive antenna has an antenna gain of
30 dBi, what is the effective aperture area of
the receive antenna?

(c) What is the power of the signal at the output
of the receive antenna?

Two identical antennas are used in a point-

to-point communication system, each having a

gain of 30 dBi. The system has an operating fre-

quency of 14 GHz and the antennas are at the

top of masts 100 m tall. The RF link between the

antennas consists only of the direct LOS path.

(a) What is the effective aperture area of each
antenna?

(b) How does the power density of the propa-
gating signal rolloff with distance?

(c) If the separation of the transmit and receive
antennas is 10 km, what is the path loss? Ig-
nore atmospheric loss.

The three main cellular communication bands
are centered around 450 MHz, 900 MHz, and
2 GHz. Compare these three bands in terms of
multipath effects, diffraction around buildings,
object (such as a wall) penetration, scattering
from trees and parts of trees, and ability to fol-
low the curvature of hills. Complete the table be-
low with the relative attributes: high, medium,
and low.

Characteristic

450
MHz

900 2
MHz | GHz

Multipath
Scattering
Penetration
Following
curvature
Range
Antenna size
Atmospheric
loss

Describe the difference in multipath effects in a
central city area compared to multipath effects
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36.

37.

38.

39.

40.

41.

42.

43.

in a desert. Your description should be approxi-
mately 4 lines long and not use a diagram

Wireless LAN systems can operate at 2.4 GHz,
5.6 GHz, 40 GHz and 60 GHz. Contrast with ex-
planation the performance of these schemes in-
side a building in terms of range.

At 60 GHz the atmosphere strongly attenuates a
signal. Discuss the origin of this and indicate an
advantage and a disadvantage.

Short answer questions. Each part requires a
short paragraph of about five lines and a fig-
ure, where appropriate, to illustrate your under-
standing.

(a) Cellular communications systems use two
frequency bands to communicate between
the basestation and the mobile unit. The
bands are generally separated by 50 MHz
or so. Which band (higher or lower) is used
for the downlink from the basestation to the
mobile unit and what are the reasons behind
this choice?

Describe at least two types of interference in
a cellular system from the perspective of a
mobile handset.

(b)

The three main cellular communication bands
are centered around 450 MHz, 900 MHz, and
2 GHz. Compare these three bands in terms of
multipath effects, diffraction around buildings,
object (such as a wall) penetration, scattering
from trees and parts of trees, and the ability to
follow the curvature of hills. Use a table and in-
dicate the relative attributes: high, medium, and
low. WAS 10(C)

Describe Rayleigh fading in approximately 4
lines and without using a diagram.

In several sentences and using a diagram de-
scribe Rayleigh fading and the impact it has on
radio communications.

A transmit antenna and a receive antenna are
separated by 1 km and operate at 1 GHz. What
is the radius of the first Fresnel zone at 0.5 km
from each antenna? [Parallels Example 4.8]

A transmit antenna and a receive antenna are
separated by 40 km and operate at 10 GHz. [Par-
allels Example 4.8]

(a) What is the radius of the first Fresnel zone at
the midpoint between the antennas?

(b) What is the radius of the second Fresnel
zone?

(c) Toensure LOS propagation, what should the
clearance be from the direct line between the
antennas and obstructions such as hills?

44.

45.

46.

47.

48.

49.

50.

51.

A transmitter and receiver operate at 100 MHz,
are at the same level, and are separated by 4 km.
The signal must diffract over a building half way
between the antennas that is 20 m higher than
the direct path between the antennas. What is
the attenuation (in decibels) due to diffraction?

A transmitter and receiver operate at 10 GHz,
are at the same level, and are 4 km apart. The
signal must diffract over a building that is half
way between the antennas and is 20 m higher
than the line between the antennas. What is the
attenuation (in dB) due to diffraction?

The path from a transmit antenna to a receive
antenna is elevated so that ground and multi-
path effects are insignificant. The power radi-
ated by the transmit antenna drop off as 1/d"
where d is distance, what is n?

A communication system has a power density
roll-off of 1/d*® between a transmit antenna and
a mobile receive antenna which are separated by
10 km. At 10 m from the transmit antenna, the
power density is 10 W/m?. What is the power
density at the receive antenna? [Parallels Exam-
ple 4.5]

A 900 MHz communication system uses a trans-
mit antenna with an antenna gain Gr of 3 dB
and a receive antenna with an antenna gain Gr
of 0 dB. If the distance between the antennas is
200 m, what is the link loss from the input to the
transmit antenna and the output of the receive
antenna if the power density reduces as 1/d*°?
[Parallels Example 4.6]

A transmitter has a power density of
100 mW/m? at a distance of 1 m from the trans-
mitter. The power density falls off as 33 dB per
decade of distance. At what distance from the
transmit antenna will the power density reach
1 pW-m™?2? [Parallels Example 4.7]

Describe at least two types of interference in a
cellular system from the perspective of a mobile
handset.

In a cellular system, a signal is intentionally
transmitted from a base station nominally lo-
cated in the center of a cell to a mobile unit in
the same cell. However, nearby transmitters us-
ing the same channel cause interference. In Fig-
ure 4-27, a mobile unit is located at the edge
of a cell and uses frequency channel A. Many
nearby transmitters also operate using channel
A and the six nearest transmitters can be con-
sidered as causing significant interference. Con-
sider that the mobile unit is a distance r from its
cell’s transmitter along the line connecting two
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channel A base stations, that the transmitters all
operate at the same power level, and that the
distance between base stations operating using
channel A is 3r. This three-cell cluster operates
in a suburban area and the power density drops
off with distance d as 1/d*® due to multipath ef-
fects. What is the SIR at the mobile unit? Express
your answer in decibels. [Parallels Example 4.9]
52. A cellular system uses a three-cell cluster.

(a) Treating cells as equal sized hexagons with
towers in the center of each cell, draw the
cell map including all cells within 3 cell di-
ameters of the main channel. Label the main
cell and other cells using the same frequen-

(©

(d)

transmitting the intended signal from the
tower at the center of that cell. Identify the
interfering towers.

If ground effects and multipath effects are
negligible, what is the power roll-off factor
if the distance between a tower and the mo-
bile unit is d? That is, what is n if power falls
offas 1/d"?

If trisector antennas are used, identify the in-
terfering cells and approximately determine
the improvement in SIR compared to using
a nonsectorized antenna? You do not need to
do detailed calculations.

cies as A. 53. Describe trisector antennas in 4 lines and with-
out using a diagram.

(b) Consider a mobile unit at the edge of a cell

4.12.1 Exercises By Section
Tchallenging, i[very challenging

§14.3 17 19,22 351,36, 37,381, 39,40, 41,
§14.5 2f,3" 4% 5,6,77,8",97 10, §14.6 23% 24% 25% 26 27% 28, 42143 44,45, 46,47, 48,49
11,12, 13,14, 15, 16%, 17, 18, 297 30f, 317, 32% 33" 34%,  §14.8 507,51%, 52 53T

4.12.2 Answers to Selected Exercises

2(e) 53.23 dBm 25(e) 49.77 dBm
23(b) 63.1W 27(f) 708 pW
17 0.251 W 28 107.65 dB

18 14.3pW 32 7.16 m?

42 8.66 m
51 7.33dB
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5.1 Introduction

In the history of wireless communication, radar, and sensor systems there
have been many standards and different types of systems. Following the
development of the main cellular radio systems is a good proxy for the
evolution of nearly all RF systems. Mobile radio up to and including 1G
cellular radio was essentially analog with only simple signaling using tones
or FSK modulation. There were many incompatible mobile radio and 1G
systems as little thought was given to worldwide interoperability and radio
companies were content with proprietary standards.

The situation continued with 2G cellular radio as there were many
incompatible 2G systems with each only able to support one modulation
method. Most of the radio functionality was in the analog hardware but
VLSI was starting to become mature and it was possible to do limited
error correction coding. At the basestation there was enough computing
power to dynamically manage interference and implement simple system-
level optimization. In the evolution to 3G there were many proposals all
exploiting the increasing capability of VLSI. With the introduction of 3G,
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communication providers enforced the adoption of a single word-wide
standard. Perhaps ‘single’ is a stretch as there were still several variations
of the 3G implementation but a core set of standards supporting worldwide
connectivity was adopted.

The path forward was becoming unmanageable so following the
introduction of 3G an international consortium focused on developing a
strategy to support cellular communications that was more capable and
upwards compatible.

For the first time, with 4G a large number of modulation methods were
supported with most of the modulation and demodulation functionality
implemented in a DSP unit called the baseband processor. Changing
modulation and demodulation formats was a simple procedure of running
different code. This is software-defined radio with analog -circuitry
implementing just the translation from an analog baseband signal, really a
modulated signal on a low-frequency intermediate frequency carrier, to the
high-frequency RF signal. Modulation by the baseband data produced the
baseband analog signal with the baseband processor implementing a digital
version of an analog modulation format. With 5G additional capability is
provided with the 4G standard becoming a subset of the 5G standard.

An understanding of systems is required to understand the specifications
for RF hardware. This is particularly important as the actual performance
required of hardware is often not directly related to the specifications
developed by system designers. For example, one of the most important
characteristics of digital radio systems is the bit error rate (BER). The BER
is a quantity that cannot be determined until the components of a system
are integrated. Thus in the design of subsystems, indirect measures such as
intermodulation distortion (IMD) (referring to the generation of spurious
signals when discrete tones are applied to a subsystem) are specified. The
relationship between IMD and BER is weak. Clearly higher IMD tends to
indicate a higher BER for the same technology, but the relative performance
of different technologies cannot be evaluated this way. Thus an essential
system design problem is developing sufficient and tractable criteria that
enable subsystems to be locally designed and optimized, leading to an
overall optimized system.

5.2 Broadcast, Simplex, Duplex, Diplex, and Multiplex
Operations

One would think that defining these terms would be a simple matter.
However, there have been different conventions in various segments of the
telecommunications industry. Now that telecommunications are converging,
universal definitions that accommodate all earlier uses are not possible.
There is now standardization by the International Telecommunications
Union (ITU) of the terms broadcast, simplex, duplex, diplex, and multiplex,
as they relate to wireless communications [1, 2] (see Table 5-1). National
Standards, however, do not need to conform to the ITU definitions. Examples
of slightly different definitions come from the Telecom Glossary established
as part of an American National Standard (ANS) [3]. There is greater
specificity to radio in the ITU usage of the terms. In general the ITU definition
should be used if the context is radio communications, but be careful if the
interpretation of the terms is critical.
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Schematic ANS definition | ITU definition | ITU: obsolete| Table 5-1:  Definitions
(2005) [3] (2004) [1] usage [1] of operating modes
Broadcast Broadcast Simplex Of ereless commu-
/Yﬁmit 2 nication systems.
American National
Unitﬂ7 \\ j7Unit 3 Standard (ANS) def-
_ inition,  International
Unit 4 Telecommunication
U —= <7 Simplex Simplex Halfduplex | Union (ITU) deﬁniti.on,
Unit 1 Unit 2 and deprecated (i.e.,
Then obsolete) usage
NV =—\
Unit 1 Unit 2
U ——= Duplex Duplex Fullduplex
Unit 1 Unit 2
5.2.1 International Telecommunications Union Definitions

The ITU is the agency of the United Nations that coordinates the shared
global use of the radio spectrum and establishes worldwide standards.

Broadcast operation refers to one-way communication in which there is
only one transmitter and at least one, and perhaps more, receivers. The ITU
defines broadcasting as [1, 2]:

a form of unidirectional telecommunication intended for a large
number of users having appropriate receiving facilities, and
carried out by means of radio or cable networks.

Simplex operation is defined by the ITU as [1]

designating or pertaining to a method of operation in which
information can be transmitted in either direction, but not
simultaneously, between two points.

So simplex operation is when there is communication from a first unit
to a second unit. This is followed by a hand-off procedure and then
communication from the second unit to the first. So the push-to-talk Family
Radio Service (FRS) is an example of simplex communication as two people
on opposite ends of the link cannot talk simultaneously. Simplex operation
may use either one or two frequencies. That is, the forward link (from
user 1 to user 2) may use the same frequency channel as the reverse link
(from user 2 to user 1). However, simplex operation may use different
frequency channels for the forward and the reverse link. The ITU defines
“half duplex” as being synonymous with simplex, but the use of the term
“half duplex” is deprecated (not recommended) [1, 2]. An early radio using
simplex operation is shown in Figure 5-1(a).
Duplex Operation is defined by the ITU as [2]

the operating method in which transmission is possible simulta-
neously in both directions of a telecommunication channel.

Simultaneous two-way communication uses duplexing. In analog radio
the links must be simultaneous and so operation requires two frequencies.
But in digital radio with compression and expansion of digitized speech and
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(a) (b)

Figure 5-1: Early radios: (a) walkie-talkie with a push-to-talk (PTT) switch on top and using
simplex communication; (b) Motorola business dispatcher two-way radio operating at 33.220
MHz designed in the 1960s as a dash mount unit; and (c) the Mitrek two-way radio designed
by Motorola in 1977. The radio has two PC boards and was crystal controlled with a channel
scanning control head. The radio was trunk mounted, with the control head, microphone, and
speaker mounted under the dash board. The units in (b) and (c) are approximately 20 cm long.

Figure 5-2:

Duplex schemes.
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transmission of data, duplex operation can involve transmission of data in
time slots that may not be simultaneous in each direction. If the time slots are
short enough, say less than ten milliseconds, the effect will be that two-way
voice communication is simultaneous. This is still called duplex operation.
Early examples of radios using duplex operation are shown in Figure 5-1(b
and c). A modern example is the cell phone.

The two predominant duplex schemes are frequency-division duplex
(FDD) and time-division duplex (TDD), as illustrated in Figure 5-2. In these
diagrams the mobile unit is shown communicating with a basestation, in
which case transmission from the mobile unit to the basestation is called
the uplink (UL), or less commonly the reverse link (RL), or reverse path.
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Figure 5-3: A diplexer which sep-
arates receive and transmit sig-
nals. A diplexer is a type of du-
plexer. However not all duplex-
ers are diplexers.

Communication from the basestation and received by the mobile unit is
called the downlink, (DL), forward link (FL), or forward path. In FDD it
is necessary to use a filter to separate the uplink and downlink signals, as
shown in Figure 5-3, as the two links are in use simultaneously.

In TDD, see Figure 5-2(a), the uplink and downlink are separated in time
and a switch connects the antenna to the transmitter to send the uplink and
then to the receiver to receive the downlink. The sequence is then repeated.

In FDD the uplink and downlink are at different frequencies and the
transmitter and receiver are connected permanently to the antenna, see
Figures Figure 5-2(b) and 5-3. FDD requires a diplex filter, which is a special
filter with three ports that looks like a lowpass filter (usually for a handset)
for the uplink when the transmitter is connected to the antenna (the uplink
is generally at a lower frequency than the downlink) and a highpass filter for
the downlink when the receiver is connected to the antenna.

5.2.2 Duplex Versus Diplex

The term duplex refers to a way of handling two communication channels.
It derives from the term multiplexing (or MUXing) defined as [3]

the combining of two or more information channels onto a com-
mon transmission medium. Note: In electrical communications,
the two basic forms of multiplexing are time-division multi-
plexing (TDM) and frequency-division multiplexing (FDM). Syn-
onym: multiplex.

Duplexing, or duplex operation, is used when there are two channels and
in radio communications it nearly always refers to one transmit channel and
on receive channel.

Diplex operation is defined as [3]:

the sharing of one common element, such as a single antenna
or channel, for transmission or reception of two simultaneous,
independent signals on two different frequencies. Note: An
example of diplex operation is the use of one antenna for two
radio transmitters on different frequencies.

A diplexer is defined as [3]

a three-port frequency-dependent device that may be used as a
separator or a combiner of signals.

So in the context of cellular communications, a diplexer is a filter (see
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Figure 5-3). It is a three-port filter that separates the transmitted and received
signals, which are at different frequencies.

5.3 Cellular Communications

Cellular communications, as the name implies, are based on the concept of
cells in which a terminal unit communicates with a basestation at the center
of a cell. Each cell can be relatively small and a terminal unit travels smoothly
from cell to cell with a connection transferring using what is called a hand-
off process. For communication in closely spaced cells to work, interference
from other radios must be managed. This is facilitated using the ability to
recover from errors available with error correction schemes and the use of
antenna beam-forming technology.

5.3.1 Cellular Concept

The cellular concept was outlined in a 1947 Bell Laboratories technical
memorandum [4]. It described a system of frequency reuse with small
geographical cells, and this remains the key concept of cellular radio. This
was elaborated on in two articles published in 1957 and 1960 [5, 6]. The first
widespread cellular radio system was the Advanced Mobile Phone System
(AMPS), one of many 1G cellular radio systems, and was fully described
by Bell Laboratories in a submission to the U.S. Federal Communications
Commission (FCC) and in a patent filed on December 21, 1970 [7]. Bell
Labs petitioned the FCC in 1958 for a frequency band around 800 MHz
for a cellular system. The FCC, believing that it was better to allocate
spectrum for the public good (such as radio, television, and emergency
services) was reluctant to act on the petition. In 1968, pressure on the
FCC became too great and an agreement was reached in principle to make
frequencies available. Thus began the research and development of cellular
systems in the United States. In 1961, Ericsson reorganized to address mobile
radio, including cellular radio systems. Nokia did not begin developing 1G
cellular systems until the 1970s. NTT was working away as well and began
developing cellular radio systems in 1967 [8]. Meanwhile, in January 1969,
the Bell System launched an experimental cellular radio system employing
frequency reuse for the first time to achieve optimum use of a limited number
of RF channels. The first commercial cellular system was launched by the
Bahrain Telephone Company in May 1978 using Matsushita equipment. This
was followed by the launch of AMPS by Illinois Bell and AT&T in the United
States in July 1978.

In 1979 the World Administrative Radio Conference (WARC) allocated
the 862-960 MHz band for mobile radio, leading to the FCC releasing, in
1981, 40 MHz in the 800-900 MHz band for “cellular land-mobile phone
service.” The service, as defined in the original documents, is (and this is
still the best definition of cellular radio)

a high capacity land mobile system in which assigned spectrum
is divided into discrete channels which are assigned in groups to
geographic cells covering a cellular geographic area. The discrete
channels are capable of being reused within the service area.

The key attributes here are
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e High capacity. Prior to he cellular system, mobile radio users were not
always able to gain access to the radio network and frequently access
required multiple attempts.

e The concept of cells. The idea is to divide a large geographic area
into cells, shown as the hexagons in Figure 5-4. The actual shape of
the cells is influenced by obstructions such as hills and buildings, but
the hexagonal shape is used to convey the concept of cells. The cells
are arranged in clusters and the total number of channels available
is divided among the cells in a cluster and the full set is repeated in
each cluster. In Figure 5-4, 3-, 7-, and 12-cell clusters are shown. As
will be explained later, the number of cells in a cluster affects both
capacity (the fewer cells the better) and interference (the more cells per
cluster, the further apart cells operating at the same frequency are, and
so interference is less).

e Frequency reuse. Frequencies used in one cell are reused in the
corresponding cell in another cluster. As the cells are relatively close, it
is important to dynamically control the power radiated by each radio,
as radios in one cell will produce interference in other clusters.

The shape of a cell depends on many factors. In a flat desert the coverage
area of each basestation would be circular, so that with a cluster of cells
there would be overlapping circles of coverage. (Power levels are adjusted to
minimize the overlap of these circles.) Buildings, hills, lakes, etc., affect cell
size. In a city, what is called the urban canyon effect, or urban waveguide
effect greatly distorts cells and creates havoc in managing cellular systems
[9-11]. In the urban canyon effect, good coverage extends for large distances
down a street (see the inside front cover).

Achieving maximum frequency reuse is essential in achieving high
capacity. In a conventional wireless system, be it broadcast or the mobile
telephone service, basestations are separated by sufficient distance such that
the signal levels fall below a noise threshold before the same frequencies are
reused, as shown in Figure 5-5. There is clearly poor geographical use of the

Figure 5-4: Cells arranged
in clusters.
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spectrum here. The geographic areas could be pushed closer to each other at
the expense of introducing what is called cochannel interference—a receiver
could pick up transmissions from two or more basestations operating at the
same frequency. This is strictly avoided so that interference in conventional
radio systems results solely from background noise. In a cellular system,
there is a radical departure in concept from this. Consider the interference in
a cellular system as shown in Figure 5-6. The signals in corresponding cells in
different clusters interfere with each other and the interference is much larger
than that of the background noise. Generally only in rural areas and when
mobile units are near the boundaries of cells will the background noise level
be significant. Interference can also be controlled by dynamically adjusting
the basestation and mobile transmit powers to the minimum acceptable
level. Tolerating interference from neighboring clusters is a key concept in
cellular radio.

The analog 1G AMPS system, which uses frequency modulation, has a
qualitative minimum SIR of 17 dB (about a factor of 50) that was determined
via subjective tests with a criterion that 75% of listeners ranked the voice
quality as good or excellent. The seven-cell clustering shown in Figure 5-
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Figure 5-7: Process of handoff: (a) movement of a mobile unit through cells; (b) received signal
strength indicator (RSSI) during movement of a mobile unit through cells; and (c) RSSI of a
mobile unit showing the handoff triggering event.

6 does not yield this required minimum SIR. So either a 12-cell cluster is
required or directed antennas are used, as these provide enough SIR.

The 2G and 3G digital cellular systems use error correction coding and can
tolerate high levels of interference and can reuse frequency channels more
efficiently. Indeed, in the 3G CDMA system the tolerance to interference is
so high that the concept of clustering is not required and every frequency
channel is available in each cell.

In 4G and 5G cellular radio interference must be low to enable high-order
modulation to be used. The high modulation efficiencies more than makes
up for the reduced frequency reuse.

5.3.2 Personal Communication Services

The personal communication services (PCS) concept was implemented
in the early 1990s and was a development in the thinking of cellular
communications. In PCS, the concept is that communication is from person
to person, whereas in cellular radio communication as originally conceived,
it was from terminal-to-terminal. The idea is that when a call is placed, an
individual is being contacted rather than a piece of hardware. One way this
is achieved is by using a card, a subscriber identification module (SIM
card), to identify the user. A user can insert his or her SIM card into any
(appropriate) handset and the handset becomes personalized. The term PCS
is not commonly used now, as the concept has been incorporated in all
evolved cellular systems.

5.3.3 Call Flow and Handoff

Mobile users can be expected to move frequently between cells and thus
handoff procedures for transferring connections from one cell to the next
are necessary. The triggering events that initiate handoff are shown in Figure
5-7. The main aspect is monitoring of the signal strength, the received signal
strength indicator (RSSI), both in the handset for the signal received from a
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basestation and in the basestation for the signal received from a handset. If
either of these falls below a threshold, computers in the basestation initiate
a handoff procedure by polling nearby basestations for the RSSI they have
for the user. If a suitable RSSI is found handoff proceeds and the other
basestation takes control of the RF link to the mobile terminal.

5.3.4 Cochannel Interference

The minimum signal detectable in conventional wireless systems is
determined by the received SIR. In cellular wireless systems the dominant
interference is due to other transmitters in the cell and adjacent cells.
The noise that is produced in the signal band from other transmitters
operating at the same frequency is called cochannel interference. The level
of cochannel interference is dependent on cell placement and the frequency
reuse pattern. The degree to which cochannel interference can be controlled
has a large effect on system capacity. Control of cochannel interference is
largely achieved by controlling the power levels at the basestation and at the
mobile units.

5.4 Multiple Access Schemes

Many schemes have been developed to enable multiple users to share a
frequency band. The simplest scheme requiring the least sophistication in
channel management is the frequency division multiple access (FDMA)
scheme, shown in Figure 5-8(a), where the numerals indicate a particular
user. In FDMA the available spectrum is divided by frequency, with each
user assigned a narrow frequency band that is kept for the duration of a call.
This can be conveniently implemented in analog radio. In duplex operation
a frequency channel is assigned for the uplink as well as the downlink. An
example of where FDMA is used is AMPS, where 30 kHz is assigned to each
channel. Clearly this is wasteful of spectrum, as not all of the band is used
continuously.

In the first digital access technique, time division multiple access
(TDMA), shown in Figure 5-8(b), a bitstream is divided among a few users
using the same physical channel. In the GSM mobile phone system,' a
physical channel is divided into eight time slots and a user is allocated to
each so that eight users can be supported in each physical channel. Thus the
logical channels are divided in both frequency and time. In a TDMA system,
the basestation transmits a continuous stream of data containing frames
of time slots for multiple users. The mobile unit listens to this continuous
stream, extracting and processing only the time slots assigned to it. On the
reverse transmission, the mobile unit transmits to the basestation in bursts
only in its assigned time slots. This is yet another complication to the RF
design of TDMA systems. The RF circuitry operates in a burst mode with
constraints on settling time. One of the advantages of GSM is that multiple
slots can be assigned to the same user to support high data rates and time

1 GSM stands for the 2G Global System for Mobile Communications and was formerly known as
Groupe Spécial Mobile. The system was deployed worldwide in 1991. An interesting footnote
is that the GSM group began discussions leading to the system in 1982. By the mid-1980s
there were many different versions of the GSM system in Europe. The European Union (EU)
intervened and all member countries adopted a single standard.
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slots can be skipped.

Another technique that can be used in digital radio is spread spectrum
(SS [12]), the invention of which is attributed to Hedwig Kiesler Markey?.
Most of the development of spread spectrum was secret up until the mid-
1970s. There are two main types of spread-spectrum techniques used in
multiuser communication: direct sequence, and frequency hopping. It is both
an access technique and a way to secure communications. Direct sequence
code division multiple access (DS-CDMA)? is shown in Figure 5-8(c). DS-
CDMA mixes the baseband signal with a broadband spreading code signal
to produce a broadband signal that is then used to modulate an RF signal
[13-15]. This process is illustrated in Figure 5-9. The rate of the spreading
code is referred to as the chip rate rather than the bit rate, which is reserved
for the rate of the information-bearing signal. A unique code is used to

2 The 1940 invention is described in [12]. The patent described a frequency-hopping scheme to
render radio-guided torpedoes immune from jamming using a piano roll to hop among 88

carrier frequencies.
3 DS-CDMA is usually referred to as just CDMA.
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Figure 5-8: Multiple access schemes for supporting multiple users with each user indicated by a
numeral except for (b), TDMA, where the numerals indicate time slots.
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Figure 5-10: Basis of multiuser spread-spectrum communication.

“scramble” the original baseband signal, and the original signal can only
be recovered using that particular code. The system can support many users,
with each user assigned a unique code, hence the term code division multiple
access (CDMA). Another interpretation of the DS-CDMA process is shown
in Figure 5-10(a). One of the unique characteristics is that different users are
using the same frequency band at the same time. CDMA is used in the 3G
wideband CDMA (WCDMA) system.

Another form of CDMA access is the frequency-hopping CDMA scheme
(FH-CDMA) shown in Figures 5-8(d) and 5-10(b). This scheme uses
frequency-hopping spread spectrum (FHSS) to separate users. For one
particular user, a code is used to determine the hopping sequence and hops
can occur faster than the data rate. The signal can only be reassembled at the
receiver if the hopping code is known. FH-CDMA is useful in unregulated
environments, such as an ad hoc radio network, where it is not possible to
coordinate multiple users. In this case, two users can transmit information
in the same frequency band at the same time with error correction for
occasional errors. FH-CDMA is commonly used in radios for emergency
workers and by the military.



RF SYSTEMS

185

Another multiple access scheme is carrier-sense multiple access (CSMA),
which is used in the WiFi system (IEEE 802.11). The access scheme is
illustrated in Figure 5-8(e). This scheme is also used in hostile environments
where various radios cannot be well coordinated. In CSMA, users transmit
at different times, but without coordination. A terminal unit listens to
the channel and transmits a data packet when it is free. Collisions are
unavoidable and data are lost, requiring re-transmission of data, but the
terminals use a random delay before re-transmitting data. In the case of WiFi
there are several channels and if collisions are excessive another channel can
be selected either as the preferred start-up channel or in evolved systems
under central unit control.

Orthogonal frequency division multiple access (OFDMA) is used in
worldwide interoperability for microwave access (WiMAX) and in 4G
and 5G cellular radio. It overcomes many of the performance limitations
encountered with CSMA as assignment of effective channels is used.
OFDMA builds on orthogonal frequency division multiplexing (OFDM)
introduced in Section 5.10.2.

5.5 Spectrum Efficiency

The concept of spectral efficiency is important in contrasting digital radio
systems. Spectral efficiency has its origins in Shannon’s theorem, which
expresses the information-carrying capacity of a channel as [16-18]

C = B,log,(1 4+ SNR), (5.1)

where C is the capacity in units of bits per second (bit/s), B. is the channel
bandwidth in hertz, and SNR is the signal-to-noise ratio. N is assumed to
be Gaussian noise, so interference that can be approximated as Gaussian can
be incorporated by adding the noise and interference powers, and then it is
more appropriate to use the SIR. Thus Equation (5.1) becomes

C = B.logy[1 + S/(N + I)] = B.logy(1 + SIR). (5.2)

Shannon’s theorem is widely accepted as the upper limit on the
information-carrying capacity of a channel. So the stronger the signal, or
the lower the interfering signal, the greater a channel’s information-carrying
capacity. Indeed, if there is no noise and no interference, the information-
carrying capacity is infinite. Shannon’s capacity formula indicates that
increasing the interference level (lower SIR) has a more weakened effect on
the decrease in capacity than may initially be expected; that is, doubling
the interference level does not halve C. This is the conceptual insight that
supports the use of closely packed cells and frequency reuse, as the resulting
increase in interference, and its moderated effect on capacity, is offset by
having more cells and supporting more users.

Shannon’s carrying capacity limit has not been reached, but today’s radio
systems are very close. Current systems operate with SNRs only a few
decibels away from the limit [16]. Different modulation and radio schemes
come closer to the limit, and two quantities will be introduced here to
describe the performance of different schemes. From the capacity formula,
a useful metric for the performance of modulation schemes can be defined.
This is the modulation efficiency (also referred to as the channel efficiency,
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channel spectrum efficiency, and channel spectral efficiency),
Ne = Rc/Bm (53)

where R, (in bit/s) is the bit rate transmitted on the channel, so 7. has the
units of bit/s/Hz. The unit is dimensionless, as hertz has the units of s~ .

In a cellular system, the number of cells in a cluster must be incorporated
to obtain a system metric [19]. The available channels are divided among
the cells in a cluster, and a channel in one cell appears as interference
to a corresponding cell in another cluster. Thus the SIR is increased and
the capacity of the channel drops. System throughput increases, however,
because of closely packed cells. So the system throughput is a function of
the frequency reuse pattern. The appropriate system-level metric is the radio
spectrum efficiency, 7,, which incorporates the number of cells, K, in a
cluster:

_ B _ne By
B.K KR,

nr (5.4)

where R, is the bit rate of useful information R., (R, is higher than R,
because of coding). Coding is used to enable error correction, assist in
identifying the start and end of a packet, and also to provide orthogonality of
users in some systems that overlap users as with CDMA. The units of 7, are
bit/s/Hz/cell. The decrease in channel capacity resulting from the increased
SIR associated with fewer cells in a cluster (i.e., lower K) is more than offset
by the increased system throughput.

So there are two definitions of spectral efficiency: the channel spectrum
efficiency (also known as the modulation efficiency), 1., which characterizes
the efficiency of a modulation scheme, and the radio spectrum efficiency, 7,
which incorporates the added interference that comes from frequency reuse.
Commonly both measures of efficiency are referred to as spectral efficiency,
and then only the units identify which is being referred to.

One may well ask why efficiency is not expressed as a ratio of actual bit
rate to Shannon’s limit for a given set of conditions. There are several reasons:

1. The historical use of bits per hertz to characterize a modulation scheme
was used long before cellular systems came about.

2. Shannon’s capacity limit is so high that back in the 1950s people would
have been talking about extremely low efficiencies if performance was
referred to the capacity limit.

3. Only additive white noise is considered, but this does not capture
all types of interference, which can be multiplicative or partially
correlated with the signal. Shannon’s limit is not really a theoretical
limit, there is no proof. In the digital communications world, much
has been published about how close Shannon’s capacity limit can
be approached. In a direct LOS system, such as a point-to-point
microwave link, the limit is now approached within a few percent.
In MIMO systems, (see Section 5.10.5) the limit has been exceeded,
prompting a redefinition of the limit when multiple transmit and
receive antennas are used.
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EXAMPLE 5.1 Modulation Efficiency

A radio uses a modulation scheme based on 16-QAM but the four constellation points
corresponding to the largest signal are not used. Consequently the distortion that would
occur in RF amplifiers is reduced. Even though there are 4 bits of information per symbol
for the symbols that are actually used, not every possible combination of the bits is used.
Ignoring error correction coding all of the bits modulated are information bits.

Solution:
(a) Draw the 1 (b) How many symbols are there?
constellation ¢ o | o o 12.
diagram.
o [ ] [ ] [ ] [
[ ] [ ]

(c) On average, how many bits of information are transmitted per symbol?
It takes 8 symbols to transmit 3 bits of information and 16 symbols to transmit 4 bits. With
12QAM 8 symbols are sent in the first clock tick interval and 4 symbols are borrowed
from the second clock tick interval to provide 16 symbols combined and hence 4 bits
of information. There are 8 symbols left over in the second clock tick interval and these
can be used to send 3 bits. Thus over two clock tick intervals 7 bits of information are
sent. Thus in one clock tick interval 3.5 bits are transmitted. So the number of bits of
information sent by each symbol is 3.5 bits.

(d) What is the maximum possible modulation efficiency, 7., in bit/s/Hz?
Ideally 7. is equal to the number of bits per symbol. However not all of the symbol
transitions are of equal length and the bandwidth must be high enough to allow the
longer transitions to take place in the same amount of time as the short transitions.
However the maximum possible modulation efficiency is 3.5 bit/s/Hz.

5.6 Processing Gain

In digital radio the demodulated signal is a binary signal that includes
information bits, coding bits, as well as bits that are in error which
contributes to a raw bit error rate (BER). In the receiver decoding creates a
smaller bitstream with just the information bits and which has a relatively
low BER. Another way of looking at what happens is that the signal-to-
interference ratio (SIR) of the decoded signal divided by the SIR of the
raw signal represents a gain and this gain is called the processing gain.
In 2G cellular radio this processing gain is also called the coding gain.
With 3G spreading codes are used in addition to error correction codes
with both reducing the bit error rate but now the gain from despreading
is called spreading gain and the gain from error correction coding is called
coding gain. The processing gain is now the product of spreading gain and
coding gain. With 4G and 5G the functions of the spreading codes and error
correction codes merge so just the term processing gain is used.

5.6.1 Energy of a Bit

Processing gain (Gp) occurs when demodulating and recovering an
information bitstream and is the ratio of the SIR of the processed signal
to the SIR of the unprocessed signal so G'p captures the amount that the
SIR increases. G'p is a measure of the additional noise immunity obtained
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Figure 5-11: Flow of information in digital cellular radio with R;, Ry, and R. being the
information, baseband, and channel bit rates, respectively.

through decoding and demodulation. There are various formulas for Gp
depending on whether the processed signal is the baseband bitstream with
or without error correction coding, and whether the unprocessed signal is
the analog RF signal, the channel bitstream, or the channel symbol (i.e. chip)
stream. Processing gain is an essential concept in cellular radio and really
is what makes it work. In the following, reference will be made to three
bitstreams in the transmitter which will be recovered in the receiver. The
first is the information bitstream with a bit rate R; (in units of bit/s). To
this error correction coding can be used to produce a baseband bitstream
with baseband bit rate R, > R;. In some generations of radio the baseband
bitstream is modulated on a carrier and the baseband bitstream is the same
as the channel bitstream. The bitstreams are shown in the depiction in Figure
5-11(a) of the information flow in 2G cellular radio.

In 3G cellular radio relatively fast spreading codes merged with the
baseband bitstream to produce a much faster channel bitstream with bit
rate R. > Ryp. The introduction of this separate third bitstream is the
depiction in Figure 5-11(b) of the information flow in 3G cellular radio.
The third bitstream is the channel bitstream with bit rate R. and this
is the bitstream that is modulated to produce a modulated signal with a
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constellation diagram where each symbol representing b bits.

In 4G and 5G cellular radio error correction codes are merged with the
information bitstream to produce a baseband bitstream and this is spread
during a first stage of the modulation process which produces an analog
intermediate frequency modulated signal. Details of this process will be
given later. There is not a separate spreading code so that the baseband and
channel bitstreams are the same and R, = R.

Derivation of the coding, spreading, and processing gains is based on the
energy of a bit and the energy of the noise in the interval corresponding to
a bit. The energy of a bit in the xth bitstream (z = i,b, ¢ for information,
baseband, and channel respectively) is denoted Ej , and the energy of the
noise corresponding to the duration of the bit is denoted N, ,. The digital
equivalent of the analog SIR is E} /N, (pronounced E-B-N-O for EBNO) and
the effective SIR of the xth bitstream is

Eb,w

o,x

SIRefr o = (5.5)

A bitstream of course is a binary signal and the noise in the bitstream is
manifested as binary errors in the bitstream. Consider a sequence of 7 bits,
ideally 1001110, with one of the bits being in error so that the bitstream
recovered is 1001010 where 1 bit in 7 is in error so SIR.g = 7.

5.6.2 Coding Gain

There are many types of error correction coding schemes with some schemes
better for certain types of errors*. Generalizing, with each extra error
correcting bit added to an information bitstream to produce the baseband
bitstream, one error in the recovered bitstream can be corrected. Thus the
processing gain due to coding (and often called just coding gain) in going
from the baseband to the information bitstream is

_ SIRetr,i _ Ev,i/Noi _ Ry
~ SIRestp  Ebp/Nop R

Gpc (5.6)

This is a bit-wise processing gain as it applies to bitstreams. The coding
gain here is not restricted to error correction coding as there are other
types of codes called spreading codes that have a similar property of
providing redundancy that can be used to remove errors. Not codes are 100%
effective. However Equation (5.6) is the best simple measure of processing
gain when only bitstreams are considered. It provides the coding gain of
one bitstream derived from a second bitstream to which coding has been
used to randomize and increase the rate of a bitstream and thus introduce
redundancy.

4 The error codes used in cellular radio are forward error correction (FEC) codes also called
channel codes. There are many FEC codes broadly categorized as either block codes (because
they work on blocks of data) or convolution codes (because they work on arbitrary-length
bitstreams). The various FEC codes use different models (i.e. assumptions) about the types
of errors encountered. The selection of the FEC code to use is a design choice based on the
available computing power and the nature of the errors, e.g. random or long strings of errors.
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5.6.3 Spreading Gain

Equation (5.6) can be rearranged so that the information EBNO is

Ey; Eyy
=G . 5.7
Nyt pC Ny (5.7)

The processing gain determined in Equation (5.6) applies to bitstreams and
does not include the effect of modulation. A second form of the processing
gain relates the SIR of the analog RF signal, i.e. SIRgr, to the EBNO of the
baseband bitstream. To include the effect of modulation it is recognized that
what is modulated and transmitted are symbols and the transitions from one
symbol to another. The energy of a symbol is denoted E; and this energy
is shared by the b bits associated with the symbol. Thus a channel bit will
have the energy £, . = E,/b. In digital radio power levels of transmitted
signals are adjusted so that at most one received channel bit can be in error
per received symbol. Thus if received noise results in a symbol error it will
affect just one bit. That is, the symbol noise will be the same as the bit noise,
N, . = N, where N, is the noise energy in the duration of one symbol. Thus
the effective SIR of the channel bitstream is

Eb c Eb,c Es / b

SIRech = m NO = NO . (58)

Development is completed by relating the energy of a symbol to the RF
signal energy. For PSK modulation all of the symbols have the same energy.
(The energy of each symbol is not the same for modulation formats such as
QAM where symbols have different energy levels and a more sophisticated
derivation is required than that provided here.) Also the noise energy in the
duration of a symbol is the same for all symbols for all modulation formats.
Thus the effective SIR of a symbol is

SIRpp = % (5.9)

Thus the effective SIR of the channel bitstream is (combining Equations (5.8)
and (5.9),

Ep. 1
¢ — ZSIRpp. (5.10)

SIReg,c = Noo b

The processing gain relating the EBNO of the recovered baseband
bitstream to the SIR of the RF signal can be defined as the processing gain due
to spreading and modulation and this is sometimes called just the spreading
gain G pg. It is defined here as the ratio of the effective SIR of the baseband
bitstream and the RF SIR (and using Equation (5.10)):

Evp/Nop 1 Epp/Nop  1SIRerp

= = = — . .11
Ors = “SlRpe b SIRer.c b SIRef.c (>-11)
This can be rearranged so that the EBNO of the baseband bitstream is
Bob _ GpgSTRy. (5.12)

0,b
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Equation (5.11) includes the ratio of the effective SIRs of two bitstreams
and this was related to the bit rates of the bitstreams in Equation (5.6) where
the faster bitstream is coded (or spread) to enable recovery from errors. Using
the result in Equation (5.6), Equation (5.11) can be written as

1SIReiy, 1 R.

Gps =+ =—-—. 5.13

P8 b SIReg. bRy (-13)
Using this the EBNO of the baseband bitstream is
Eyp 1R, 1

LSS | o E———— ] — 1 3 14

N SIReft b ; Rbs Rrr bGPCS Rrr (5.14)

Then the EBNO of the information bitstream is

Ey; Eyy 1R,
= = = = I = I = —-—2=I 1
N, Gpc Nos GpcGpsSIRRr = GpSIRRE 5 RiS Rrr  (5.15)
where the processing gain ~ Gp = GpcGps. (5.16)

5.6.4 Spreading Gain in Terms of Bandwidth

The spreading gain that results from spreading a baseband bitstream in a
transmitter and then despreading in a receiver is illustrated graphically in
Figure 5-12. The modulated signal shown in Figure 5-12(a) is the “spread
signal” which here has a power density which is below that of the noise.
Following despreading all of the energy in the modulated RF signal is
correlated with the spreading code (it was spread using the spreading
code) and is collapsed to the despread signal shown in Figure 5-12(b). Only
the signal correlated to the despreading code is collapsed to the smaller
baseband bandwidth. Noise is rearranged with the spectral density of the
noise unchanged so that the total noise energy in the baseband for the
duration of a bit of data, i.e. the noise in the baseband bandwidth By, is
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greatly reduced by the ratio of the modulated bandwidth to the baseband
bandwidth.

In Equation (5.13) R, is related to the bandwidth B,, of the modulated
carrier by the modulation efficiency as 7. = R./B,(see Equation (5.3)). Also
the minimum bandwidth of a baseband bitstream with a bit rate R, is the
baseband bandwidth B, = R.. So Equation (5.13) becomes

Gpg = L£2m. (5.17)

Ideally for a modulation scheme 7. = b so that

B
G pS.ideal = — 5.18
PSideal = H- (5.18)
For all modulation schemes other than BPSK where 7. can be very close
to b, the spreading gain will be less than G pg ideal as in reality 7. < b, see
Table 2-2. If both spreading and error correction coding are used the two
processing gains in Equations (5.6) and (5.17) can be multiplied.

5.6.5 Symbol Error Rate and Bit Error Rate

With digital modulation, symbols (i.e., groups of bits) are transmitted rather
than individual bits. As the modulation order increases, the number of
symbols increases and there is a smaller margin between the symbols. That
is, on a constellation diagram there are more symbols and the symbols are
closer together. For the same signal and noise levels, as the modulation order
increases the probability of a symbol error will increase and thus the symbol
error rate (SER) increases. However the bit error rate (BER) increases more
slowly than the SER. This is because if the SIR is high enough, the only
possible errors will be nearest-neighbor errors (on a constellation diagram).
If there are at least b bits per symbol the BER will be less than the symbol
error rate by a factor of b as errors are at most one bit per symbol since the
modulation order or the signal power level are adjusted to ensure this. If
it is not possible to achieve a maximum of one bit error per symbol error
then communication is lost. The rest of this section treats this analysis more
mathematically.

The discussion begins with the SIR of the incoming RF signal. Through
sampling of the RF signal at appropriate times (determined by the recovered
carrier) discrete symbols are obtained. The digital form of SIR relates the
energy of a symbol, Ej, to the noise and interference energy corresponding
to the symbol (the noise and interference in the duration of the symbol). The
height of the double-sided noise spectral density is conventionally taken as
N, /2, so the noise power corresponding to a symbol is N,. Thus [16-18]

E,
N = SIR. (5.19)

Error in a digitally modulated communications system is first manifested
as a symbol error that occurs when a symbol selected in a receiver is not the
symbol transmitted. The probability of a symbol error is a function of E,/N,,.

However it is not always possible to develop a closed-form expression
relating the two. For a BPSK system it can be derived. The probability of
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o) Figure 5-13: Gaussian distribution func-
I tion showing the () function as the area
X of the shaded region.

a symbol error, the SER, is [16, p. 187]

SERgpsk = Pr[symbol error] = PrBPSK = @ ( 25) -0 (\/2 : SIR) ,

(5.20)

where Q(z) is known as the @ function [16] and is the integral of the tail of
the Gaussian density function (see Figure 5-13). It can be expressed in terms
of the error function erf(z) and complementary function erfc(x) [16, page 63]:

Q(z) = Lerfc (%) =3 [1 —erf (%)} . (5.21)
For M-PSK [16, page 191] the SER is

SERy—psk = Pr/ 75K ~ 20

2]55 sin (%)] : (5.22)

where M is the number of symbols (e.g. for 8-QPSK M = 8). To see the effect
of higher-order modulation (i.e., higher M) consider Equation (5.22). As the
order of modulation increases, M increases, and the argument of () reduces,
thus increasing SER.

The per-bit SIR is obtained after noting that each symbol can represent
several bits. With a uniform constellation and the same number of bits per
symbol, b, the signal energy received per bit is

Ey=E,/b,  b=log, M, (5.23)
and M =2°. (5.24)

For high SIR, a symbol error is the erroneous selection of a nearest neighbor
symbol by the receiver. So with Gray code mapping (also called Gray
mapping), such a symbol error results in only a single bit being in error.
Thus the probability of a bit error, the BER, is

Pr[bit error] = Pr, = %Prs. (5.25)

The final results are the bit error probabilities for BPSK and M-PSK [16, page
193]:

BER|ppsk = Pry.ppsk = Q (\/2E5 /NO) -0 (\/2 : SIR) (5.26)
BER|ym—psk = Pry p—psk = %Q [\/ 2E/N,sin (%)}

2 . T
-0 [\/2 “SIR sin (M)} . (5.27)
Thus for the same SIR the probability of bit errors, the BER, grows with
higher-order modulation (i.e., larger M), but not as fast as SER. At the same
time the number of bits transmitted increases. These extra bits are use to
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embed error correction codes. The net gain in throughput can be tremendous
as long as the SIR is high enough.

EXAMPLE 5.2 Symbol Error Rate

Calculate the SER and BER for QPSK and 8-PSK if the SIR is 10 dB.
Solution:

SER is found by evaluating Equation (5.22). For SIR = 10 dB, E;/N,= 105™as/10) = 10,
For QPSK, M = 4 and b = 2, and the SER is

et =2 20 (i 5)) =20 3 ()

= 2Q(3.162) = [1 - erf(3.162/\/§)] = 0.001565. (5.28)

For 8-PSK, M = 8 and b = 3, and the SER is

SERs_psk = PrM P5¥ ~ 2 [ 285 i (1)] =2Q (x/%sin (g))
= 2Q(1.711) = 0.08701. (5.29)
The corresponding BERs are

BERgpsk = 1SERqpsk = 0.000783 and BERs_psk = $SERs_psk = 0.0290. (5.30)

5.6.6 Summary

The formulas for processing gain developed above are only approximate
as many simplifications were made. One assumption is that the error
correction coding is fully randomized bits but in practice there are many
error correction codes that address particular types of errors. The aim of
error correction coding is to recover from errors not necessarily to achieve
processing gain.

Another caveat to the processing gain formulas developed here is that it
considered the energy of a symbol as being the same for all symbols. While
this is true for PSK modulation it is not true for all modulation formats.
Considerable effort is put into developing better estimates that capture the
essence of processing gain but in a more rigorous manner. Still the simple
formulas provide the required insight into the effect of using error correction
and spreading codes.

In 2G cellular radio processing gain is achieved using error correction
codes alone and a separate spreading code is not used. Thus in 2G the
baseband bits are also the channel bits used directly in modulating the
RF carrier. The extra bits provide redundancy and the ability to recover
from some errors resulting from noise. In 3G spreading codes as well as
error correcting codes are used. A spreading code greatly increases the bit
rate of the channel bitstream above that of the baseband bitstream and the
bandwidth of the modulated carrier is much greater than that needed to
transmit the baseband bitstream. Generally error correcting codes do not
increase the bit rate by more than a factor of 2. Thus in 3G the processing gain
achieved with the error correction codes is almost insignificant compared to
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Table 5-2: Processing gain definitions. R; is the information bit rate, R, > R; is the baseband
bit rate after error correction coding of the information bitstream, and R. > Rj is the channel
bit rate after spreading the baseband bitstream. Reference is made to the xth bitstream with
x = i,b, or cindicating the information, baseband, or channel bitstreams respectively. B , is the
energy of a bit in the xth bitstream, and N, ,. is equivalent noise energy corresponding to a bit in
the xth bitstream. £ is the energy of a symbol with b bits per symbol. B,, is the bandwidth of
the modulated carrier and By, is the bandwidth of the baseband signal.

| Description | Definition | Formula | Equation |

Coding gain, processing gain from error a - Ey /No_,i G B Ry 56
correction coding. Calculated for bitstreams. pC = Eyp/Noy P = R; (5.6)
Processing gain from spreading calculated on oo — Ey¢/No.c oo — 1R, 513
a bitstream basis pPs = Eyp/Nos PS= %R, (5.13)
Processing gain from spreading in terms of - Eyp / Now e By,
bandwidth. Gps = SIRpp Gps = b B, (5.17)
Processing gain Epc/No.c (5.16)

Gp=——""-" Gp=GpcG

P Ey.i/Noa P pclGps

EBNO Eb,i/Nb,i Eb,i/Nb,i = GPSIRRF (512)

that obtained from spreading the signal.

In 4G and 5G error correction coding also provides spreading and there is
not a separate spreading code. The 4G and 5G systems have great complexity.
A summary of the key results for processing gain is given in in Table 5-2.

EXAMPLE 5.3 Processing Gain

A new communication system is being investigated for sending data to a printer. The system
will use GMSK modulation and a channel with 10 MHz bandwidth and the baseband bit
rate will be 1 Mbit/s. The modulation format will result in a spectrum that distributes (i.e.

spreads) power almost uniformly over the 10 MHz bandwidth.

(a) What is the processing gain?

The most efficient way to spread the signal across the 10 MHz of available bandwidth is
to use a combination of error correction and spreading. Referring to Table 2-2, GMSK
has a modulation efficiency 7. of 1.354 bit/s/Hz, so that the channel bit rate R. =
13.54 Mbit/s. Each symbol in GMSK represents two bits so b = 2. The information
bit rate R; = 1 Mbit/s and so coding at the rate of 12.54 Mbit/s will be used and
Ry, = (R; + 12.54 Mbit/s) = 13.54 Mbit/s.
There are two processing gains. The coding gain is determined using Equation (5.6):

R, _ 13.54 Mbit/s
1 Mbit/s

Gro= o' =

The spreading gain, using Equation (5.13), is

Thus the processing gain

_ a1l Mbit/s
21 Mbit/s

= 13.54 = 11.31 dB.

=0.5=-3dB.

Gp =GpcGps = 6.77 = 8.31 dB.
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Another way of calculating the spreading gain is to consider the modulated bandwidth,
By, = 10 MHz and the baseband bandwidth B, = 1 MHz (taken to be numerically
equal to Ryp). The processing gain due to spreading, from Equation (5.17):
Ne Bm 1.354 10 MHz
= = — =@, = 8.31 dB.
Gps b B, 5 1Mz 6.770 = 8.31dB
(b) If the received RF SIR is SIRrr = 6 dB, what is the effective system SIR (or Ej/N,) after

the digital signal processor?

By i
No,i

EXAMPLE 5.4 Signal-to-Interference Ratio

At the output of a receiver antenna, the level of interfering signals is 1 pW, the level of
background noise is 500 fW, and the level of the desired signal is 4 pW.

(a) What is the SIR? Note that SIR includes the effect of the signal, interference, and noise.

(b) If the processing gain is 20 dB and 16-QAM is the modulation scheme used, what is the
effective system SIR, that is, what is the signal energy in a bit versus the noise energy in
the duration of the bit (i.e., E»/No)?

Solution:

Effective SIR =

= GpSIRRrr = 8.31dB + 6 dB = 14.32 dB.

(a) Interfering signal P; = 1 pW, noise signal Py = 500 fW, and signal Ps = 4 pW.

SIRRr = Ps/(P] + PN)
=dl pW/(l pW + 0.5 pW) = 4/1.5 = 2.667 = 4.26 dB.

(b) Processing gain Gp = 20 dB so, from Equation (5.15),

Effective SIR = L]C\l;’i =Gp - SIRRr = 20 dB + 4.26 dB = 24.26 dB.

5.7 Early Generations of Cellular Phone Systems

The evolution of cellular communications is described by generations of
radio. The major mobile communication systems are outlined in Table 5-3.
No 0G and 1G systems remain and 2G systems are being phased out with
only the 2G GSM system still in use. Third generation (3G) offers a significant
increase in capacity and is optimized for broadband data access. The 0G-
2G systems were plagued by many incompatible systems. Even with 3G
there were several incompatible systems but the system known as WCDMA
became overwhelmingly dominant. With 4G the evolution coalesced and
while there were many modulation methods a standardized interface was
developed with the physical interface defined as common. The 4G radio,
and also 5G, support many modulation methods and frequency bands and
cellular radios support a large number of these combinations. In part this is
because the bulk of the modulation is now performed in a DSP unit making
the switching of modulation methods a simple process of using a different
algorithm. The development of 4G, 5G (and beyond) has been guided by
the Third Generation Partnership, 3GPP, which developed a plan called long
term evolution (LTE) that ensured upwards compatibility as the capability of
the systems were enhanced every year or two eventually becoming 5G.
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5.8 Early Generations of Radio
5.8.1 1G, First Generation: Analog Radio

The initial cellular radio system was analog, with the dominant system being
AMPS, the attributes of which are given in Table 5-4. This is a relatively
simple system, but appropriate for the low levels of integration of the 1980s,
as most of the functionality could be realized using analog circuits. The first-

Table 5-3: Major mobile communication systems with the year of first widespread use.

| System | Year | Description |

0G Broadcast, no cells, few users, analog modulation

MTS 1946 | Mobile telephone service, halfduplex, operator assist to establish call,
push to talk

AMTS 1965 | Advanced mobile telephone system, Japan, duplex, 900 MHz

IMTS 1969 | Improved mobile telephone service, duplex, up to 13 channels, 60-100 km
(40-60 mile) radius, direct dial using dual-tone multifrequency (DTMF)
keypad

0.5G FDMA, analog modulation

PALM 1971 | (also Autotel) Public automated land mobile radiotelephone service,
used digital signaling for supervisory messages, technology link between
IMTS and AMPS

ARP 1971 | Autoradiopuhelin (car radio phone), obsolete in 2000, used cells (30 km
radius) but not hand-off, 80 channels at 150 MHz, simplex and later
duplex

1G Analog modulation, FSK for signaling, cellular, FDMA

NMT 1981 | Nordic mobile telephone, 12.5 kHz channel, 450 MHz, 900 MHz

AMPS 1983 | Advanced mobile phone system, 30 kHz channel

TACS 1985 | Total access communication systems, 25 kHz channel, widely used in
Europe until 1990s, similar to AMPS

Hicap 1988 | NTT’s mobile radiotelephone service in Japan

Mobitex 1990 | National public access wireless data network, first public access wireless
data communication services including two-way paging network
services, 12.5 kHz channel, GMSK

DataTac 1990 | Point-to-point wireless data communications standard (like Mobitex),
wireless wide area network, 25 kHz channels, maximum bandwidth
19.2 kbit/s (used by the original Blackberry device)

2G Digital modulation

PHS 1990 | Personal handyphone system, originally a cordless phone, now functions
as both a cordless phone and as a mobile phone elsewhere

GSM 1991 | Global system for mobile communications (formerly Groupe Spécial
Mobile), TDMA, GMSK, constant envelope, 200 kHz channel, maximum
13.4 kbits per time slot (at 1900 MHz), 2 billion customers in 210 countries

DAMPS 1991 | Digital AMPS (formerly NADC [North American digital cellular] and
prior to that as U.S. Digital Cellular [USDC]), narrowband, 7/4DQPSK,
30 kHz channel

PDC 1992 | Personal Digital Cellular, Japan, 25 kHz channel

CDMAOne | 1995 | Brand name of first CDMA system known as IS-95, spread spectrum,
CDMA, 1.25 MHz channel, QPSK

CSD 1997 | Circuit switched data, original data transmission format developed for
GSM, maximum bandwidth 9.6 kbit/s, used a single time slot




198

STEER MICROWAVE AND RF DESIGN: RADIO SYSTEMS

Table 5-3 continued.

| System | Year | Description

2.5G Higher data rates

WiDEN 1996 | Wideband integrated dispatch enhanced network, combines four 25 kHz
channels, maximum bandwidth 100 kbit/s

GPRS 2000 | General packet radio system, compatible with GSM network, used GSM
time slot and higher-order modulation to send 60 kbits per time slot,
200 kHz channel, maximum bandwidth 171.2 kbit/s

HSCSD 2000 | High-speed circuit-switched data, compatible with GSM network,
maximum bandwidth 57.6 kbit/s, higher quality of service than GPRS

2.75G Medium bandwidth data—1 Mbit/s

CDMA2000 2000 | CDMA, upgraded CDMAOne, double data rate, 1.25 MHz channel

EDGE 2003 | Enhanced data rate for GSM Evolution, compatible with GSM network,
8-PSK, TDMA, maximum bandwidth 384 kbit/s, 200 kHz channel

3G Spread spectrum

FOMA 2001 | Freedom of mobile multimedia access, first 3G service, NTT’s implemen-
tation of WCDMA

UMTS Universal mobile telephone service, 5 MHz channel, data up to 2 Mbit/s

WCDMA 2004 | Main 3G outside China
OFDMA 2007 | Evolution to 4G (downlink high bandwidth data)

1xEV-DO (IS-856) Evolution of CDMA2000, maximum downlink bandwidth
307 kbit/s, maximum uplink bandwidth 153 kbit/s

TD-SCDMA 2006 | Time division synchronous CDMA, China, uses the same band for
transmit and receive, basestations and mobiles use different time slots
to communicate, 1.6 MHz channel

GAN/UMA 2006 | Generic access network, formerly known as Unlicensed Mobile Access,
provides GSM and GPRS mobile services over unlicensed spectrum
technologies (e.g., Bluetooth and WiFi)

3.5G

UMTS/HSDPA | 2006 | Upgraded WCDMA, High-speed downlink packet access, download of
7.2 Mbit/s

EV-DO Rev A 2006 | CDMA2000 EV-DO revision A, downlink to 3.1 Mbit/s, uplink to
1.8 Mbit/s

3.75G

UMTS/HSUPA | 2007 | High-speed uplink packet access, upload speeds to 5.76 Mbit/s

EV-DO Rev B 2008 | CDMA2000 EV-DO revision B, downlink to 73 Mbit/s, uplink to
27 Mbit/s

UMTS/HSPA 2009 | Upgraded WCDMA, High-speed packet access, downlink to 40 Mbit/s,
upload to 10 Mbit/s. Eventually added CA and MIMO

3.9G 2009 | WiMAX 1 (IEEE 802.16), 10 MHz bandwidth; IP-based; branded as 4G
by service providers; MIMO + OFDMA, downlink of 37 Mbit/s, uplink
17 Mbit/s (for 2x2 MIMO); WiMAX 2, IEEE 802.16m, 20 MHz bandwidth,
downlink of 110 Mbit/s, uplink 70 Mbit/s; not allowed in many countries

3.9G 2011 | Long-term evolution (LTE); up to 20 MHz channel bandwidth, IP-based;
branded as 4G by service providers
Low latency (for VoIP) + MIMO + OFDMA, downlink of 100 Mbit/s

4G 2013 | LTE-advanced, downlink of 1 Gbit/s fixed, 100 Mbit/s mobile, variable
bandwidths of 5-40 MHz

5G 2019 | Millimeter waves with beam steering and massive MIMO;

Mesh networks and cognitive radio
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Table 5-4: Attributes of AMPS.

Property

Attribute

Number of physical channels

Bandwidth per channel
Cell radius
Base-to-mobile frequency
Mobile-to-base frequency

832; 2 groups of 416 channels, each group has 21
signaling channels and 395 traffic or voice channels
30 kHz

2-20 km

869-894 MHz (downlink)

824-849 MHz (uplink)

45 MHz between transmit and receive channels

Channel spacing 30 kHz
Modulation
Signaling channel uses FSK
Can send data at 10 kbit/s
Access method FDMA

basestation ERP 100 W per channel (maximum)

Channel coding None

FM with peak frequency deviation of +12 kHz

RF specifications of mobile unit

Transmit RF power
Transmit power control
is —4 dBm

—116 dBm

6 dB measured at antenna terminals
—60 dB from center of the passband

Receive sensitivity
Receive noise figure
Receive spurious response

3 W maximum (33 dBm) (600 mW for hand-held)
10 steps of 4 dB attenuation each, minimum power

generation systems handled analog 3 kHz voice transmissions with very
limited ability to transmit digital information limited to signaling.

5.8.2 2G, Second Generation: Digital Radio

The second generation (2G) of cellular radio is characterized by digitization.
Many different types of 2G digital systems were installed around the world.
The 2G systems can transmit data and voice at rates of 8-14.4 kbit/s.
This can be contrasted to the wireline phone system where, once signals
reach the exchange, the 3 kHz analog signals are sampled at 64 kbit/s to
achieve an undistorted signal representation. These cellular systems sacrifice
some voice quality but use reasonably sophisticated algorithms that use the
characteristics of speech to achieve greater than a factor of four compression.

In North America the first digital system introduced was the digital
advanced mobile phone system (DAMPS) (originally known as North
American Digital Cellular [NADC] and as the EIA/TIA interim standard
IS-54). The system was designed to provide a transition from the then
current 1G analog system to a fully digital system by reusing existing
spectrum. The idea was that system providers could allocate a few of their
channels for digital radio out of the total available. As analog radio was
phased out, more of the channels could be committed to digital radio. The
main motivation behind this system is that it provided three to five times
the capacity of the analog system for the same bandwidth. The 2G GSM
system provides a similar increase in capacity, and is compatible with the
Integrated Services Digital Network (ISDN) which was the protocol used
with the wired telephone system. The GSM system was initially (early 1990s)
dominant in Europe and had the advantage that it did not need to coexist
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Table 5-5: Attributes
of the GSM sys-
tem. Uplink and
downlink  frequen-
cies are for the
GSM-900 imple-
mentation, see Table
5-6 for other GSM
implementations.
Slow frequency
hoping  improves
robustness.

Property ‘ Attribute |
Number of channels 125 (for GSM-900)
Bandwidth per channel 200 kHz
Channel spacing 200 kHz
Cell radius 2-20 km

Base-to-mobile frequency
Mobile-to-base frequency
Modulation

Access method

935-960 MHz (GSM-900)

890-915 MHz (GSM-900)

GMSK, Slow frequency hopping (217 hops/s)
TDMA, 8 slots per frame, user has one slot, each
frame is 4.615 ms and each slot is 577 us. There
are 148 data bits and 8.25 guard bits in a slot.
3.6828 us

270.833 kbit/s

Symbol duration
Transmit rate

Table 5-6: GSM frequency bands. GSM channels have a bandwidth of 200 kHz. The base-to-
mobile transmission is the downlink and the mobile-to-basestation transmission is the uplink.
GSM-900 and GSM-1800 are used in most of the world.

Band Uplink Downlink Duplex
(MHz) (MHz) spacing (MHz)

GSM-900 890-915 935-960 45
GSM-1800 1710-1785 1805-1880 95
GSM-900 extended 876-915 921-960 45
PCS-1900 1850-1910 1930-1990 80
GSM-850 824-849 869-894 45
(Americas)

GSM-450 450.4-457.6 | 460.4-467.6 10
GSM-480 478.8-486 488.8-496 10
(Nordic, Eastern Europe, Russia)

with uncoordinated 1G analog phone systems. The attributes of the GSM
system are shown in Tables 5-5 and 5-6.

From an RF design perspective, the main differences between analog and

digital standards are

1. The RF envelope. In AMPS, FM was used, which produces a constant

envelope RF signal. Consequently, high-efficiency saturation mode
amplifiers (such as Class C) can be used. In most digital modulation
schemes the modulation results in a nonconstant envelope. This
is true for PSK modulation, as the transition from one symbol to
another does not follow a circle on the constellation diagram. The
information contained in the amplitude of the RF signal is just as
important as the information contained in the phase or frequency of
the signal. Consequently, with digital radio saturation mode amplifiers
that severely distort the amplitude characteristic must be avoided.

. Bursty RE In an analog system, RF power is continually being

transmitted. In a digital system, transmission is intermittent and the
RF signal is bursty. Therefore an RF designer must be concerned about
turn-on transients and thermal stability of the power amplifier.
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5.9 3G, Third Generation: Code Division Multiple Acces
(CDMA)

Originally there were multiple 3G cellular radio systems but the one that
became dominant uses code division multiple access. This section begins
with a precursor to 3G and which is now called 2.5G cellular radio and this is
relatively narrowband, 1.23 MHz-wide, CDMA. The 3G system uses 5 MHz-
wide wideband CDMA (WCDMA).

5.9.1 Generation 2.5: Direct Sequence Code Division Multiple
Access

CDMA, or more specifically CDMAOne, was initially promoted as being
third generation, but the definition now is that data rates of at least 2 Mbit/s
must be supported in 3G. Thus CDMAOne is now referred to as 2.5G. A
depiction of spread spectrum is shown in Figure 5-14, in which a very fast
code is superimposed on a slower data sequence and the combined code is
used to modulate a carrier. The same fast code is used to extract the baseband
signal from the received bitstream. The effect of the fast code is to greatly
spread out the baseband signal, transforming perhaps a 12 kbit/s baseband
bitstream into an RF signal with a bandwidth of 1.23 MHz.

The key feature of the DS-CDMA system is the use of lengthy codes
to spread the spectrum of the signal that is to be transmitted. In the case
of voice, an 8 kbit/s bitstream, for example, with error correction coding
becomes a 12.5 kbit/s baseband bitstream that is mixed with a much faster
code that is unique to a particular user. Thus the 8 kbit/s bitstream becomes
a 1.23 MHz-wide analog baseband signal. This signal is then modulated up
to RF and transmitted. On the receiver side, the demodulated RF signal can
only be decoded using the original fast code. Use of the original code to
decode the signal rejects virtually all interference and noise in the received
signal. Despreading distributes the signal and noise components differently.
Upon despreading, the noise is still distributed uniformly in frequency while
the information-bearing signal is concentrated in a narrow bandwidth, the
bandwidth of the baseband signal. Tremendous processing gain is available
using this spreading and despreading approach.

The mechanism that increases SNR in DS-CDMA is shown in Figure 5-
12. The SNR is enhanced by grouping the signal energy in a narrower
bandwidth and the noise is reduced, as only the noise in a narrower

Coded
Bit Stream

DataA m L—— "1 / Y " \ V'
Code A Lﬂ.l‘lﬂJlﬂ.ﬂJll‘LﬂJ‘lﬂﬂfﬂﬂm @

~Sa L 1 | DataB

Modulator Demodulator

UL Code B

Figure 5-14: Depiction of direct sequence CDMA transmission. If code B is code A, then data B

is the same as data A with some corruption by noise.
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Table 5-7:
Attributes of
the CDMAOne
system.

‘ Property | Attribute |

Bandwidth per channel 1.23 MHz
Channel spacing 1.25 MHz (20 kHz guard band)
Cell radius 2-20 km
Base-to-mobile frequency 869-894 MHz
Mobile-to-base frequency 824-849 MHz
45 MHz between transmit and receive channels.
Modulation OPSK
Access method CDMA
64 radio channels per physical channel
Forward:
55 traffic channels, 7 paging channels
1 pilot channel 1 sync channel
Reverse:
55 traffic channels, 9 access channels

| RF specifications of mobile unit |

| Transmit power control | 1dB power control |

bandwidth is important. In despreading a signal with a single-tone interferer,
as seen in Figure 5-12(c), the interferer is spread as noise while the signal
energy is concentrated in the bandwidth of the baseband signal. Since
orthogonal codes are used, many radio channels can be supported on the
same radio link. CDMA can support approximately 120 radio channels on
the same physical channel. Another important feature is that the same 120
channels can be reused in adjacent cells, as the information bitstream of each
user can still be extracted. Thus there is no need for clustering as in the 2G
systems. The attributes of the cellular 2.5G CDMAOne system, an immediate
precursor to the 3G WCDMA system, are given in Table 5-7.

5.9.2 Multipath and Rake Receivers

In a line-of-sight CDMA system the code must be aligned with the data
stream received so that the stream can be decoded correctly to reveal the
original data. If there are multiple paths then the paths will, in general,
have different delays and often the delay differences are more than the chip
duration (the time allocated to transition from one symbol to another). The
CDMA signal is then said to be transmitted over a dispersive multipath
channel. This introduces complexity in aligning codes. The problem that
arises is shown in Figure 5-15. The original data are shown in (a) and this

Original data
Recovered data A

| @
| o)

!
Code LILI UL UL UTUUUT T ©
X

Stream (d)

Figure 5-15: Decoding of a  Delayed streamﬂ 'p E_U—LI—U_U—\_MU_H_U_LH_W@
X

direct sequence coded stream

showing a code aligned with Code LJLI LILJLILT U u Ul Uil o

the data stream and a data V

stream delayed by ¢p. Recovered data B (©
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Reflected path - Direct path contribution
C.7~

i Figure 5-16: Rake receiver
i used to decode two paths, a
i direct path and a path with

Combiner

excess delay tp. The inte-
grators eliminate incorrectly
recovered data.

Transmitter Cl(t _ ,D) Delayed path contribution

Rake receiver

is coded using the code in (c) yielding the stream in (d). The stream is just
the exclusive or (XOR) of the data and code. On receiving, the coded data
stream, (d), is despread using the original code (c). If the code and the data
stream are aligned, then an XOR operation results in the data being recovered
correctly by XORing (c) and (d) to obtain (b), the original data A. However, if
the stream is delayed, as shown in (e), then XORing the delayed stream and
the code (which is not delayed) will result in recovered data B, (g), which has
no relationship to the original data in (a). The solution to this problem is to
appropriately delay the despreading code for each propagation-delay path.

When there are reflections of the transmitted signal, versions of the signal
followig different paths will arrive at the receiver with different delays.
The rake receiver, introduced in the 1950s, recovers the data from each
propagation delay path and combines the signal from each path to produce
a combined signal with a higher SNR than that obtained using just the line-
of-sight component of the signal [20-23].

A two-path version of the rake receiver is shown in Figure 5-16. The
transmitter spreads the data using a code C(t) to produce a stream at A
that is transmitted over two paths C and B. Path C is delayed with respect to
path B by a time ¢p and the signal at the receive antenna, D, is a combination
of the signal following the two paths. On the top path of the receiver, called
a finger, the direct signal (that followed path B) is despread by the original
code C'(t) and, if it is appropriately aligned with the signal that followed
path B, it produces a signal at E that will contain the low-frequency user data
plus a high-frequency component resulting from the wrong code being used
to despread the delayed data stream that followed path C. The signal at E
is lowpass filtered to produce the original data at F as the high frequency
component is eliminated. Since the operation is implemented in DSP, an
integrator is used over the duration of a data bit. The combined received
signal, D, is despread using a delayed code, C (¢t — tp), to produce a signal
at G that is integrated so that the data at H is the original D due to the
component that followed path C. The signals at F and H, sampled after the
duration of a bit, will both contain the original data plus some noise and the
noise at the two points will be uncorrelated. When F and H are combined,
the signal will combine coherently while the noise will combine incoherently,
thus improving the SNR.

The rake receiver can be generalized to have many fingers. After
despreading in each finger of the rake receiver, each delayed component is
demodulated and the results are combined. The rake receiver is so named
because each finger sweeps up information, resembling the tines on a
garden rake collecting leaves. Since each component contains the original
information, if the magnitude and time of arrival (phase) of each component
is computed at the receiver (through a process called channel estimation),
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Table 5-8: Attributes of the 3G
WCDMA system. 3G operates in
many frequency bands and just one
representative band, Band 3, is con-
sidered here. The uplink modulation
in WCDMA is unusual applying data
to the I channel of an I/Q modulator
and control data to the Q channel.
Here the I channel (and Q channel)
has two or four levels classified
as pulsed amplitude modulation
(PAM). { per user.

x shared, non-MIMO. i shared, 2-cell
carrier aggregation, MIMO. The 3G
standards do not specify minimum
information transmit rates per user.

Property Attribute
Number of channels
Bandwidth per channel 5 MHz
Channel spacing 5 MHz
Cell radius 2-20 km
Downlink frequency 1805-1880
Uplink frequency 1710-1785
Modulation (downlink) QPSK, 16QAM, 64QAM
Modulation (uplink) PAMonIand on Q
Access method CDMA
Symbol rate 3.84 Msymbols/s
Modulation bandwidth 3.84 MHz
Symbol duration 260 ns
Information rate (original)f | 200 kbit/s up- & down-link
Information rate (HSPA+)* | 40 Mbit/s downlink
Information rate (HSPA+)f | 168 Mbit/s downlink
Information rate (HSPA+) | 10 Mbit/s uplink

then all the components can be added coherently to improve the information
reliability. This method of combining is called maximal-ratio combining
(MRC), a method of receiver diversity combining in which

1. the signals from each channel are added together,

2. the gain of each channel is made proportional to the rms signal level
and inversely proportional to the mean square noise level in that
channel, and

3. different proportionality constants are used for each channel.

It is also known as ratio-squared combining and predetection combining.
MRC is optimum combining for independent AWGN channels.

CDMA, WCDMA, and WLAN (WiFi) units use multipath signals and
combine them to increase the SNR at the receivers. In contrast, the
narrowband 2G systems cannot discriminate between the multipath arrivals,
and multipath has negative impact. The rake receiver in Figure 5-16 has two
fingers, but the practical limit on the number is based on the expected delay
spread of the multipaths divided by the chip duration. Only delays that are
an integer multiple of a chip duration are needed in a rake receiver [21, 22].
A trade-off must be made in terms of the amount of circuitry and the DC
power available. In the original CDMA cell phone system (circa 2000), three
fingers were used in handsets and four to five in basestations. Many more
are used today.

5.9.3 3G, Wideband CDMA

Third-generation radio, (3G), is coordinated by the Third Generation
Partnership Project (3GPP). This is a collaborative agreement of standards
development organizations and other related bodies for the production of
a complete set of globally applicable technical specifications for mobile
communication systems (see http://www.3gpp.org). Initially the efforts of
3GPP were directed at establishing the 3G standards but the scope has
expanded and it develops evolving standards for the transition to 4G and
now 5G systems. Some of the attributes of 3G are given in Table 5-8.

The 3G mobile systems support variable data rates depending on demand
and the level of mobility. Switched-packet radio techniques are required to
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support this bandwidth-on-demand environment. Here the physical channel
is shared (i.e., packet switched) rather than the user being assigned a
physical channel for exclusive use (referred to as circuit switched).

The drive for 3G systems was partly fueled by the saturation of 2G systems
in many places and a desire to increase revenues by supporting high-speed
data. Prior to the rollout of 3G systems, the increased demand primarily
resulted from an increased consumer base rather than the emergence of
significant data traffic. The increased subscriber base was addressed by
2.5G systems, which have some of the 3G concepts but only partially
implemented. The driving concept of 3G was the development of a standard
that supports high-speed data, global roaming, and supports advanced
features including two-way motion video and internet browsing.

Third-generation cellular radio is defined by the International Telecom-
munications Union (ITU) [24] and is formally called International Mobile
Telecommunications 2000 (IMT-2000). The basic requirements are for a sys-
tem that supports data rates up to 2 Mbit/s in fixed environments rang-
ing down to 144 kbit/s in wide area mobile environments. In 1999 the ITU
adopted five radio interfaces for IMT-2000:

1. IMT-DS direct-sequence CDMA, more commonly known as WCDMA;

2. IMT-MC multi-carrier CDMA, more commonly known as CDMA2000,

the successor to CDMAOne (specifically international standard IS-95);

3. IMT-SC time-division CDMA, which includes time division CDMA

(TD-CDMA) and time division synchronous CDMA (TD-SCDMA);

4. IMT-SC single carrier, more commonly known as EDGE; and

5. IMT-FT frequency time, more commonly known as DECT.

The dominant choice for 3G is WCDMA. In October 2007 the ITU Radio-
communication Assembly included WiMAX-derived technology, specifically
orthogonal frequency division multiple access (OFDMA, see Figure 5-
8(d)) and MIMO, in the set of IMT-2000 standards as the sixth radio inter-
face. 3GPP [25] provides a migration strategy for cellular communications
through a process called long-term evolution LTE and through a number of
releases each building on prior infrastructure and adding capabilities.

EDGE has intermediate data speeds between those of GSM and WCDMA.
The following terms are also used to describe networks using the
3G WCDMA specification: Universal Mobile Telecommunication System
(UMTS) (UMTS, in Europe), UMTS Terrestrial Radio Access Network
(UTRAN), and Freedom of Mobile Multimedia Access (FOMA, in Japan).
UMTS is the 3G successor of the GSM standard, with the air interface now
using WCDMA. The terminology used in UMTS, listed in part in Table 5-9, is
based on the terminology used in GSM, with subtle differences. UMTS was
first deployed in Japan in 2001. The term WCDMA describes the physical
interface and protocols that support it, while UMTS refers to the whole
network. A large number of frequency bands are designated for 3G, see
Tables 5-10 and 5-11.

The 3GPP timeline is summarized in Figure 5-17. The CDMA2000 and
WCDMA paths become the single LTE path beyond 3G. The CDMA2000 (the
IS-2000 standard) path builds on the original CDMA system defined by the
IS-95 standard and commonly known as CDMAOne (the IS-95 standard).
CDMAZ2000 1xEV-DO is the first evolution of CDMA2000 that meets the ITU
basic specification for 3G. Evolution-data optimized (EV-DO), combines
CDMA and TDMA for higher data throughput.
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Table 5-9: | Term | Description |
UMTS terminology. AuC Authentication center
GGSN Gateway GPRS support node
GMSC | Gateway MSC
HLR Home location register
ISDN Integrated services digital network
MSC Mobile switching center
Node B | Basestation
PSTN Public switched telephone network
RNC Radio network controller
SGSN Serving GPRS support node
UE User equipment
USIM Universal subscriber identity module
VLR Visitor location register

Table 5-10: Spectrum assignments for 3G, [25, Release 99].

Band Uplink Downlink Available spectrum
(MHz) (MHz) NA | LA | EMEA | ASIA | Oceania | Japan
EEENCECIEETETI 0
2 1850-1910 1930-1990
3 1710-1785 1805-1880
4 1710-1755 2110-2155
5 824-849 869-894
6 830-840 875-885
7 2500-2570 2620-2690
8 880-915 925-960
9 1749.9-1784.9 | 1844.9-1879.9
10 1710-1770 2110-2170
11 1427.9-1447.9 | 1475.9-1495.9
12 698-716 728-746
13 777-787 746-756
14 788-798 758765 |
15-18 reserved
19 832.4-842.6 877.4-887.6
20 832-862 791-821 e

The WCDMA and LTE evolution is defined by releases beginning with
an initial release in 2000 known as Release 99 (Rel-99) [26]. This saw the
beginning of the Third Generation Partnership Project (3GPP) specifying
and controlling the evolution of cellular communications through 3G, 4G,
and now 5G. The releases are designed to protect the installed investment in
cellular systems while providing a migration path.

5.9.4 Summary

WCDMA 3G and 4G are widely deployed. While 3G/WCDMA it will be
gradually replaced by 4G and 5G it has particular aspects that could see the
system remain for many years.
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Figure 5-17: Timeline for implementation of 3G, 4G and 5G. DL indicates the downlink data rate;
UL indicates the uplink data rate; BW indicates the channel bandwidth. Development supports
Internet protocol (IP) and voice over IP (VoIP). The two 3G paths become a single long term
evolution (LTE) path. LTE is the concept of smoothly evolving through 4G and into 5G utilizing
existing infrastructure and adding capability [25]). Begining with Release 99 (Rel-99) the timeline
is controlled by 3GPP . The dates refer to the first significnat commercial availability of the
standard and the official release dates can be found at http://www.3gpp.org.

Band Uplink Downlink | Table 5-11: Spectrum assignments for
(MHz) (MHz) TDD 3GPP [25, Release 8].

33 1900-1920 | 1900-1920
34 | 2010-2025 | 2010-2025
35 1850-1910 | 1850-1920
36 1930-1990 | 1930-1990
37 1910-1930 | 1910-1930
38 | 2570-2620 | 2570-2620
39 1880-1920 | 1880-1920
40 | 2300-2400 | 2300-2400
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5.10 4G, Fourth Generation Radio

The 4G cellular system provides downlink data rates of 100 Mbit/s while
mobile and 1 Gbit/s while stationery. The uplink data rates are much lower
at 50 Mbit/s. The maximum rates are assigned to a cellular service area and
are shared but rely on a user’s average data rate being much lower. Providing
these data rates relies on a number of significant advances over 3G:

e Orthogonal frequency division multiplexing (OFDM). Using a very
large number of narrowband channels, e.g. 1200, with each narrow-
band channel having the highest-order modulation possible. Each nar-
rowband channel has its own subcarrier which is individually modu-
lated. Gets around the multipath problem where poor channel charac-
teristics affecting a narrow range of frequencies does not limit overall
bit rates.

e High-order modulation. A terminal unit supports a very large number
of modulation formats, several PSK modulation methods and QAM
methods ranging from 16-QAM to 1024-QAM. Modulation and
demodulation are implemented in a DSP unit.

e Cyclic prefix (CP). Enables the use of efficient discrete Fourier
transforms in the transmitter. Simplifies hardware by yielding lower
PMEPR than would be obtained if a zero-level guard band was
provided to overcome interference caused by multipath.

e Multiple input, multiple output (MIMO). MIMO uses multiple
antennas to transmit and receive signals exploiting independent
transmit-receive paths to increase the total capacity between a
basestation and terminal unit. Multiplies data rates by the number of
transmit or receive antennas (which ever is less).

e Pervasive access. Terminal units support many access technologies
(e.g., 2G—4G, WiFi, Bluetooth etc.) and seamlessly switching among
them. Since 4G is an IP-based system data can be sent on any network,
e.g. WiHi utilization reduces the demands on the cellular network.

These advances require tremendous computing power made available by
advanced low-power VLSI and developments in low-power RF modems.
Another critical aspect of 4G (and now 5G) is deployment of a well thought
out road map called Long Term Evolution (LTE) that enables incremental
(although significant) advances building on previously implemented
enhancements.

The LTE timeline is shown in Figure 5-17, 4G effectively began with
Release-9 implemented first at the end of 2010 with this release introducing
MIMO and OFDM (to be defined latter). There are fundamental changes
to the physical interface, and 4G uses Internet Protocal (IP) exclusively
including for voice (voice over IP—VoIP). Subsequent releases introduced
more concepts and increased data coverage. 4G and now 5G can not coexist
with 3G systems and separate bands must be allocated. Eventually 3G will
go away. It is worth noting that 5G is upwards compatible with 4G.

The ITU World Radiocommunication Conference has allocated many
bands to 4G ranging from 450 MHz to 5850 MHz. There is not a single band
that can be used world-wide but cellular handsets are designed to support
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Table 5-12: Selected LTE bands used in 4G.
Band | Mode Uplink Downlink Bandwidths Regions
(MHz) (MHz) (MHz)
3 FDD 1710-1755 | 1805-1880 | 1.4,3,5,10,15,20 | Asia, Parts of Africa, Europe, Parts
of Latin America, Oceania
12 FDD 699-716 729-746 14,3,5,10 North America, Asia, Parts of Africa,
Europe, Parts of Latin America
40 TDD 2300-2400 5,10, 15, 20 Asia, Parts of Europe, Oceania
41 TDD 2496-2690 5,10, 15, 20 Parts of Africa, Parts of Asia, USA
Bandwidth | Resource | Subcarriers | Subcarriers | Table 5-13: Resources for different LTE
blocks (downlink) (uplink) bandwidths.
1.4 MHz 6 73 72
3 MHz 15 181 180
5 MHz 25 301 300
10 MHz 50 601 600
15 MHz 75 901 900
20 MHz 100 1201 1200

Figure 5-18: OFDM spectrum with four
subcarriers showing orthogonality.

multiple bands. The features of representative bands are shown in Table 5-
12. Channel bandwidth, with a channel having a single carrier, range from
1.4 MHz to 20 MHz, see Table 5-13. Each carrier has correlated subcarriers
each modulated to produce a subchannel with a 15 kHz-wide bandwidth.

5.10.1

In OFDM, data is divided into many bitstreams with each bitstream
modulating a subcarrier producing a relatively narrowband subchannel and
a user being assigned multiple subchannels. In 4G these subchannels are
15 kHz-wide in normal operation and 7.5 kHz wide in a rich multipath
environment with a large excess delay spread as described in Section 4.7.
The concept behind this is that having a narrow bandwidth, the duration of
a symbol is long and will exceed the excess delay spread. This minimizes
the impact of intersymbol interference (ISI) when a symbol traveling on a
fast path overlaps with the component of a previous symbol traveling on
a longer path. Also each subchannel can be modulated with the maximum
order modulation enabled by that particular channel’s characteristics. For
this to work the subcarriers must be orthogonal and precisely spaced in
frequency and time. The orthogonality is shown in the spectrum of Figure 5-
18, where the arrows at the top indicate sampling points for two subcarriers.
The orthogonality of the subcarriers is seen by noticing that the peak of one
subcarrier is at the zeros of the other subcarriers. When one subcarrier is
sampled, the contribution from all other carriers is zero; they are orthogonal.

Orthogonal Frequency Division Multiplexing
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The spectra of the subcarriers overlap, but this does not matter.

In 4G groups of 12 subcarriers lasting 0.5 ms are grouped in a resource
block which is the minimal allocation to a user. In communications with a
handset, a basestation (called a B node in 4G and 5G) allocates a specific
number of subcarriers. These may not be contiguous on the downlink, as
shown in Figure 5-8(d), but are contiguous on the uplink. The number of
subcarriers allocated to a particular user varies according to the data rate
requirements and the order of modulation used with each subcarrier being
adjusted to accommodate the subchannel characteristics including fading
and interference.

In communicating to a single user, the total bitstream is error encoded
and then the bitstream is divided up so that different parts of the bitstream
are sent over multiple subchannels thus spreading the coded data. As a
result 4G implements spectrum spreading but at a much lower coding rate
than the spreading in 3G. This further mitigates the impact of multipath
which can affect the integrity of individual subchannels. Signal strength
and interference, and hence SIR, can differ for each channel and this is
compensated for by having different bit rates in each subchannel and
spreading the data plus error correction coding.

A second effect of multipath is referred to as delay spread. Transmitted
signal components following different paths arrive at a receiver at different
times. If the time duration of a symbol is short, which is the case if wideband
modulation is used, then the components of a signal, corresponding to
one symbol, following longer paths could arrive at the same time as the
components of the next symbol following shorter paths. This causes inter-
symbol interference. With the longer symbol duration with OFDM and a
guard band interval (which is now relatively short) between symbols, inter-
symbol interference can be greatly reduced.

Implementation

OFDM could be implemented by using separate modulators and demodula-
tors for each subcarrier. Instead the separate modulators and demodulators
are replaced by a fast Fourier transform (FFT) and an inverse FFT (iFFT),
respectively, implemented in a DSP unit called the baseband processor. In
the transmitter the iFFT produces a modulated signal at a low intermediate
carrier frequency. For example, a 1.4 MHz bandwidth OFDM signal could be
a DSB-SC signal with a center frequency, i.e. IF carrier frequency, of 700 kHz
but otherwise look identical to the final transmitted OFDM signal. Then a
SSB-SC up-converter translates the OFDM signal to a radio frequency signal.
Each of the time-varying frequency inputs of the iFFT is centered at a sub-
carrier frequency. Each of the frequency inputs is a sequence of time-samples
of a slowly varying modulated signal implementing the selected modulation
method for that subchannel. On receive the input of the FFT is the sequence
of time samples of the modulated signal centered on the IF carrier which has
been down-converted from RE. Each of the outputs of the FFT correspond to
a time sample of an individual modulated subcarrier.

Since the OFDM signal combines many individually modulated subcarri-
ers the PMEPR of OFDM is large but grows relatively slowly with the num-
ber of subcarriers. The higher PMEPR, compared to a single modulated car-
rier, introduces microwave design challenges especially for mixers and am-
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Figure 5-19: Components of a frame in 4G for a 1.4 MHz-bandwidth channel. The 10 ms-
long frame, top left, has an array of resource blocks each with a slot duration of 0.5 ms and a
bandwidth of 180 kHz. This frame has a 1.08 MHz data bandwidth with 160 kHz guard bands for
a total bandwidth of 1.4 MHz. (The guard-band differs for channels having other bandwidths.
Each resource block has on seven OFDM symbols with each comprised of seven symbols during
a symbol interval. There are 84 symbols (Seven OFDM symbols) per resource block (with 1024-
QAM having 10 bits per subcarrier 840 bits are transmitted per resource block).

plifiers. However, since most of the heavy lifting is done in DSP which being
numerical is distortion-free, the up-converter is simplified .

Resource Blocks

The way that OFDM is implemented in 4G is illustrated in Figure 5-19 for a
1.4 MHz-bandwidth modulated signal. The subchannels in 4G are organized
in a frame that is 10 ms long. Within the frame subchannels are grouped into
resource blocks each of which has a duration of 0.5 ms and a bandwidth of
180 kHz. The resource block is the smallest unit allocated to a user and a user
can have many simultaneous resource blocks and many sequential resource
blocks. A resource black has many subcarriers and symbol intervals and the
exact length and bandwidth of a single symbol-subcarrier segment has a
normal mode used most of the time, and two extended modes that handle
severe multipath environments. In the normal mode, each resource block has
seven 71.4 us-long symbols per subcarrier and there are 12 subcarriers. (The
extended modes have longer symbol duration and 7.5 kHz bandwidth.)

In OFDM there are subchannels that are reserved for pilot tones that send
known data streams and these can be used to characterize the channel. The
pilot subchannels are denoted as P in Figure 5-8(d). The dedicated pilot
subchannels enable carrier recovery. Therefore it is not necessary to restrict
modulation by avoiding transitions through the origin of the constellation
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diagram (or more precisely the phasor of the modulated subcarrier). Thus
near-ideal modulation efficiency is possible for the data subcarriers.

Summary

OFDM has been tremendously successfull and only had to wait for
the capabilities of low-power VLSI to advance. It is now widely used
in communications including WiFi, wired communications (e.g. digital
subscriber line (DSL)) as well as in 4G and 5G.

5.10.2 Orthogonal Frequency Division Multiple Access

Orthogonal Frequency division multiple access (OFDMA), also known
as multiuser OFDM, is the multiuser version of OFDM that supports
simultaneous communication by multiple users and so is an access
technology. The access scheme is illustrated in Figure 5-8(d) where one
channel is illustrated and could have a bandwidth ranging from 1.4 MHz
to 20 MHz. There could be 1201 subchannels so not all of these are shown.
The subchannels are grouped in contiguous groups of 12 subchannels to
form a 1 ms-long resource block (24 7.5 kHz-wide subchannels in extended
mode used with a very rich multipath environment). So what are numbered
in Figure 5-8(d) are resource blocks. In OFDMA, generally one or more
resource blocks are assigned to a particular user and these do not need to
be contiguous in the downlink but are contiguous in the uplink as then the
PMEPR is lower

This lessens the demand on the power amplifier in the terminal unit.
Effectively there is a single carrier on the uplink and hence the uplink access
scheme is also called single-carrier frequency division multiple access
(SC-FDMA) or single-carrier orthogonal frequency division multiple
access (SC-OFDMA). On the downlink the basestation is using all of the
subchannels simultaneously communicating with multiple terminal units
but in the uplink each terminal unit only uses a few. Users share pilot
subchannels, designated as P in Figure 5-8(d).

5.10.3 Cyclic Prefix

The cyclic prefix (CP) refers to the scheme used to accommodate excess
delay spread resulting from multipath. Since symbols sent on different paths
arrive at the receive antenna with various delays, there can be overlap of a
symbol arriving on a fast path with a previous symbol arriving on a longer
path. This could result in intersymbol interference (ISI). In 4G there could
have been a zeroed (i.e. no signal) guard interval to eliminate ISI. Instead,
in 4G, a cyclic prefix (CP) is used whereby a symbol is prefixed repeating
the end part of a symbol. One symbol of a resource block is shown at the
bottom of Figure 5-19. Each symbol of the resource block is 66.7 us long
with a cylic prefix which normally is 4.7 ps long but longer for the first
symbol of the resource block and when in extended mode which is used
in severe multipath environments.® The 4.7 us long CP corresponds to a

5 In the normal mode the first CP is 5.2 us long and there are two extended modes. One is 16.7 us
long and another is 33.3 us long and then the bandwidth of each subchannel is reduced to
7.5 kHz. In normal mode the overhead is 7% and in extended mode the CP overhead is 25%.
If the first extended CP is used then there are 6 OFDM symbols per resource block.
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Figure 5-20: Duplex schemes used in 4G with ten subframes in a 10 ms frame.

difference in path lengths of 1.4 km. This cyclic prefix provides the required
guard interval. There are several advantages to copying the end of a symbol
and repeating it before the symbol. This reduces the PMEPR that would
result if the guard interval had no signal, and it enables a discrete Fourier
transform to be used in processing the signal. This is essential to efficient
VLSI implementation of OFDM.

The repetition of the cyclic prefix for each symbol in a resource block is
equivalent to repeating the end of each OFDM symbol at the start of an
OFDM symbol (the aggregate of symbols across all 12 subcarriers constitutes
an OFDM symbol). The repetition enables the start of each OFDM symbol
to be determined as the CP is correlated to the end of the symbol. The
cyclic prefix also helps in characterizing the channel and removing distortion
within the OFDM symbol

5.10.4 FDD versus TDD

Frequency division duplex (FDD) and time division duplex (TDD) are two
duplex schemes supported in 4G although only one mode or the other
is supported in a particular band, e.g. see Table 5-12. FDD and TDD are
arranged in frames of 10 ms comprising ten subframes of 1 ms duration,
see Figure 5-20. In FDD, Figure 5-20(a), there are separate uplink, denoted
U, and downlink, denoted D, frequency bands and uplink and downlink
transmissions are simultaneous. The use of paired spectrum requires a good
diplexer to isolate the receiver and transmitter. In TDD, Figure 5-20(b),
uplink and downlink use the same band and there are separate uplink,
denoted U, and downlink, denoted D, transmissions in different frequency
bands. In TDD, uplink and downlink transmissions are simultaneous.
Channel propagation is the same in both directions at least over 10 ms as
long as mobility is not too high. TDD allows dynamic allocation of uplink
and downlink capacity.

5.10.5 Multiple Input, Multiple Output

Multiple input, multiple output (MIMO, pronounced my-moe) technology
uses multiple antennas to transmit and receive signals. The MIMO concept
was developed in the 1990s [27, 28] and implemented in 4G and 5G, and
several WLAN systems. There are several aspects to MIMO. First, each
transmit antenna sends different data streams simultaneously on the same
frequency channel as other transmit antennas. The most interesting feature
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Figure 5-21: A MIMO system showing multiple paths between each transmit antenna and each

receive antenna.

is that MIMO relies on signals traveling on multiple paths between an array
of transmit antennas and an array of receive antennas. In a conventional
communications system the various paths result in interference and fading,
but in MIMO these paths are used to carry more information. In a MIMO
system, each path propagates an image of one transmitted signal (from one
antenna) that differs in both amplitude and phase from the images following
other paths. Effectively there are multiple connections between each transmit
antenna and each receive antenna, see Figure 5-21. For simplicity, three
transmit antennas and three receive antennas are shown. However, MIMO
can work with as few as two transmit antennas and two receive antennas.
In MIMO a high-speed data-stream is split into several slower data streams,
shown in Figure 5-21 as the a, b, and ¢ bitstreams. The distinct bitstreams
are separately modulated and sent from their own transmit antenna, with
the constellation diagrams of the transmitted modulated signals labeled A,
B, and C. The signals from each of the transmit antenna reaches all of the
receive antennas by following different uncorrelated paths.

The output of each receive antenna is a linear combination of the multiple
transmitted data streams, with the sampled RF phasor diagrams labeled M,
N, and O. (It is not really appropriate to call these constellation diagrams.)
That is, each receive antenna has a different linear combination of the
multiple images. In effect, the output from each receive antenna can be
thought of as the solution of linear equations, with each transmit antenna-
receive antenna link corresponding to an equation. Continuing the analogy,
the signal from each transmit antenna represents a variable. So a set of
simultaneous equations can be solved to obtain the original bitstreams.
This is accomplished by demodulation and mapping using knowledge
of the channel characteristics to yield the original transmitted signals
modified by interference. The result is that the constellation diagrams W,
X, and Y are obtained. The composite channel can be characterized using
known test signals. Special coding called space-time (or spatio-temporal)
coding embedded in the transmitted data-stream also enables estimation
of the communication matrix. Space-time coding encodes each transmitted
data-stream with information that can be used to update the channel
characterization.

The capacity of a MIMO system with high SIR scales approximately
linearly with the minimum of M and N, min(M, N), where M is the number
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Modulation Capacity bit/s/Hz (bits per second per hertz) Table 5-14: Capacity of MIMO
scheme Non-MIMO MIMO with M =2, N =2 schemes with PSK modula-
M=1N=1]| SIR SIR SIR SIR | ton for different received SIRs

maximum 0dB | 10dB | 20dB | 30dB compared to the maximum ca-

BPSK 1 1.2 2 2 2 pacity of a conventional non-
QPSK 2 1.6 37 4 4 MIMO scheme. M is the num-
8-PSK 3 L6 4.8 6 6 ber of transmit antennas, N is
16-PSK 4 1.6 4.9 75 8 the number of receive anten-

nas. Data from [31].

of transmit antennas and NV is the number of receive antennas (provided
that there is a rich set of paths) [29, 30]. So a system with M = N = 4
will have four times the capacity of a system with just one transmit antenna
and one receive antenna. Table 5-14 presents the capacity of a MIMO system
with ideal PSK modulation and two transmit and two receive antennas.
This is compared to the capacity of a conventional (non-MIMO) system. The
capacity is presented in bits per second per hertz and it is seen that significant
increases in throughput are obtained when SIR is high. MIMO is a successful
way to increase capacity and is included in modern WiFi, radars, and other
communication systems.

In summary, MIMO systems achieve throughput and range improvements
through four gains achieved simultaneously:

1. Array gain resulting from increased average received SIR obtained
by coherently combining signals. To exploit this the channel must be
characterized. This increases coverage and quality of service (QoS).

2. Diversity gain obtained by presenting the receiver with multiple
identical copies of a given signal. This combats fading. This also
increases coverage and QoS.

3. Multiplexing gain by transmitting independent data signals from
different antennas to increase throughput. This increases spectral
efficiency.

4. Cochannel interference reduction. This increases cellular capacity.

5.10.6 Carrier Aggregation

Carrier aggregation (CA) is one of the main features that 4G introduced. In
carrier aggregation bitstreams on different carriers are combined to yield
a higher overall bit rate than one carrier can support. This enables short-
term high bit rates to be transmitted to a terminal. The full concept supports
combining of bit-streams with carriers that are in different frequency bands
(called inter-band CA), the same frequency band (called intra-band CA),
different cells, and even in a combination of licensed and unlicensed (think
WiFi) bands. It is 4G LTE-A combining carrier aggregation and MIMO that
achieves, and can even surpass, the peak 1Gbit/s goal of 4G. A typical goal
of 4G LTE A is to combine five carriers. The 4G standards, 3GPP release 13,
supports 32-carrier aggregation and up to 3 Gbit/s.

5.10.7 IEEE 802.11n

The IEEE 802.11n WiFi system is not 4G but this is discussed here to
indicate that many of the concepts that are incorporated in wireless systems
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Table 5-15: Data rates used in the 802.11n standard. MCS is the modulation and coding
scheme index. GI is the guard interval. With a 20 MHz-wide channel there are 52 data
subcarriers, and an additional 4 subcarriers, called pilots, enable carrier recovery and monitor
the channel characteristics. With a 40 MHz-wide channel there are 108 data subcarriers and 6
pilot subcarriers. R; = information bit rate, R. = coded bit rate. R, is the bit rate of information
bits plus bits added for error correction. Thus a coding rate of 5/6 means that for every 5
information bits there is an additional (redundant) code bit.

Coding Data rate (Mbit/s)
MCS Spatial | Modulation rate 20 MHz channel 40 MHz channel
index | streams type Ri/R. | 800nsGI | 400 ns GI | 800 ns GI | 400 ns GI
0 1 BPSK 1/2 6.50 7.20 13.50 15.00
1 1 QPSK 1/2 13.00 14.40 27.00 30.00
2 1 QPSK 3/4 19.50 21.70 40.50 45.00
3 1 16-QAM 1/2 26.00 28.90 54.00 60.00
4 1 16-QAM 3/4 39.00 43.30 81.00 90.00
5 1 64-QAM 2/3 52.00 57.80 108.00 120.00
6 1 64-QAM 3/4 58.50 65.00 121.50 135.00
7 1 64-QAM 5/6 65.00 72.20 135.00 150.00
8 2 BPSK 1/2 13.00 14.40 27.00 30.00
9 2 QPSK 1/2 26.00 28.90 54.00 60.00
10 2 QPSK 3/4 39.00 43.30 81.00 90.00
11 2 16-QAM 1/2 52.00 57.80 108.00 120.00
12 2 16-QAM 3/4 78.00 86.70 162.00 180.00
13 2 64-QAM 2/3 104.00 115.60 216.00 240.00
14 2 64-QAM 3/4 117.00 130.00 243.00 270.00
15 2 64-QAM 5/6 130.00 144.40 270.00 300.00
16 3 BPSK 1/2 19.50 21.70 40.50 45.00
17 3 QPSK 1/2 39.00 43.30 81.00 90.00
18 3 QPSK 3/4 58.50 65.00 121.50 135.00
19 3 16-QAM 1/2 78.00 86.70 162.00 180.00
20 3 16-QAM 3/4 117.00 130.70 243.00 270.00
21 3 64-QAM 2/3 156.00 173.30 324.00 360.00
22 3 64-QAM 3/4 175.50 195.00 364.50 405.00
23 3 64-QAM 5/6 195.00 216.70 405.00 450.00
31 4 64-QAM 5/6 260.00 288.90 540.00 600.00

first appear in WiFi. IEEE 802.11n is an example of a data communication
system that combines many advanced concepts. The 802.11n system uses
MIMO, OFDM, and many dedicated subcarriers for continuous channel
characterization and carrier recovery. The 802.11n standard uses several
modulation types, as shown in Table 5-15, and it supports the use of either
a 20 MHz- or 40 MHz-wide channel. There can be one, two, three or four
spatial streams and these are equal to the minimum of the number of
transmit and receive antennas. If the number of transmit or receive antennas
is more than the number of spatial streams, the extra antennas are used for
receiver or transmit diversity. Under the best conditions with high SNR,
negligible correlation of the transmit-to-receive antenna paths, and four
transmit and four receive antennas, the modulation and coding scheme
(MCS) index 31 is used. With this index, modulation uses 64-QAM and 5/6
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Figure 5-22: Block diagram of an OFDM modulator.

coding. This mode supports a data rate of 600 Mbit/s if a 400 ns guard
interval is used. This guard interval, rather than the 800 ns guard interval,
is used when there is low delay spread. If the SNR is lower, a lower-order
modulation scheme is used.

5.10.8 OFDM Modulator

The basic structure of an OFDM modulator is shown in Figure 5-22. From
the perspective of a single user, a bitstream S}, is divided up by a serial-
to-parallel converter to produce multiple slower bitstreams each of which
is mapped onto complex signals x; which become the frequency inputs
of an iFFT. The outputs of the iFFT are real and imaginary time-domain
baseband signals igp(t)and gpp(t). At each symbol interval (igg(),qpp(t))
indicates a symbol. The ig(t)and ¢pp(t) pass through a cyclic prefix
generator that copies the end of the symbol and prefixes it to the beginning
of the symbol. Then the output of the cyclic prefix generators are shaped
by an FIR filter (generally a raised cosine filter) to produce the shaped
1/Q signals igg(t)and ¢gg(t) which are input to a quadrature modulator
with an intermediate carrier frequency to produce a DSB-SC intermediate
frequency signal modulated signal sir(t). For example, if the frequency
range of igp(t)and ¢pp(t) range from just above DC to just below 700 kHz
the choice of f.» = 700 kHz results in a 1.4 MHz wide modulated signal
s1r(t) which is a DSB-SC OFDM modulated signal. The entirety of the OFDM
modulator in Figure 5-22 is implemented digitally in a DSP unit.

5.10.9 Summary of 4G

At the physical layer the 4G standard introduces and combines OFDM,
carrier aggregation (CA), and MIMO to achieve tremendous data rates that,
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Figure 5-23: Data rate capacity of 4G as the long term evolution of 3G.

in a fully implemented 4G system achieves low-latency data download at
mobile rates up to 100 Mbit/s and rates while stationary of 1 Gbit/s. OFDM
is the technology that sends many relatively slow bitstreams over narrow
bandwidth sub-channels to efficiently support multiple users making best
use of the channels available and circumventing many multipath effects. It
replaces the use of spreading codes in CDMA to support multiple access
and circumvent some multipath problems. CA combines multiple bitsteams
sent on different carriers and even from different basestations to increase the
short term overall bit rate. MIMO uses multiple, i.e. M, transmit antennas,
at the basestation, and multiple, i.e. N, receive antennas, at the handset,
and exploits uncorrelated communication paths between pairs of transmit
and receive antennas. The (ideally) zero correlation is made possible by
multipath and the correlation is lowest if there is no line-of-sight path. If
the de-correlation is complete the data capacity is increased by a function of
the minimum of the number of transmit antennas, i.e. MIN(M, N). If there
is some correlation, perhaps due to coupling between the receive antennas,
then a MIMO capacity factor H < MIN(M, N) is defined. With MIMO it is
necessary to modify Shannon’s capacity limit as MIMO systems can exceed
the limit defined for a single channel. Shannon’s capacity limit for a MIMO
system becomes [29]

C = B.log,(1 + SIR - H). (5.31)

This indicates that the channel carrying capacity is greatly increased,
especially when the SIR is high. The data rate capacity of 2G systems (GSM
and CDMA) is contrasted with the capacity of 3G (WCDMA) and 4G systems
in Figure 5-23.
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5.11 5G, Fifth Generation Radio

As with 4G there will be long term evolution of the 5G standard and
this will be upwards compatible with 4G. Even though 4G was touted as
the long term evolution of 3G, at the physical layer it was fundamentally
incompatible. 5G is fundamentally compatible with 4G at the physical layer
and it is expected that cellular phone services will continue to function much
the same as if 4G was being used. The first iteration (i.e. evolution) of 5G is
called Next Radio (NR) and begins with 3GPP Release 15, see Figure 5-17,
and operation began in the second half of 2018.

The full 5G standard supports three use cases and a significantly improved
level of service over 4G. One of the uses cases is enhanced mobile
broadband (eMBB) with peak data rates of 20 Gbit/s and sustained data
rates of 100 Mbit/s. High mobility of up to 500 km/s is supported.
Another use case is massive machine-to-machine communication (mMTC)
supporting the internet of things (IoT) with high density of devices (up
to 10%/km?, long range, low data rate (1 kbit/s—100 kbit/s), and enabling
10 year battery life. The third use case is ultra reliability and low latency
(URLLC) with less than 1 ms air interface latency and less than 5 ms overall
end-to-end latency, 99.9999% reliability, data rates up to 10 Mbit/s, and
supporting high mobility.

Many scenarios require ultra-reliable and very low end-to-end latency,
perhaps as low as 1 ms. The early deployments of 4G had latencies of 80 ms
or more and varied considerable across service providers. Over the years
since 4G was launched latencies have reduced considerably but in 4G it is
not possible to have air-interface latencies less than the 10 ms frame rate of
4G. A fundamental limit in 4G is due to the 0.5 ms time duration of a slot,
see Figure 5-19. One concept in 5G is to have more slots per 1 ms subframe
maintaining the subframe for upwards compatibility. In 4G there are two
slots per subframe. Possible developments in 5G are 1) to have more slots
per subframe and 2) (what seems to be similar) to have more symbols per
slot. With 16 slots per subframe the slot duration is 0.0625 ms. The long-term
evolution of 5G will continue and achieve overall latencies of 1 ms or less.

An important concept of 5G is to be fully compatible with the 4G
infrastructure and the only new infrastructure required is that to support
new services. There were two central ideas behind 4G: OFDM and MIMO
and these are used in 5G OFDM. OFDM in 4G used two fixed sub-carrier
spacing, but 5G has a number of different sub-carrier bandwidths including
a subchannel bandwidth of 480 kHz, and a low bandwidth subchannel
bandwidth of 7.5 kHz to accommodate high speed mobility As with 4G,
carrier aggregation is used but now the bitstreams on up to 32 carriers are
combined. Also channel bandwidths are up to 400 MHz compared to the
20 MHz RF bandwidth maximum of 4G.

5.11.1 Mesh Radio

In 5G a wireless mesh removes the need for a fixed basestation to
communicate directly to an end unit [32]. If there is a node between
the basestation and a mobile user, an intervening node, possibly another
mobile user, can be used effectively as a relay. This reduces overall power
requirements and levels of interference, which in turn leads to greater data
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carrying capacity. This concept can be extended to use multiple intervening
nodes forming a dense mesh with considerable tolerance to multipath and
interference effects. One significant benefit of this can be seen by noting
that in an urban environment power can fall off by the fourth power of
distance. Another benefit is that the impact of fading can be greatly reduced,
as the paths in the mesh will fade independently. This will be augmented
by many small cells called femtocells and picocells handling traffic in small
geographic areas such as buildings, airports, and sporting facilities.

5.11.2 Cognitive Radio

Cognitive radio exploits the fact that much of the EM spectrum remains
unused even while the bands reserved for cellular communications have
reached capacity. This situation is a consequence of the allocation of
bands for dedicated services that may not be active at a particular time
and place. Examples are unused bands reserved for broadcast television
channels and bands reserved for communication in times of emergencies.
A cognitive radio senses its environment and adapts in real time to a
user’s communication needs by temporarily borrowing unused spectrum
[33, 34]. As a result spectrum is used more efficiently. A cognitive radio
avoids causing interference with the communications of other users by
sensing spectrum use, changing frequency, adjusting power level, and
altering transmission protocols. If a licensed band is borrowed, then a
cognitive radio discontinues use of this part of the spectrum if the licensee
of the band becomes active. This behavior is also called dynamic spectrum
management.

5.11.3 Massive MIMO

MIMO in 4G uses multiple antennas at the basestation and at terminals to
increase overall data rates provided that there are multiple paths between
the transmitter and receiver. For example, with two basestation antennas
transmitting separate bitstreams but in the same frequency band and
two uncorrelated receive antennas, known as 2x2 MIMO, the theoretical
maximum data rate is twice what could be supported by line-of-sight
communication. In 5G there can be a very large number of transmit antennas
even though there are few receiver antennas per terminal unit as multiple
terminal units mean that there can effectively be a very large number of
receive antennas.

5G operates at frequencies below 6 GHz and at millimeterwave
frequencies. Below 6 GHz 8x8 MIMO is supported in the standard but
there can be a hundred or more basestation antennas. For example. With
128 basestation antennas and four receiver antennas per terminal unit, 32
terminal units can be supported in the same frequency band. Overall the
system has much higher throughput, theoretically a maximum of 128 times
more than a single line-of-sight link could support. This concept, i.e. not all of
the receive antennas need be on the same platform, is called massive MIMO.

Massive MIMO uses characterization of the channel as in conventional
MIMO but uses this information to form multiple beams each directed
at each terminal unit. This situation is shown in Figure 5-24 where there
are multiple transmit/receive antennas at each basestation but relatively
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few transmit/receive antennas at each terminal unit. At the start of each
correlation interval, i.e. the time over which a channel does not change
significantly, each terminal unit transmits a code to the basestation. Each
terminal unit uses an orthogonal code and so the basestation is able to
characterize the channels from each of the terminal units to the basestation.
The basestation is then able to use its antennas in a phased array to form a
beam to transmit data just to the intended terminal. The real situation is a
little different as a single beam is not formed but instead a weighted signal
is broadcast from each of the basestation antennas with the effect being that
all of the power following multiple paths comes together at the intended
terminal unit. Still this process is called beamforming. Different beams are
used for each basestation. In the second half of the correlation interval the
terminal unit transmits back to the basestation and the basestation uses its
beamforming in reverse to effectively create multiple receive beams each
directed at a terminal units. Of course these are not strictly beams but use
the channel model to combine the signals from each of the basestation receive
antennas to effectively receive signals with the highest signal-to-interference
ration from each terminal.

Massive MIMO has a performance advantage even with line-of-sight as
long as the terminal units are not on top of each other as the paths from each
of the basestation antennas to each of the terminals will be uncorrelated.
Beam steering can be also used to concentrate transmitted energy in a
particular direction.

5.11.4 Active Antenna Systems

Adaptive antennas, or active antenna systems (AAS), are also known as
smart antennas and adapt an array of antennas to either direct an antenna
beam between a transmitter and a receiver, eliminate interference, or use the
spatial signatures provided by diverse propagation paths to transfer more
information than can be sent over a single link [35]. All this is done using
signal processing rather than hardware reconfiguration.

In one approach a smart antenna is used to switch between a number
of fixed, usually narrow, antenna beams in what is analogous to a highly
sectored antenna array. Switching requires knowledge of the angle of arrival
and the beams track a mobile unit. A simple version of this concept is
used in 3G and 4G radio. As well as focusing the available power on the
intended communication nodes, beam forming through beam switching also
minimizes interference.

Adaptive antennas increase data transfer rates, reduce interference, and
reduce the amount of transmit power required.

Figure 5-24: A mas-

- j sive MIMO system

with beams from the

- basestation antennas
to
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5.11.5 Microwave Frequency Operation

Low frequency operation refers to 5G operating below 6 GHz. The bands
being adopted for early stage deployment are the 700 MHz, 3300-4200 MHz
and 4400-5000 MHz bands but the full coverage is not available in all
countries. Many are predicting that the bulk of 5G communication will be
at these frequencies, particularly at 3.5 GHz, up until the mid or late 2020s.
It is important to 5G that there be globally available spectrum. The 700 MHz
band is of particular interest as it will provide wide area coverage and
deep penetration into buildings and so is a candidate for providing high
reliability links important for the 5G mMTC applications. At this frequency
5G is compatible with 4G but with evolved characteristics such as supporting
up to 32 carrier aggregation and 8 x 8 MIMO instead of the five carrier
aggregation and (usually) maximum 3 x 3 MIMO of 4G. Also 5G in the low
frequency range supports 256 QAM modulation but then the order of QAM
modulation supported with 4G has evolved with latter 3GPP releases.

5.11.6 Millimeter-Wave Operation

The very high data rates of 5G are obtained by operating at millimeter-
wave (mm-wave) frequencies where much more bandwidth is available.
The bands being focused on are the 24.25-29.5 GHz and 37-40.5 GHz.
(Yes, technically 24.25-29.5 GHz is not millimeter-waves which requires a
wavelength to be 10 mm or less, but that is being called mm-waves in the
5G community.) At mm-wave frequencies very tight beamforming can be
achieved if the same overall antenna size is used. However there is a penalty,
signal attenuation is high and it is not possible to send signals through walls
and into buildings. As such window mounted units are required to receive
signals. Millimeter-wave operation is envisioned to use 2 x 2 MIMO only, but
still use massive MIMO, be useful for low speed mobility, but provide very
high data rates.

5.11.7 Non Orthogonal Multiple Access

One of the distinguishing features of 4G and 5G is OFDMA, an orthogonal
multiple access (OMA) scheme. OFDMA in (both both 4G and) 5G allocates
a dedicated resource block to each user and orthogonality ensures that there
is almost no inter-user interference. The system utilization is optimum when
each resource block is fully utilized. However this is not the case with IoT
devices, the support for which is one of the main features of 5G. When IoT
devices communicate very little information is usually exchanged and so
most of the resource block used by an IoT device is unused. The expected
growth of 5G will see a great proliferation of IoT devices with these devices
having diverse data rate and latency requirements. Communicating with
each IoT device by allocating a dedicated resource block does not use the
capacity effectively. In addition, using the same basestation transmit power
for each user is said to be “unfair’ in that each user typically has a different
channel quality with a user having a poorer channel quality needing to
operate with lower-order modulation. The ‘unfairness” arrises because the
channel capacity is not equally shared but it would be if the the basestation
transmitted higher powers to the user with a poorer channel. Non orthogonal
multiple access (NOMA) is designed to addresses this imbalance and to
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ensure optimum use of each resource block and hence of the communication
system.

The key concept of NOMA is that low-rate devices will share a resource
block, they will use differing symbol rates, and the transmit power level
from the basestation to each user will be adjusted according to the quality of
the communication channel [36, 37]. In NOMA, and in contrast to OFDMA,
there will be inter-user interference and schemes have been developed that
will enable individual users to be separated. One possible NOMA scheme to
separate users by using code domain multiplexing with each user sharing a
resource block being assigned a unique code. The concept is very similar to
that used in WCDMA but applied at the level of a resource block.

The dominant NOMA scheme in 5G and the one to be first deployed (as
of the time of writing this book) in a future 3GPP release of the 5G standard
is multi-user superposition transmission (MUST). Successive interference
cancellation (SIC) is the scheme used to separate users.

In MUST users are allocated different power levels and will use different
symbol rates. For example, a distant user with a poor quality channel will
receive more power in NOMA and a user with a good channel will receive
less since the maximum power available from the basestation transmitter is
fixed. The result is that the throughput of the close and distant users will
be similar. This is called ‘fairness” and is particularly important when the
system is operating at or near capacity. A further advantage of NOMA is
that the demands on the basestation transmitter hardware is reduced. One
of the consequences of having a common symbol rate in OFDMA is that
the PMEPR is higher than it would be if there was a range of symbol rates.
Thus NOMA will result in the total RF signal being transmitted from the
basestation having a lower PMEPR.

It is expected that there will be a significant increase in throughput as
many users, think of IoT devices, only need to communicate at very low data
rates. Current cellular systems reach an abrupt limit on their throughput. In
NOMA overload is supported at the cost of inter-user interference. Studies
have shown that a threefold increase incapacity is possible with NOMA
schemes that tolerate overload and inter-user interference [37].

5.11.8 Summary

The 5G system introduces many system optimization strategies and a high-
level of system optimization across perhaps hundreds of basestations is
required to achieve full potential. The 5G systems will inevitably be followed
by 6G and this is the subject of current research. The defining characteristic
is that 6G is being targeted to operate above 100 GHz and provide enormous
bandwidths since very wide bandwidths are available.

5.12 6G, Sixth Generation Radio

Sixth generation radio will operate in the 95 GHz to 275 GHz range, and will
provide data rates of 100 Gbit/s [38]. While 5G hopes to provide these data
rates at 60 GHz this may not come to pass as the required spectral efficiency
of 14 bits/s/Hz and requires 60 GHz hardware with very high dynamic
range and this is unlikely to be available for some time. With 6G these data
rates will be possible with much lower-order modulation and hence reduced
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demands on hardware Regulatory bodies have allocated several bands in
this range. In the USA these bands are 116-123 GHz, 174.8-182 GHz, 185-
190 GHz, and 244-246 GHz for a total of 21 GHz of spectrum. Atmospheric
losses can be large at these frequencies but, except for a peak of absorption
around 140 GHz, this is more than compensated by the pencil-like beams
generated by many-element phased array antennas possible at these high
frequencies. The 100+ GHz frequencies have wavelengths of 3 mm or less
enabling functionality not available at 60 GHz and below. These include
precise positioning with millimeter resolution, near visual-quality imaging
through fog and clouds, wireless cognition (off-loading large data sets from
a mobile units for fixed computation), and unique sensing modalities by
exploiting the many molecular resonances that occur above 100 GHz. The
overwhelming challenge is the development of physical hardware and the
development of array processing technologies [38].

5.13 Radar Systems

Radar uses EM signals to determine the range, altitude, direction, and speed
of objects called targets by looking at the signals received from transmitted
signals called radar waveforms. Common radar bands and applications are
given in Table 5-16. The earliest use of EM signals to detect targets was
demonstrated in 1904 by Christian Hiilsmeyer using a spark gap generator
[39]. This system was promoted as a system to avoid collisions of ships
and detected the direction of targets only. Research contributed to further
developments, with a significant acceleration during World War II. Radar is
now a word in its own right, but in 1941 the term RADAR was created as an
acronym for radio detection and ranging.

Table 5-16: IEEE radar bands and applications.

| Band | Frequency | Wavelength | Application |

HF 3-30 MHz 10-100 m Over-the-horizon radar, oceanographic mapping

VHF | 30-300 MHz 1-10 m Oceanographic mapping, atmospheric monitoring, long-
range search

UHF | 0.3-1 GHz 1 m-30 cm Long-range surveillance, foliage penetration, ground pene-
tration, atmospheric monitoring

L 1-2 GHz 15-30 cm Satellite imagery, mapping, long-range surveillance, envi-
ronmental monitoring

S 2-4 GHz 7.5-15 cm Weather radar, air traffic control, surveillance, search, IFF
(identify, friend or foe)

C 4-8 GHz 3.75-7.5cm | Hydrological radar, topography, fire control, weather

X 8-12 GHz 25-3.75cm | Cloud radar, air-to-air missile seeker, maritime, air tur-
bulence, police radar, high-resolution imaging, perimeter
surveillance

Ku 12-18 GHz 1.7-2.5 cm Remote sensing, short-range fire control, perimeter surveil-
lance; pronounced “kay-you”

K 12=8-27 GHz | 1.2-1.7 cm Police radar, remote sensing, perimeter surveillance

Ka 27-40 GHz 7.5-12 mm Police radar, weapon guidance, remote sensing, perimeter
surveillance, weapon guidance; pronounced “kay-a”

\% 40-75 GHz 4-7.5 mm Perimeter surveillance, remote sensing, weapon guidance

Y 75-110 GHz 2.7-4 mm Perimeter surveillance, remote sensing, weapon guidance
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In a radar system, typically a high-gain antenna such as a parabolic
antenna is used to transmit a radar signal, but always a high-gain antenna
is used to receive the signal. If the same antenna is used for transmit and
receive (possibly two similar antennas at the same site) the system is called
a monostatic radar (see Figure 5-25(a)). Radar with transmit and receive
antennas at different sites is called bistatic radar (shown in Figure 5-25(b)).

In a monostatic radar using the same antenna for transmit and receive,
the space is painted with a radar signal and the received signal is captured
after a propagation delay from the antenna to the target and back again.
A radar image can then be developed. In many radars the receive antenna
is mechanically steered and often a regular rotation is used. With so-called
synthetic aperture radars, a platform such as an aircraft moves the radar in
one direction and a one-dimensional mechanical or electrical scan enables a
two-dimensional image to be developed.

The categories of radar waveforms are shown in Figure 5-26. The
continuous wave (CW) waveform shown in Figure 5-26(a) is on all or most of
the time and is used to detect a reflection from a target. This reflected signal
is much smaller than the transmitted signal and it can be difficult to separate
the transmitted and received signals. A monostatic CW radar architecture is
shown Figure 5-27(a), where a circulator® is used to separate the transmitted
and received signals. The received signal is converted to digital form using

6 For the circulator shown, power entering port 1 of a circulator leaves at port 2 and power
entering port 2 is delivered to port 3. So ports 1 and 3 are isolated.
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Figure 5-27: Radar architectures.

an ADC and the bandwidth of the ADC with the required dynamic range
determines the limit on the bandwidth of the radar signal. Generally the
broader the bandwidth, the better the radar system is at identifying objects. A
CW signal can be used to develop an image, but it is not good at determining
the range of a target. For this, a pulsed radar waveform, as shown in Figure
5-26(b), is better. The repetition period, T, is more than the round-trip time
to the target, thus the time interval between the transmitted signal and the
returned signal can be used to estimate range. Direction is determined by the
orientation of the antenna.

The CW architecture can also be used with pulsed radar. In pulsed radar,
the signal received contains the desired target signal, multipath and echoes,
and clutter, as shown in Figure 5-28(a). These effects also appear in the
signal received in CW radar, but it is much easier to see in pulsed radar.
Identifying clutter and multipath effects is a major topic in radar processing.
Alternative waveforms, especially digitally modulated waveforms, aid in
extracting the desired information. The frequency modulated waveform, or
chirp waveform, in Figure 5-26(c), will have a reflection that will also be
chirped, and the difference between the frequency being transmitted and
that received indicates the range of the target, provided that the target is not
moving. The radar architecture that can be used to extract this information
is shown in Figure 5-27(b). The directional couplers tap off a small part
of the transmit signal and use it as the LO of a mixer with the received
signal as input. A similar architecture is shown in Figure 5-27(c), but now
separate transmit and receive antennas are used to separate the transmitted
and received signals rather than using a circulator. Better separation of the
transmitted and received signals can be obtained this way. The frequency of
the IF that results is proportional to the range of the target.

An important concept in radar is that of radar cross section (RCS) denoted
o (with SI units of m?). The RCS of a target is the equivalent area that
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Radar returns. The strength of
the reflected signal depends on
the radar cross section (RCS), o,
of the target. o = 0.01 m? for
a bird, < 0.1 m? for a stealth
aircraft, 1 m? for a human, 2—
6 m? for a conventional fighter
plane, 100 m? for a large com-
mercial aircraft, 200 m? for a
truck, 10,000-100,000 m? for a
container ship.

intercepts the power of a transmitted signal and re-radiates all of that power
isotropically to produce the observed power density at a receiver [40]. The
RCS therefore depends on the frequency of the transmitted signal, the size
of the target, the incident and reflected angle of the signal reflected by the
target, and the reflectivity of the target.

The power of the signal reflected by the target and captured by the receive
antenna is given by the radar equation [40]:

4
P = DrCradnol (5.32)
(4n)2RERE,

where Pr is the transmit power delivered to the transmit antenna, G'r is
the antenna gain of the transmitter, Ar is the effective aperture area of the
receive antenna, £ is the pattern propagation factor, R is the distance from
the transmitter to the target, and Ry is the distance from the target to the
receiver. F' captures the effective loss due to multipath, which was captured
in communications by introducing a signal dependence of 1/d", where n
ranges from 2 to 4 depending on the environment. In free space, F' = 1.
If the same antenna is used for transmit and receive, and multipath is not
important (so ' = 1), then Equation (5.32) becomes

PT GTARO'
Pr=—"-—""" 5.33
R (47T)2R4 ) ( )
where R = Rt = Rpg. In Section 4.5.4 the antenna effective area was related
to the antenna gain. From Equation (4.27),
G A2

Ap ==, (5.34)

and so, with Gr = G, Equation (5.33) becomes

- PTG%/\QO'

Pr=" it (5.35)
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Table 5-17: Doppler frequency shifts for Radar Relative speed, v
targets moving toward a radar at speed | frequency, fr | 1m/s | 100 km/hr | 1000 km/hr

VR.

500 MHz 3.3Hz 92.6 Hz 925.9 kHz
2GHz 13.3 Hz 370.4 Hz 3.704 kHz
10 GHz 66.7 Hz 1.852 kHz | 18.519 kHz
40 GHz 266.7 Hz | 7.407 kHz | 74.074 kHz

If a signal of frequency fr is transmitted and reflected from a moving
target there is a Doppler shift,fp, and the received signal will be at
frequency

fr=fr+ fp (target moving toward the radar) (5.36)
fr=fr— fp (target moving away from the radar), (5.37)
where fp =2vgfr/c. (5.38)

In Equation (5.38) vg is the radial component of the speed of the target
relative to the radar, and c is the speed of light. Typical Doppler shifts are
shown in Table 5-17.

If the target is moving, there will be a Doppler shift. If the target is moving
toward a CW radar, then the frequency of the returned signal will be higher,
as shown in Figure 5-28(b). A similar architecture to that used with chirp
radar can be used (see Figures 5-27(bc)). The concept can be extended to
bistatic radars, but now the local oscillator reference must be generated. As
was seen previously, the frequency of the transmit carrier can be recovered
for digitally modulated signals such as the PSK-encoded signals shown
in Figure 5-26(d). Advanced high-end radars use digital modulation and
CDMA-like waveforms and exploit space-time coding. Typically the radar
waveforms to be transmitted are chirped, which is a technique that takes the
desired transmit waveform and stretches it out in time so that it can be more
efficiently amplified and more power can be transmitted. At the receiver,
the radar signal is compressed in time so that it corresponds to the original
transmit signal prior to chirping.

It should be apparent that radars and radar waveforms can be optimized
for imaging or for exploiting Doppler shifts to track moving targets. Imaging
is suitable when there is little clutter, such as looking into the air. However,
it is difficult to detect targets such as cars that are moving on the ground.
So-called ground moving target indication (GMTI) radar relies on Doppler
shifts to discriminate moving targets, and then the ability to image accurately
is compromised. Considerable effort is devoted to developing waveforms
that are difficult to detect (stealthy) and are optimized for imaging or GMTL

5.14 Summary

Radio frequency and microwave design continues to rapidly evolve,
responding to new communication, radar, and sensor architectures. The
long-term evolution also exploits opportunities made available with larger-
scale monolithic integration and by advances in high-performance, low-
power digital signal processing.

If filters and other hardware in a communication receiver are ideal,
the final E,/N, and BER achieved are directly related to the RF SIR
as described in this chapter. With practical filters and analog hardware
there is a performance degradation and an SIR higher than the theoretical
SIR is required to achieve a particular BER, or E;/N,. The difference is
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| Modulation | Implementation margin | Table 5-18: Implementation margins for modern

BPSK 0.5dB
QPSK 0.8dB
8-PSK 1-1.6 dB
16-QAM 1.5-2.1dB
CDMAOne 0.5-1dB
WCDMA 2dB

communication receivers [41, p. 328], [25, 42]. These
implementation margins are what can be achieved
by good system designs.

captured by the implementation margin, &, usually specified in decibels.
To achieve a specific BER, SIR must greater than the theoretical SIR by
k. The implementation margin is therefore a measure of the performance
of RF hardware and is an important metric in design and in planning
design. The implementation margin captures many imperfections. A design
group and a company learns what it can achieve, e.g. see Table 5-18, and
uses this in budgeting design costs and planning design effort. The design
cost of RF systems are considerable and the ability to manage the design
process and be able to estimate design effort is critical to timely success.
Higher implementation margins result from the choice of lower-performing
technologies, perhaps resulting from a compromise of performance, cost, and
design effort.
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5.16 Exercises

1. Research at Bell Labs in the 1960s showed that 7. A cellular communication system uses /4-

the minimum acceptable SIR for voice commu-
nications is 17 dB. This applies to analog mod-
ulated signals, but not digitally modulated sig-
nals, where BER is important. Consider a seven-
cell cluster. If the power falls off as 1/d”, where
d is distance, determine the worst possible SIR
considering only interference from other radios.
The worst situation will be when a mobile hand-
set is at the edge of its cell. To do this you need
to estimate the distance from the handset to the
other basestations (in neighboring clusters) that
are operating at the same power levels. Con-
sider the cells to be hexagons. Develop a sym-
bolic expression for the total interference signal
level at the handset, assuming that all basesta-
tions are radiating at the same power level, P.
You can use approximate distances. For exam-
ple, each distance can be expressed in terms of
integer multiples of cell radii, R. Is the 17 dB SIR
achieved using a 7-cell cluster?

. Describe the following concepts.

(a) Clusters in a cellular phone system.

(b) Multipath effects in a central city area com-
pared to multipath effects in a desert.

. Describe the concept of clusters in a cellular
phone system in four lines.

. Short answer questions on modulation and
spectral efficiency.
(a) What is the PMEPR of a phase modulated
signal?
(b) In five lines explain your understanding of
spectral efficiency as it relates to bits per
hertz. That is, how can you have a spectral
efficiency of n bit/s/Hz where n is more
than 1? [Note that sometimes this is ex-
pressed as bit/s/Hz as well as bit/s/Hz.]
What is the modulation efficiency of a
QPSK-modulated signal? Ignore the impact
of the number of cells in a cluster.

(©

. A cellular communication system uses a fre-
quency reuse plan with seven cells per cluster
to obtain the required minimum SIR. If a QPSK
system is used, what is the radio spectrum effi-
ciency in terms of bit/s/Hz/cell if all transitions
on the constellation diagram are allowable? As-
sume that there is no coding.

. A cellular communication system uses GMSK
modulation and a frequency reuse plan with
three cells per cluster. What is the radio spec-
trum efficiency in terms of bit/s/Hz/cell? As-
sume that there is no coding.

10.

11.

12.

13.

14.

15.

16.

DQPSK modulation and a frequency reuse plan
with five cells per cluster. What is the radio spec-
trum efficiency in terms of bit/s/Hz/cell? As-
sume that there is no coding.

A frequency reuse plan has three cells per
cluster. If ideal 16-QAM modulation is used,
what is the system spectral efficiency (in
bits/s/Hz/cell)?

A 2G cellular communication system uses a fre-
quency reuse plan with seven cells per cluster. If
ideal QPSK modulation is used, what is the sys-
tem spectral efficiency (in bits/s/Hz/cell)?

A 2G system has three cells per cluster. If 37 /8-
8PSK? modulation is used, what is the system
spectral efficiency (in bits/s/Hz/cell)?

A cellular communication system uses 3w /8-
8PSK modulation and a frequency reuse plan
with three cells per cluster. What is the radio
spectrum efficiency in terms of bit/s/Hz/cell?
Assume that there is no coding.

A communication system uses a modulation
with a modulation efficiency of 5 bit/s/Hz. Ig-
nore coding so that R, = R.. What is the radio
spectral efficiency in terms of bit/s/Hz/cell if
there are three cells per cluster?

A proposed modulation format has a modula-
tion efficiency of 3.5 bit/s/Hz. Antenna sector-
ing and required SNR lead to a system with
seven cells per cluster. You can ignore the im-
pact of coding so you can assume that Ry = R..
What is the radio spectral efficiency in terms of
bit/s/Hz/cell modulated signal?

A cellular radio system uses a frequency reuse
plan with 12 cells per cluster. If ideal 8-PSK mod-
ulation is used, what is the system spectral effi-
ciency in terms of bit/s/Hz/cell?

Consider a cellular system having a frequency
reuse plan with seven cells per cluster to ob-
tain the minimum signal-to-interference ratio. If
ideal QPSK modulation is used, what is the sys-
tem spectral efficiency in terms of bits per sec-
ond per hertz per cell?

A monostatic free-space 10 GHz pulsed radar
system is used to detect a fighter plane hav-
ing a radar cross section, o, of 5 m?. The an-
tenna gain is 30 dB and the transmitted power
is 1 kW. If the minimum detectable received sig-
nal is —120 dBm, what is the detection range?
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17.

18.

19.

20.

21.

An antenna with a gain of 10 dB presents an RF
signal with a power of 5 dBm to a low-noise am-
plifier along with noise of 1 mW and an interfer-
ing signal of 2 mW.

(a) What is the RF SIR? Include both noise and
the interfering signal in your calculation. Ex-
press your answer in decibels.

The modulation format and coding scheme
used have a processing gain, G'p, of 7 dB.
The modulation scheme has four states.
What is the ratio of the energy per bit to the
noise per bit, that is, what is the effective
Ey/N, after despreading?

(b)

The receiver in a digital radio system receives a
100 pW signal and the interference from other
radios at the input of the receiver is 20 pW. The
receiver has an overall gain of 40 dB and the
noise added by the receiver, referred to the out-
put of the receiver, is 100 nW.

(a) What is the RF SIR at the output of the re-
ceiver?

(b) If 16-QAM modulation with a modulation
efficiency of 2.98 bit/s/Hz is used and the
processing gain is 30 dB, what is the ef-
fective SIR after despreading, i.e. what is
Ey i /Nou?

A new communication system is being investi-
gated for sending data to a printer. The system
will use GMSK modulation and a channel with
25 MHz bandwidth and an information bit rate
of 10 Mbit/s. The modulation format will result
in a spectrum that distributes power almost uni-
formly over the 25 MHz bandwidth. [Parallels
Example 5.3]
(a) What is the processing gain?
(b) If the received RF SIR is 6 dB, what is the ef-
fective system SIR (or Ej,;/No,:) after DSP?
Express your answer in decibels.

A 4 kHz bandwidth voice signal is coded by a
vocodor as an 8 kbit/s data stream. Coding in-
creases the data stream to 64 kbit/s. What is the
processing gain that can be achieved at the re-
ceiver if QPSK modulation is used with a mod-
ulation efficiency of 1.4 bit/s/Hz?

A receive antenna with a gain of 10 dB presents
a signal with a power of 5 dBm to a low-noise
amplifier along with noise of 1 mW and an in-
terfering signal of 2 mW.

(a) What is the SIR at the input to the amplifier?
Express your answer in decibels.

(b) BPSK modulation is used and coding results
in a processing gain, G p, of 7 dB. What is the
ratio of the energy per bit to the noise power

22.

23.

24.

25.

26.

27.

per bit (i.e., what is E4/N,) after despread-
ing?
If a received RF signal has an SIR of —5 dB and
the processing gain (calculated from bit rates)
that can be achieved for the modulation and
coding used is 15 dB, what is the E,/Ny after
processing? There are 4 bits per symbol.

A signal with a power of 13 dBm is input to a
low-noise amplifier along with noise of 1 mW
and an interfering signal of 2 mW.

(a) What is the SIR at the input to the amplifier?
Express your answer in decibels.

(b) QPSK modulation is used and coding results
in a processing gain, Gp, of 13 dB. What is
the ratio of the effective energy per bit to the
noise power per bit (i.e., what is E}/N,) af-
ter despreading?

Short answer questions. Each part requires a

short paragraph of five lines and a figure.

(a) Explain how OFDM reduces the impact of
multiple paths in a wireless communication
system.

(b) Explain how MIMO exploits multipath to
enhance the capacity of a digital communi-
cation system.

A coding rate of 2/3 is required to manage trans-
mission errors in a 54 Mbit/s data link. That is,
the information bit rate is 54 Mbit/s. What is the
total bit rate required (including data and cod-
ing bits)?

The channel bandwidth in the GSM cellular
phone system is 200 kHz and the GMSK mod-
ulation scheme used has a spectral efficiency of
1.354 bit/s/Hz.

(a) What is the data rate of one frequency chan-
nel?

(b) A time slot is 577 ps long. How many bits

are there in one (i.e. a duration of 8.25 bits).

How many data bits are there in a GSM time

slot?

A GSM frame duration is 4.615 ms long and

has eight time slots and a voice user has one

time slot every frame. How many data bits

per second are available to a single user?

(©

Consider an OFDM system with 48 subcarriers
carrying data and which uses 16-QAM modu-
lation of each subcarrier and a coding rate of
2/3. There are also four pilot subcarriers that
are used for frequency and phase reference, to
ensure that spectral lines are not created, and
to facilitate carrier recovery. The pilot carriers
can be ignored in this problem so consider 48
subcarriers. The modulation efficiency achieved
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28.

29.

30.

for this particular implementation of 16-QAM is
2.98 bit/s/Hz.

(a) How many symbols are there for each sub-
carrier? That is, how many points are there
in the constellation diagram for one subcar-
rier?

How many coded bits are there on each sub-
carrier? That is, how many bits per symbol
are there for each subcarrier?

Considering all of the data subcarriers, how
many coded bits are there per OFDM sym-
bol? [Hint, there are 16 subcarriers, so for
each OFDM symbol there will be 16 subcar-
rier symbols.]

Considering the coding rate, determine the
number of data bits per OFDM symbol. That
is, ignore coding bits.

(b)

(©

(d)

Consider an OFDM system with 12 subcarriers
carrying data and which uses 8-PSK modulation
of each subcarrier and a coding rate of 3/4. Pilot
subcarriers they can be ignored in this problem
so consider all 12 subcarriers.

(a) How many symbols are there for each sub-
carrier? That is, how many points are there
in the constellation diagram for one subcar-
rier?

How many coded bits (code + data) are there
on each subcarrier? That is, how many bits
per symbol are there for each subcarrier?
Considering all of the data subcarriers, how
many coded bits are there per OFDM sym-
bol? [Hint, there are 12 subcarriers, so for
each OFDM symbol there will be 12 subcar-
rier symbols.]

Considering the coding rate, determine the
number of data bits per OFDM symbol. That
is, ignore coding bits.

(b)

(©

(d)

A digital radio system transmits a baseband dig-
ital signal of 100 Mbit/s over a channel that is
300 MHz wide. The digital modulation scheme
effectively fills the 300 MHz channel with uni-
form power.

(a) What is the processing gain that can be
achieved with this system?

(b) Consider that the signal received and deliv-
ered to the input of the receiver front end
is 100 pW and the interference from other
radios delivered to the receiver front-end is
20 pW. What is the SIR at the input to the
receiver electronics?

The L1 band of the global positioning system
(GPS), is centered at 1.57542 GHz and has two
overlapping spread-spectrum encoded signals.
The stronger of these is the coarse acquisition

31.

32.

33.

(C/A) signal with an information bit rate of
50 bits/s and a transmission rate of 1.023 million
chips per second using BPSK modulation with
an RF bandwidth of 2.046 MHz. In ideal con-
ditions the C/A signal received has a power of

—130 dBm. A GPS receiver has an antenna noise

temperature is of 290 K.

(a) What is the processing gain?

(b) What is the noise in dBm received in the
2.046 MHz bandwidth?

(c) What is the SNR in decibels?

(d) If a C/A signal is received from each of 10
satellites (so there are 9 interfering signals),
what is the total interference power for one
satellite’s C/ A signal?

(e) With respect to just one of the C/A signals,
what is the SINR (signal to interference plus
noise ratio) at the receiver?

(f) If the receiver does not contribute noise,
what is the effective SNR of the despread bit-
stream from each satellite?

(g) If the required minimum effective SNR is
6 dB, what is the minimum acceptable
power, in dBm, of the GPS signal received
from one satellite?

GLONASS is the Russian satellite navigation

system with one of two open signals called the

L1OF band at 1600.995 MHz. The system uses

DSSS encoding and BPSK modulation and each

GLONASS satellite transmits on a different fre-

quency. The symbol rate is 511,000 chips/s, the

bandwith of the transmitted signal is approxi-
mately 540 kHz, and there are 50 information
bits per second.

(a) What is the system’s processing gain?

(b) What is the noise in dBm received in the
540 kHz bandwidth?

(c) If the required system minimum effective
SNR is 6 dB, what is the minimum accept-
able power, in dBm, of the received signal?
Assume that the receiver is noiseless.

A new communication system uses a channel

that is 100 MHz wide and uses direct sequence

CDMA to efficiently spread a 5 Mbit/s digital

signal over the full channel.

(a) What is the processing gain that can be
achieved with the received signal?

(b) The analog signal at the output of the receive
antenna has an SIR of 1 dB, what is energy
per bit divided by the noise per bit?

A deep-space communication system will use
direct sequence spread spectrum to code a data
stream of 10 kbit/s then modulate the signal
to transmit over a 5 GHz link to a ground sta-
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34.

35.

36.

37.

38.

tion. Since the propagation loss is very high it 39. A free-space 2 GHz pulsed monostatic radar sys-

has been determined that the processing gain
must be 50 dB. If the link has a bandwidth of
1 MHz, what is the maximum baseband bit rate
(in bit/s) that can be supported?

A direct sequence spread spectrum code of
10 Mbit/s is used to code a 4 kbit/s data steam
that is modulated using 37 /8-8PSK modulation
to produce an RF signal at 1900 MHz. The mod-
ulation efficiency of 37 /8-8PSK modulation is
2.7 bit/s/Hz.

(a) What is the bandwidth of the RF signal?
(b) What processing gain can be achieved in the
receiver?

An OFDM system with 12 data subcarriers, uses
a coding rate of 3/4, and each subcarrier uses 16-
QAM modulation (with a modulation efficiency
of 2.7 bit/s/Hz) with a bandwidth of 250 kHz.
What is the maximum data rate supported?

An OFDM system with 48 subcarriers carrying
data uses 16-QAM modulation of each subcar-
rier and a coding rate of 2/3. The actual modula-
tion efficiency for the 16-QAM system here is 2.7
bit/s/Hz. What is the maximum data rate sup-
ported in Mbit/s when the bandwidth of each
modulated subcarrier is 312 kHz?

Explain using sentences and a diagram how
OFDM reduces the impact of multiple paths in
a wireless communication system.

Explain using sentences and a diagram how
MIMO exploits multipath to enhance the capac-
ity of a digital communication system.

5.16.1 Exercises By Section

Tchallenging, *very challenging

§5.3 1%, 2f 37 4% 5 67 7+
§5.5 8. 9,10,11%,12,13, 147, 151,

28", 297
167,177,187, 19, 20, 21

40.

41.

5.6 22,23,24, 25 26" 27t

5.16.2 Answers to Selected Exercises

8(d) 3 bit/s/Hz

21(b) 7.228 dB

1 12.5dB
32(b) 14 dB
19 0.1
25 81 Mbit/s

6 0.45bit/s/Hz/cell

34(a) 3.704 MHz

tem transmits a 2 kW pulse and has a minimum
detectable received signal power of —90 dBm.
What is the antenna gain required to be able to
detect a target with a radar cross section of 10 m?
at 10 km?

A 10 GHz bistatic radar has a minimum de-
tectable received signal power of —150 dBm, an
antenna gain of 26 dB, and a required range of
100 km. What is the transmitted pulse power in
dBm needed to detect a

(a) conventional fighter aircraft having an RCS
of 5 m??
(b) a stealth aircraft with an RCS of 0.05 m??

The L5 band is a new public band of the GPS sys-
tem and is centered at 1.176.5 GHz. The coarse
acquisition (C/A) signal has an information bit
rate of 50 bits/s and a spread-spectrum trans-
mission rate of 10.23-10° chips per second using

BPSK modulation and occupying an RF band-

width of 20.46 MHz. The noiseless GPS receiver

has an omnidirectional antenna with a noise

temperature is 290 K.

(a) What is the system’s processing gain?

(b) What is the noise in dBm in the 20.46 MHz
bandwidth?

(c) If overlapping C/A signals are received
from 10 satellites, what is the total interfer-
ence power for the signal from one satellite?
The power of a C/A signal is S.

(d) If the required system minimum effective
SNR is 6 dB, what is the minimum accept-
able received power, in dBm, of the signal
from one satellite?

§5.10 35,36, 37, 38
§5.13 39,40

5.8 307, 31%, 32" 33% 34% 41f

27(d) 128
28(d) 27
29(b) 6.99 dB
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Appendix

5.A Mathematics of Random Processes

This appendix presents the essential mathematics required to describe the statistical properties of a
random process such as noise. Also, it is difficult to analyze circuits with digitally modulated signals
unless the signals are treated as being random with high-order statistics. Several statistical terms are
introduced to describe the properties of a random variable X and how its value at one time is related to
its value at other times. So X will, in general, vary with time (i.e., it can be written as X (¢)) and its value
at a particular time will be random.

This section presents all of the probability metrics required to describe noise, interference, and digitally
modulated signals. A random process in time ¢ is a family of random variables {X(¢),t € T}, where ¢
is somewhere in the time interval 7. The probability that X (¢) has a value less than z; is denoted by
P{X(t) < z1}. This is also called the cumulative distribution function (CDF), and sometimes called just
the distribution function (DF):

Fx(ml) = P{X S :El}. (539)

In general, since X (t) varies with time, the CDF required to handle noise, that is, random voltages and
currents, will depend on time. So the CDF used with noise and interference in communications will have
two arguments, and the multivariate CDF is

Fx(ml;h) :P{X(tl) §1’1} (540)

That is, Fix(00,t) = 1 and F(—o0,t) = 0. Fx is being used with two arguments, as it is necessary to
indicate the value of X at a particular time. Fix (x1;¢1) is said to be the first-order distribution of X (¢).

Another probability metric often used is the probability density function (PDF), f, which is related
to the CDF as

Fx(ml;tl) = /ml f(a:,tl).d:c . (541)

Another property that needs to be captured is the relationship between the value of the random variable
at one time, ¢, to its value at another time, ¢». Clearly, if the variables are completely random there
would be no relationship. The statistical relationship of x at ¢, and at t2 is described by the joint CDF,
Fx (z1,22;11,t2), which is the second-order distribution of the random process:

Fx(l’hmg;thtz) = P{X(t1) S CC17X(t2) S CCQ}. (542)

This is the joint CDF, or probability, that X (¢1) will be less than x1 at time ¢; and also that X (t2) will
be less than w2 at time ¢2. So in the case of noise, the joint CDF describes the correlation of noise at two
different times. In general, the nth order distribution is

Fx(xh .. -7$n;t17. .. 7tn) = P{X(t1) S T1,.. .7X(tn) S mn}. (543)

If the random process (i.e., X) is discrete, then the probability mass function (PMF) is used for the
probability that = has a particular value. The general form of the PMF is

px(T1, .. Tnit, ... tn) = P{X(t1) = z1,..., X(tn) = zn}, (5.44)
and the general form of the PDF, used with continuous random variables, is (from Equation (5.41))

_ O"Fx(x1,...,Znit1,... tn)
ox1...0xy '

Ix(x1,.. . xnste, ..y tn) (5.45)

The statistical measures above describe the properties of random variables and capture the way a
variable is related to itself at different times, and how two different random processes are related to
each other at the same time and at different times. Such characterizations are based on the expected value
of a random variable. The expectation of a random variable X (t) is the weighted average of all possible
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PLX(D)] Mean

Figure 5-29: Gaussian distribution. X

values of the random variable. The weighting is the probability for a discrete random variable, and is the
probability density for a continuous random variable. So the expected value of the random variable X (t)
is

> x(t)px(z,t)  fora discrete random variable

E[X(t)] = { (5.46)

7 x(t)px(x,t)dz  for a continuous random variable.
This is just the mean of X (¢) defined as
px(t) = X(t) = (X (1)) = BX(1)]. (5.47)

The mean is also called the first-order moment of X (¢). E[ ] is called the expected value of a random
variable and the term is synonymous with the expectation, mathematical expectation, mean, and first
moment of a random variable. The symbols () are a clean way of specifying the expectation. In general
a computer program would need to be used to calculate the expected value. However, for some assumed
probability distributions there are analytic solutions for EJ].

The nth-order moment of X (¢) is just the expected value of the nth power of X (¢):

> _z"(t)px(x,t)  foradiscrete
o n _yn _ random variable
pn = BIXT(@)] = (X"(1) = 2, @ (t)px (@, t)dz  for a continuous (5.48)

random variable.

Thus the second moment, sometimes called the second raw moment, is p5 = (X°(t)) = E[X*(t)]. A
more useful quantity for characterizing the statistics of a signal is the second central moment, which is
the second moment about the mean. The second central moment of a random variable is also called its
variance, written as o2 or as %

o = p2 = E[(X — p)*] = E[X? - 2uX + p*] = E[X?] - 2uE[X] + p°
= B[X?] - 24° + p* = E[X?] - i = E[X"] - (E[X])?
= (X)) — p® = (X (1)) — (X*(t)). (5.49)

The variance is a measure of the dispersion of a random variable (i.e., how much the random variable
is spread out). Variance is one of several measures of dispersion, but it is the preferred measure when
working with noise and digitally modulated signals. The standard deviation, o, is the square root of the
variance ¢2. It is also common to denote the variance of X as 0%, and in general, the variance can be a
function of time, o (t).

It is common to approximate the statistical distribution of a digitally modulated signal as a Gaussian
or normal distribution. This distribution is shown in Figure 5-29 and is mathematically described by its
probability distribution

PIX(H)] = e~ (XW-w)/(2?) (5.50)

where the mean of the distribution is x and the variance is o. The third and higher moments of the
Gaussian distribution are zero. That is one of the reasons why this distribution is so commonly used
as an approximation. Analysis using the Gaussian distribution is much simpler than it would be for
other distributions. More realistically, a digitally modulated signal has I and @ components and the
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distribution of each of these should be approximated as a Gaussian distribution. Such a distribution is
called a complex Gaussian distribution and the analysis of the distortion produced by an amplifier using
the complex Gaussian distribution is more accurate. Using a more sophisticated distribution, e.g. using
the moments calculated from the actual digitally modulated signal, provides even greater accuracy in
analysis [43] but now the complexity is beyond manual calculation.

If a digitally modulated signal is completely random, then there would be no correlation between the
value of the signal at one time and its value at another time. However, there is a relationship and the
relationship is described by the signal’s autocorrelation function. The autocorrelation function is used
to describe the relationship between values of a function separated by different instants of time. For a
random variable, it is given by

Rx(tl,tg) = E[X(tl)X(tg)]. (551)
When the random variable is discrete, the one-dimensional autocorrelation function of a random
sequence of length N is expressed as

N—
Rx(i) =) _ wjwjpi, (5.52)

Jj=0

-

where i is the so-called lag parameter. The autocovariance function of X (¢) is given by
Kx(ti,t2) = B{X (t1) — px (1) JE{X (81) — px (1) )]
= Rx (t1,t2) — px (t1)px (t2) (5.53)
while the variance is given by
ox(t) = BI{X(t) — px ()} = Kx (t1,t2). (5.54)
A random process X (t) is stationary in the strict sense if
Fx(z1,...,Znit1, ...y tn) = Fx(z1,.. ., Tn;t1 + 7, ... tn +7) (5.55)

Vt; € T, i € N. If the random process is wide-sense stationary (WSS), then it is stationary with order 2.
This means that in most cases only its first and second moments (i.e., the mean and autocorrelation) are
independent of time ¢ and only dependent on the time interval 7. More precisely, if a random process is
WSS, then

E[X(t)]=un (ie., its mean is a constant)
and Rx(t,s) = E[X(t)X(s)] = Rx(]s — t|) = Rx (7). (5.56)

Note that the autocorrelation of a WSS process is dependent only the time difference 7. A random process
that is not stationary to any order is nonstationary (i.e., its moments are explicitly dependent on time).

The discussion now returns to the properties of a Gaussian random process. A Gaussian random
process is a continuous random process with PDF of the form

1 —/J/(CC7 t)z
omo (1) exp < 20 (1) ) , (5.57)

where p(z,t) represents the mean of the random process and o(t) represents the variance. A normal
random process is a special case of a Gaussian random process in that it has a mean of zero and a variance
of unity. A Poisson random process is a discrete random process with parameter A(¢) > 0 and has a PDF
given by

Ix(z,t) =

o (5.58)

where A(t) is generally time dependent. The mean and variance of a Poisson random process is A(t). So,
for a Poisson random process,

px = E[X(t)] = A1) (5.59)
0% = Var(X (1)) = A(%). (5.60)

The statistical measures above are those necessary to statistically describe digitally modulated signals
and also describe most noise processes.
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spark gap, 12
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198
spreading

gain, 190
SQPSK, 62
sr, 137
SS, 183
SSB, 39
SSB-SC, 39, 90
staggered quadrature

phase shift keying, 62
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deviation, 236
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antenna, 130
stationary

random process, 237
steradian, 137
subcarrier, 209
subsampling receiver, 95
subscriber identification

module, 181
successive interference
cancellation, 223
super high frequency, 3
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supersonic, 15, 82
suppressed-carrier, 39
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wave, 3
switch, 86
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error, 192

error rate, 192

rate, 52
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synthetic aperture radar,
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TD-SCDMA, 198, 205
TDD, 176
4G, 213
TDMA, 182, 183, 197, 198
telegraph, 8, 12
telephone, 12
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temperature inversion,
146, 150
Tesla coil, 12
thermal fading, 146
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emission, 81
THE, 3
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198, 201, 204
Third Generation
Partnership Project, 204
three
-tone signal, 34
time division
duplex, 176
multiple access, 182

timeline
3GPP, 207
LTE, 207
Titanic, 14
tone
three-tone, 34
two-tone, 34
transceiver, 86, 96
transmitter
quadrature, 95
traveling
wave antenna, 130, 136
tremendously high
frequency, 3
TREF, 80
triode, 81
tuned radio frequency, 80
two-tone signal, 34
Tx, 96

UHF, 3
UL, 176
ultra

high frequency, 3
ultra-wideband, 36
UMA, 198

UMTS, 198, 205
uncorrelated signals, 35
United Nations, 175
uplink, 176, 182, 200
urban

canyon effect, 163, 179

waveguide effect, 179
UWB, 36

variance, 236
VCO, 81, 89,91
Hartley, 81
very
high frequency, 3
low frequency, 3
VHE, 3
VLE 3
VoIP, 198, 207
voltage
controlled oscillator, 81,
89
gain and power gain, 20

W, 18
WARC, 178

watt, 18
wave-
channeling effect, 163
guiding effect, 163
waveguide
bands, 6
wavelength, 11, 15
wavenumber, 132
WBB, 198
WCDMA, 184, 204
Weaver modulator, 87
wide-sense
stationary, 237
WIDEN, 198
WiFi, 215
WIiMAX, 185, 205
wireless
standards, 173
WLAN, 213
World Administrative
Radio Conference, 178
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Zero
generation radio, 16, 197
IF conversion, 94
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