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JAMES ARCHIBALD PHILLIPS, III. A Multistage Multiple Comparison

Procedure for the Analysis of Multiple Treatment Group Clinical

Trials (Under the direction of Gary G. Koch.)

ABSTRACT

Multiple treatment group clinical trials are frequently used in Phase
III clinical drug development to estéblish differences between the
treatment groups for the purposes of satisfying regulatory requirements.
Because of the multiplicity of treatment group comparisons, the design
and analysis should consider a mu]tip]e comparison procedure which
controls the experiment-wise Type I error rate a and maintains power.

The procedure should also be suitable for the design objectives of the

trial.

Many common multiple comparison procedures (MCPs) control the
experiment-wise Type I error rate in a liberal way, while other MCPs
control the experiment-wise Type I error rate in a conservative way.
Generally, liberal MCPs are more powerful than conservative MCPs,
however, do not control the experiment-wise Type I error rate at the
nominal level. Many conservative MCPs may lack power to satisfy study

objectives.

A multistage MCP is evaluated relative to the design and analysis of
multiple treatment group clinical trials. The multistage MCP has
decision rules based on closed testing procedures and union intersection
principles. For evaluation of this method, empirical simulation studies
are applied to three classes of designs for clinical trials. Designs

with comparative objectives, dose-response designs, and combination drug



iv
factorial designs are considered. Two examples are also presented to

show how the multistage MCP may be implemented.

The multistage MCP employs screening tests comprised of linear
combinations of treatment group means intersected with the union of one
or more pairwise components or compound pairwise comparisons. Results
indicate the multistage MCP controls the experiment-wise Type I error
rate and maintains power under a variety of alternatives consistent with
satisfying the study objectives. The procedure is shown to produce
experiment-wise Type I error rates closer to the nominal level than
Bonferroni type procedures. Implementation through two examples

demonstrates the flexibility of the procedure.



ACKNOWLEDGEMENTS

I would like to express my tremendous gratitude to Gary G. Koch who
salvaged me from the ranks of ABD status. Gary is truely a champion of
students. To the other members of my committee, Ed Davis, Craig
Turnbull, Harry Guess, and Kerry Lee, I extend a great appreciation for
the time spent in offering comments and for insightful discussions of
clinical trial methodology. The left and right hands of this project
truely belong to Todd Eggleston and Karen Bunic for their outstanding
programming help, to Tammy Baker and Bo Andrejev for their abstracting
help, and to Laura Kelly for graphics and for putting up with me and
keeping track of my schedule. Above all, the best right hand of all has
been Diane Lloyd for her incredible technical word proéessing skills and

ability to read my chicken scratch.

I also want to acknowledge my parents Arch and Mildred Phillips for
their unrelenting encouragement to complete this dissertation. An extra
special thanks goes to my father for teaching me the virtues of higher

education and delayed gratification. But not this delayed!



TABLE OF CONTENTS

LIST OF INTEXT TABLES . . . . . . . . « o v o v o v v v v v o v
LISTOF TABLES . . . . & v ¢ v v vt e i v e e v e e e e e e e e
LISTOF FIGURES . . . . « ¢ « v v v v v v e et e e e e e e e e

Chapter

1.0 INTRODUCTION . . . . & & & & v v v e v v v e e v e e e e e e
1.1 Clinical Drug Development . . . . . . . . . . . .
1.1.1 Phases of drug development . . . . . . . . . ..
1.1.2 Sample size . . . . . . ¢ ¢ o v v v v v v v o
1.1.3 Multiplicity in clinical trials . . . . . . . ..

.2 Design of Studies . . . . . . . .o 00
3 SUMMArY L L v e e e e e e e e e e e e e e e e e e e

— fomdd

2.0 TREATMENT GROUP COMPARISONS IN CLINICAL TRIALS . . ... . . . .
2.1 Multiple Comparison Procedures . . . . . . . . . . . ..
2.2 Bonferroni Type MCPs . . . . . . . . . ¢ ¢ o o v o o o
2.3 Closed Testing Procedures . . . . . . . « .« ¢ ¢ o o .
2.4 MCPs in Combination Drug Studies . . . . . . . . . . ..

3.0 A MULTISTAGE MCP FOR THE ANALYSIS OF GENERAL MULTIPLE
TREATMENT GROUP DESIGNS . . . . . . ¢« v ¢ v v v v v v o o o ™
3.1 Methods . . . . . . ¢ ¢ ¢ o i e e e e e e e e e e e
3.1.1 A multistage MCP . . . . . . . . . o oo oo
3.1.2 Model assumptions . . . . . . . . . . ... .
Three Treatment Parallel Group Design . . . . . . . ..
Four Treatment Parallel Group Design . . . . . . . . ..
Six Treatment Parallel Group Design . . . . . . . . . .
Results . . . . & & i i i e e e e e e e e e e e e e
3.5.1 Three treatment group multistage MCP . . . . . .
3.5.2 Four treatment group multistage MCP . . . . . . .
3.5.3 Six treatment group multistage MCP . . . . . . .

4.0 A MULTISTAGE MCP FOR THE ANALYSIS OF COMBINATION DRUG FACTORIAL
DESIGNS . . . & & i i e e e e e e e e e e e e e e e e e e
4.1 Methods . . . . . « ¢ ¢ ¢ i i i e e e e e e e e e e
Six Treatment Group Factorial Design . . . . . . . . . .
Eight Treatment Group Factorial Design . . . . . . . ..
Twelve Treatment Group Factorial Design . . . . . . ..
Results . . . . & ¢ ¢ v i v e e e e e e e e e e e e e
4.5.1 Six Treatment Group Multistage MCP . . . . . . .
4.5.2 Eight treatment group mulitistage MCP . . . . . .
4.5.3 Twelve treatment group multistage MCP . . . . . .

WWwWww
WM

P
WM

vi



TABLE OF CONTENTS (CONT’D)

5.0 TWO MULTIPLE TREATMENT GROUP CLINICAL TRIALS . . . . . . . ..
5.1 Six Treatment Group Clinical Trial . . . .. . . . . ..
5.1.1 Hypotheses and decision rules . . . . . . . . ..

5.1.2 Results for six treatment group parallel drug
trial . . . . e e e e e e e e e e e e e
5.2 A Clinical Study of Arterial Hypertension . . . . . ..
5.2.1 Hypotheses and decision rules . . . . . . . . ..

5.2.2 Results for twelve treatment group combination
drug trial . . . . . . . . L L0000 0. ...

6.0 SUMMARY . . . . . . . ¢ i i it e e e e e e e e e e e e

vii



TABLE

W 00 ~N o

10
11
12
13

14
15

16
17

viii

LIST OF INTEXT TABLES

TITLE
Page
Comparison of P-value Significance Criteria for
Sequentially Rejective MCPs . . . . . . . . . . ... ... 31
Sample Sizes for Three Study Designs . . . . . . . . . . .. 50

Three Treatment Parallel Group Multistage MCP - Hypotheses

and Decision Rules for Screening Tests and Pairwise

Components . . . . ¢ ¢ vt e i e e e e e e e e e e e e e 53
Three Treatment Parallel Group Multistage MCP - Hypotheses

and Decision Rules for Minimum and Maximum Components and

at Least as Effective Components . . . . . . . . . . . . .. 57
Four Treatment Parallel Group Multistage MCP - Hypotheses

and Decision Rules for Screening Tests and Pairwise

Components . . . . ¢« . . i i i e e e e e e e e e e e e e 62
Six Treatment Group Multistage MCP - Hypotheses and

Decision Rules for Screening Tests and Pairwise Components . 65
Sample Sizes for Three Combination Drug - Factorial

Study Designs . . . . . . . . .t e ot e e e e e e e e 88
Eight Treatment Group Multistage MCP - Hypotheses and :
Decision Rules . . . . . . ¢ ¢ v ¢ v v o v ¢t v e v e e e . 93
Hypotheses and Decision Rules - One Six-Tuple,

Multistage MCP . . . . . . ¢ ¢ v v v v v v vt v e e e e e 98
Hypotheses and Decision Rules - Two Four-Tuple

Multistage MCP . . . . . . .« v ¢ v v v v vt e e e e e e 99
Hypotheses and Decision Rules - Three Two-Tuple

Multistage MCP . . . . . . . ¢ ¢« v ¢ v v v v e e e e e e 103
Hypotheses and Decision Rules - Four Two-Tuple

Multistage MCP . . . . . . . . . .« o v oo o . 105
Means and Standard Errors for Two Outcome Variables

at Endpoint . . . . . . . L. oo oo oo s s e 125

P-values for Multistage MCP for Endpoint Variable One . . 128
Mean Change (Standard Error) from Baseline in

DBP (mmHg) . . . . . ¢ . ¢ e e e e e e e e e e e 134
P-values for Multistage MCP for Change From Baseline
INDBP . . . . . e e e e e e e e e e e e e e e e e e 136

Structure of the Multistage MCP for Three Factorial
Treatment Designs . . . . . . . . o . ¢ o oo 0 oo 150



TABLE

~N

N N ~n N N N N N
. . . . . . . .
(Y- (o] ~ (3] o - w N

w W W w W
W N

ix

LIST OF TABLES

TITLE

Page
Three Treatment Group Multistage MCP - Type I Error Rates
- Population: p=0 =0 =0 . . . . . . ... .. .... 163
Three Treatment Group Multistage MCP - Power Probabilities
- Population: p=0 =0 p=1 . . . . . .. ... ..... 169
Three Treatment Group Mu1t1stage MCP - Power Probabilities
- Population: p=0 =1 p=0 . . . . . . . .. ... ... 175
Three Treatment Group Multistage MCP - Power Probabilities
- Population: p=O pw=1pm=1 . . ... ... ....... 181
Three Treatment Group Multistage MCP - Power Probabilities
- Population: p=Op=lwpm=2 .. .. ... ... ..... 187
Three Treatment Group Multistage MCP - Power Probabilities
- Population: pe=1p=1p=0 . . ... .. ... ..... 193
Four Treatment Group Multistage MCP - Type I Error Rates
- Population: wm=0 p,=0 =0 p2=0 . . . . . . .. .. .. 199
Four Treatment Group Multistage MCP - Power Probabilities
- Population: =0 =0 pr,=O0 p#=1 . . . . . . . . . ... 204
Four Treatment Group Multistage MCP - Power Probabilities
- Population: =0 =0 p=1 =1 . . . . .. ... ... 210
Four Treatment Group Multistage MCP - Power Probabilities :
- Population: p=0 pr=1 p,=O0 =0 . . . . . .. .. ... 216
Four Treatment Group Multistage MCP - Power Probabilities
- Population: p=0 p=1 p=1 p=1 . . . . .. ... ... 222
Four Treatment Group Multistage MCP - Power Probabilities
- Population: p=O p=1 p=2p=3 . ... ........ 228
Four Treatment Group Mu1t1stage MCP - Power Probabilities
- Population: p=O0 p=1 p=2 py=2 .. .. ... ..... 234
Four Treatment Group Multistage MCP - Power Probabilities
- Population: p=0 =1 p=2 p=1 . . ... .. ... .. 240
Four Treatment Group Multistage MCP - Power Probabilities
- Population: pe=l py=1pm=2py=2 .. ... ... .... 246
Four Treatment Group Multistage MCP - Power Probabilities
- Population: wp=1 p=1p=O0p=0 . .. ... ... ... 252
Six Treatment Group Multistage MCP - Type I Error Rates
- Population: =0 =0 p1,=0 =0 y=0 =0 . . . . . ... . 258
Six Treatment Group Multistage MCP - Power Probabilities
- Population: p=0 p,=0 p,=0 p=1 p=1 p=1 . . . . . . .. 259
Six Treatment Group Multistage MCP - Power Probabilities
- Population: p=0 p1,=0 pr,=1 p=1 p=2 p=2 . . . . . . .. 260
Six Treatment Group Multistage MCP - Power Probabilities
- Population: =0 p=1 p=1 p=2 =2 =3 ... ... .. 261

Six Treatment Group Multistage MCP - Power Probabilities
- Population: w=0 =1 p=2 y=2 y=2 p=2 . ... .. .. 262



TABLE

w W W W W W w
w 00 N o »;

LT N - T - T B )

11

Six Treatment
- Population:
Six Treatment
- Population:
Six Treatment
- Population:
Six Treatment
- Population:
Six Treatment
- Population:
Six Treatment
- Population:
Six Treatment
- Population:

Six Treatment
- Population:
Six Treatment
- Population:
Six Treatment
- Population:
Six Treatment
- Population:
Six Treatment
- Population:
Six Treatment
- Population:
Six Treatment
- Population:
Six Treatment
- Population:

Eight Treatment Group Multistage MCP

- Population:
Hyo=0 p1,,=0 py,,

- Population:

M=l p,,=2 y,= .
Eight Treatment Group Multistage MCP -

- Population:

o=l py,=2 p= .
Eight Treatment Group Multistage MCP -

- Population:
Ho=1 p,,=2 y,,=

Eight Treatment Group Multistage MCP -

- Population:

Ho=1 ph,=3 p=1 p,5=1

LIST OF TABLES (CONT’D)
TITLE

Probabilities

oooooooo

Group Multistage MCP - Power
Mo=0 p=1 p,=2 p,=3 p,=4 p =5
Group Multistage MCP - Power
M=0 p=1 p=1 p,=2 p,=2 p.=1
Group Multistage MCP - Power
Mo=0 p,=1 p,=2 p,=3 p,=2 p.=1
Group Multistage MCP - Power
Ho=0 p=1 =2 p,=2 p,=1 p=1
Group Multistage MCP - Power
Me=0 p=1 p,=0 p,=1 p=2 p.=1
Group Multistage MCP - Power
”°=0 ”1=1 ”2=0 ”3:1 ”480 ”5:1
Group Multistage MCP - Power
”0=]' ”1=0 ”2=1 ”3=0 ”4:1 ”5=0

........
........
........
........
........

Group Multistage MCP - Type I Error Rates
Hoo=0 Mo, =0 po,=0 p1,;=0 p1,,=0 p,,=0
Group Multistage MCP - Power Probabilities
Hoo=0 po,=1 Mo,=2 =1 p,,=2 p,=2
Group Multistage MCP - Power Probabilities
Hoo=0 Mo,=1 po,=1 p,,=1 pr;=1 p,=2
Group Multistage MCP - Power Probab111t1es
Hoo= =0 Hoy= =1 Hoz= =2 ”10'1 ”11‘2 M= =3
Group Multistage MCP - Power Probabilities
Moo=0 Hoy=1 po,=2 tho=1 p,=1 ph,=2
Group Multistage MCP - Power Probabilities
Hoo=0 poy=1 pop=1 =2 p1,,=2 p,,=2
Group Multistage MCP - Power Probabilities
Hoo=0 Mo,=1 po,=2 Who=1 p,,=2 p,,=1
Group Multistage MCP - Power Probab111t1es

”oo'o ”01‘1 ”02‘2 ”10‘1 ”11‘3 ”12'1

Type I Error Rates
Hoo=0 15,=0 po,=0 115,=0

=0 p,=0 . . . . s e e e e e e e
Eight Treatment Group Multistage MCP - iliti

Hoo=0 Mo,=1 po,=2 =3
KR T
Hoo=0 Mo,=1 po,=2 pp=2

KT A T T T T R

Hoo=0 Ho,=1 Mo;=2 Hoy=3
=3 =1

Moo=0 Ho,=1 po,=2 p1,,=3



TABLE

5.5

LIST OF TABLES (CONT’D)
TITLE

Eight Treatment Group Multistage MCP - Power Probabilities
- Population: p,=0 p,,=1 p,.=2 u,,=2

M=l =1 =2 py.=2 . . I RERIEE
Eight Treatment Group Multistage MCP - Power Probabilities

- Population: =0 p,,=1 y.=1 p,.=1

Fyo=2 p,=2 P,=2 p,,=2 . . . . . . e e e e e e e e e e
Eight Treatment Group Multistage MCP - Power Probabilities

- Population: p,=0 pr,,=1 =2 p,,=3
Moo=l p =1 pr=2 ;=3 . . . . . . ... e

Twelve Treatment Group Multistage MCP - Type I Error Rates
- Population: g,,=0 For A1l i=0,1,2 and j=0,1,2,3 .
Twelve Treatment Group Mu1t1stage MCP - Power Probab111t1es
- Population: =0 piy,=1 Mo,=2 po,=3 =1 p,=2 p1,,=3

=8 10=2 11,,=3 p=4 =5 . . . . .. ... ... .. ..
Twelve Treatment Group Multistage MCP - Power Probabilities
- Population: =0 p,=1 po,=2 poy=2 pro=1 p1,=2 p1,,=3

M3=3 Moo=l =2 p,,=3 p,,=3 . . . . . . . ... oo e ..
Twelve Treatment Group Multistage MCP - Power Probabilities

- Population: =0 po,=1 p,=2 py3=2 phg=1 p1,,=2 p,,=3

H3=2 =2 [11,,=2 1,,=2 =1 . . . . .. .. ... ... ..
Twelve Treatment Group Multistage MCP - Power Probabilities

- Population: =0 pip,=1 po,=2 po,=3 phe=1 p1,,=2 p1,,=3

M=l p=2 p1,,=3 =2 =1 . . . . ... ... . .....
Twelve Treatment Group Multistage MCP - Power Probabilities

- Population: =0 pi,=1 po,=2 p,3=3 pno=1 p,,=3 p1,,=1

M=l p=2 pr,=2 p =1 =1 . . ... ... ... .....
Twelve Treatment Group Multistage MCP - Power Probabilities

- Population: po,=0 p,=1 po,=2 po,=2 pro=1 pp,=1 p1,,=2

=2 =1 =1 p,=2 =2 . . . . .. ... . ... ..
Twelve Treatment Group Multistage MCP - Power Probabilities

- Population: =0 piy,=1 po,=1 pros=1 =2 p1,,=2 p1,,=2

My3=2 [0=2 [1,,=2 [1,,=2 1,,=2 . . . . . . . . . e e e
Twelve Treatment Group Multistage MCP - Power Probabilities

- Population: =0 =1 p,=2 ;=3 p,,=1 p1,,=1 p,,=2
Mi3=3 Mpg=2 P,=2 11,72 1,,=3 . . . . . . e e e e e e e

xi

293
295

297

301
303
305

307



FIGURE
1

= O O 00 ~4 (<) W

[, yy—y

—
N

LIST OF FIGURES
TITLE

Relationship of Efficacy and Safety for Studying a

New Drug with a Standard Drug . . . . . . . . . . . . . ..
Six Treatment Group Factorial Design . . . . . . . . . . ..
Eight Treatment Group Factorial Design . . . . . . . . . ..
Twelve Treatment Group Factorial Design . . . . . . . . ..
Six Treatment Group Factorial Design - Screening Test

and Compound Pairwise Comparisons . . . . . . . . . . . ..
Eight Treatment Group Factorial Design - Screening

Tests and Compound Pairwise Comparisons . . . . . . . . ..
Twelve Treatment Group Factorial Design - Screening

Tests and Compound Pairwise Comparisons . . . . . . . ..
Two Four-Tuple Screening Test . . . . . . . . . . . . ..
Dose-Response Pattern for Response Variable One . . . . .
Dose-Response Pattern for Response Variable Two . . . ..
Factorial Treatment Design for a Twelve Treatment

Group - Combination Drug Clinical Trial with Ramipril

and HCTZ . . . . & ¢ it e e e e e e e e e e e e e e e
Schedule of Visits for Ramipril and HCTZ Combination

Drug Trial . . . & ¢« o ¢ v v v e et e e e e e e e e e e

Xii



CHAPTER ONE

1.0 INTRODUCTION

Multiple treatment group clinical trials are frequently used in clinical
drug development. The designs and objectives of these trials may take
on different roles at different stages of development. In early stages
of drug development, multiple treatment groups are often used in
assessing the safety and tolerability of new drug entities with Phase I
studies. Designs of these types of trials often involve escalating a
single or multiple dose of a new drug in independent groups of patienfs
or subjects after deciding that the previous dose grodp is safe and
tolerable by certain clinical standards. Phase II clinical trials often
involve multiple treatment groups to assess the relationship of each
group to placebo or to a standard treatment, and possibly the
relationship of treatment groups to one another. Since the treatment
groups are usually increasing amounts of drug in a particular regimen,
the dose-response relationship among the dose groups may often be of

interest.

Phase III clinical trials may involve multiple treatment groups in
several ways. Three treatment groups comprised of placebo, test (new
drug), and standard (marketed drug) may be studied with the objectives

of validating efficacy (placebo vs standard comparison), demonstrating



relative efficacy (placebo vs test comparison), and assessing
comparative efficacy (test vs standard comparison). Several dose levels
of the test drug could be studied for relative efficacy with placebo and
to assess dose-response relationships. In other Phase III designs, the
test drug may simply be compared with placebo to assess relative
efficacy. In the development of a combination drug, one or more
combinations could be studied with each of the respective components and
possibly placebo to assess the re]ativg efficacy (combination vs placebo
comparison) and comparative efficacy (combination vs each of its

components comparisons).

In multiple treatment group clinical trials, multiple treatment group
comparisons will be made. Because the comparisons are generally made
with hypothesis testing procedures, control of the Tybe I error rate
must be considered. Using a procedure to compare multiple treatment
groups which maintains power should also be a consideration. This
dissertation will investigate a hu]tistage multiple comparison procedure
(MCP) for the analysis of multiple treatment group clinical trials with
the goal of controlling the Type I error rate and maintaining power.

The ability of the procedure to achieve the design objectives will also

be evaluated.
1.1 Clinical Drug Development

Under regulatory guidelines in most countries of the worid, new

compounds are evaluated for evidence that if people with a certain



disease or clinical conditibn were administered the new drug, benefit
would be imparted in two ways. Effectiveness of the new drug on the
clinical condition would be at least as good as any other ireatment (if
available), and equally or more important, the new drug would have
adverse effects no worse than other treatments. The possible benefits
of studying a new drug compared to a standard drug in clinical trials is
summarized in Figure 1. |

FIGURE 1

Relationship of Efficacy and Safety
for Studying a New Drug with a Standard Drug

EFFICACY
Ho: U <Ugn_ Hi: Up i 2Use)

Ho: ur(,)<usi,, | Unacceptable | Possible

SAFETY

Hy: Upg,y,Us,, [ Possible Best Result

The parameters u;., Usq, Uy, and ug,,, represent measures of the
overall true state of nature regarding the efficacy (e) and safety (s)
performance of a test (usually new) drug T and standard (usually
marketed) drug S. Here, ’>’ may be interpreted as ’better than’ and <
as ’worse than’. In this dissertation, the primary emphasis will be
based on efficacy assessments. It is assumed that safety is a separate
issue to address and will not be included as a consideration in what
follows. The multistage MCP to be presented may be extended to include
safety parameters. This extension could involve sfmu]taneous assessment
of safety parameters either as separate study objectives or
simultaneously with efficacy objectives as in the two dimensions

displayed above.



1.1.1 Phases of drug development

The statistical objectives associated with the design of clinical trials
usually correspond to the extent to which the clinical objectives are
exploratory or confirmatory. The phases of drug development often
determine the clinical objectives. Drug development phases are
"generally referred to as Phase I, II, III, and IV with each phase

conducted approximately in this order.

Phase I clinical trials are the early exploratory studies used to
evaluate the safety and tolerability of a drug, usually in a small
number of subjects or patients. For example, the first Phase I study in
humans usually involves several groups of small numbers of normal
subjects to receive single doses of the new drug. Each successive dose
group is given an increased dose only after the preceding group has been
fully evaluated for possible adverse signs and symptoms. The number of
subjects in each dose group is small and a few subjects in each group
may receive placebo to guard against false positive interpretations of
any new drug effects. The objective for this study design is to
medically assess safety and tolerability of each higher dose of the
drug. Preliminary efficacy data may also be obtained. Other types of
Phase I studies could involve multiple doses of the same dose Tevel over
time or escalating doses either to titrate to a specific response or to

elevate the dose to some level.



Statistical considerations for these types of studies are usually
limited to exploratory data analysis (EDA). Descriptive summaries of
results are generated but statistical testing for differences between
groups is not usually applied. The statistical analysis usually
involves summarizing results with descriptive statistics consisting of
variation estimates (e.g., minimum, maximum, and standard error of the
mean) and the tendency of the response within a particular group (e.g.,

median and mean change from pre-dose levels).

Confidence intervals about the within group changes can provide an
indication of possible clinical patterns. Plots of responses with time
and with dose provide temporal impressions of the relationships between
the assessment variables and doses. Because of small numbers of
subjects in each group and because clinical effect sizes may not be well
defined, these types of descriptive analyses are able to provide only
exploratory interpretation. Decisions about effects of the doses

studied are mostly based on clinical judgement.

If issues regarding safety and tolerability are adequately addressed in
Phase I, a typicalinext step is to carry out Phase II trials, sometimes
called dose ranging or dose-response studies. The primary objective for
a Phase II study design often is to evaluate whether one or more doses
of the new drug may be effective. In this regard, it may be of interest
to characterize the shape of the dose-response curve and/or to compare
different doses with placebo. The design objectives to demonstrate

effectiveness may be exploratory or confirmatory depending on



availability of patients, time, dosage levels available, and the
clinical effect size. The definition of an "important” clinical
therapeutic effect has been discussed by several authors. Many authors
arbitrarily define an important difference as some percentage
improvement in evaluating outcome variables. Some published trials may
not state what the effect size of interest was. A more specific
definition of clinically important difference was recently given by
Patel [1992] in the context of identifying a minimally effective dose,
maximally effective dose, and maximally tolerated dose. Whether minimal
effectiveness and clinically important difference can be distinguished
needs to be considered. If an effect is only slightly different from
placebo, merely increasing the sample size could lead to a statistical
result which may satisfy a confirmatory criterion (i.e., reject H,6 of ﬁo
effect) when in fact a higher dose level is needed or the true clinical

meaning of the effect is ambiguous.

Whether or not a Phase II study design is to have exploratory objectives
or confirmatory objectives needs to be considered. Exploratory
objectives usually involve statistical methods which are descriptive or
provide estimates of effects. Descriptive statistics, plots, confidence -
intervals, and regression models are commonly used in these situations.
Confirmatory objectives for a Phase II study require a pre-specified
effect size and statements about the testing procedures which will be
employed to compare the dose groups and the power of the tests. In
these situations, the hypothesis testing procedures should also control

the Type I error rate for making multiple treatment group comparisons.



In some instances, sufficient information is collected during Phase I
and exploratory Phase II studies so that a Phase IIb study is called
for. This type of study is usually confirmafory and several doses of
the new drug still need to be evaluated. It may be that the new drug
clearly differentiates itself from placebo in nearly all doses tested in
evaluation of efficacy. In this case, the Phase IIb trial may be
designed with placebo and two or three doses of the new drug within a
therapeutic range. The objective of this type of trial could be to test
whether a higher dose is more effective than a lower dose or whether a
lower dose is as effective as a higher dose but with lessor adverse
experiences. The statistical testing procedure should control the

Type I error rate for making multiple treatment group comparisons but
the emphasis of the comparisons are not equally weighted. The
comparisons with placebo are a foregone conclusion because the new drug
is highly effective. The primary interest is in the comparisons between
different levels of the.doses. A multiple treatment group comparison
procedure which accounted for this unequal emphasis among the

comparisons would be desirable.

The conclusion to pick a low or high dose to proceed with may also be
based on other criteria like adverse experiences. In this sense, the
trial may have some sort of at least as effective objectives for
comparing the high doses to low doses with regard to efficacy. In this
situation, consideration should be given to the sample sizes needed to
claim an as effective result when much smaller sample sizes are needed

to claim differences from placebo and the ultimate criteria for



selecting a dose may include the safety outcomes. Again a multiple
comparison procedure accommodating these objectives is desirable. After
selecting a dose from this type of trial, a Phase III study is usually

the next step.

In Phase III of clinical drug development, it is generally accepted that
a confirmatory design should be used to demonstrate a specific
difference in effectiveness between the test drug and placebo and/or
standard drug. Trials planned with specific differences between
treatment groups tested for significance have comparative objectives.
The statistical analysis of results based on inferences from hypothesis
testing procedures (or confidence intervals) is usually considered a
confirmatory data analysis (CDA). It should be noted, these designs are
viewed by regulatory agencies as ideally simple and sfraightforward for

confirmatory interpretation.

Because Phase III designs are usually simple (e.g., three treatment
parallel group design), the number of treatment group comparisons is
limited by the smaller number of treatment groups and primary objectives
of the trial. Many times the primary objectives of this type of trial
is focused on one treatment group comparison with other comparisons
playing validation or supportive roles. As indicated previously, a
three group design may compare placebo to the stahdard drug to validate
efficacy of the standard drug, compare placebo to the test drug to
demonstrate relative efficacy, and compare the test drug to standard

drug to assess comparative efficacy. A multiple comparison procedure in
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this situation may not be needed because of the separate objectives and
because the rejection of each of these hypotheses tend to be viewed as
intersections of events. Nevertheless, a multiple treatment group
comparison procedure which recognizes this may be desirable. Likewise,
a combination drug study with comparisons of the combination to each of
its components and placebo may be viewed as separate objectives but the
interpretation depends on the intersection of several of the comparisons

being rejected.

Other kinds of studies such as Phase IV may be designed with an EDA or
CDA approach in mind. Phase IV study design objectives usually involve
hypotheses about the relationship of the test drug to other drugs on the
market either in the same or different indication. Multiple treatment
group comparison procedures in these situations may or may not be
important depending on the regulatory environment and objectives of the
study. For example, if the objectives involve bioequivalence, the

testing framework for multiple comparisons may not be needed.

In clinical drug development EDA is often used as a guide to designing
later phase studies whereas CDA is generally required to address
regulatory requirements in these later phases. In this regard, the
multistage MCP and the examples presented in this dissertation will be
assumed to apply mainly to later phases of drug development (e.g.,
Phases IIb and III). That is to say the objective of the study design.

is to make inferential statements about specified differences among the
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treatment groups while controlling the Type I error rate, maintaining

power, and satisfying regulatory requirements.

1.1.2 Sample size

The sample size chosen for each treatment group in a clinical trial
determines the power of the statistical test to detect a specific
treatment group difference with a specified standard deviation. In
planning a trial with a confirmatory objective, the sample size for each
treatment group needs to be considered. For example, for a three
treatment group design with placebo, Tow dose, and high dose, one would
like sufficient sample size to detect the alternative H,: [The test drug
is more effective than placebo]. What specific configuration of this
alternative should be used? A difference between high dose and placebo
could be specified and the sample size based on it (with a certain power
and standard deviation). A specified difference between the low dose
and high dose means compared to the placebo mean could be used with a
non-central F-distribution to plan sample size. Perhaps another way to
plan the sample size is to specify an average based on low dose and high
dose means and combare it to the placebo mean. The sample size should
be chosen such that one or both of the doses can be established as more

effective than placebo.

A dose-response objective may be whether the high dose is more effective
than the low dose, however, its unclear whether a sample size to satisfy

a difference from placebo objective also applies to a
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dose-response objective. If the test drug has more than two dose
levels, there are many response patterns which demonstrate the
alternative H,: [There is a dose-response relationship]. For example,
with six dose levels, the two lowest doses may produce small responses,
the next two higher doses may produce medium responses, and the two
highest doses may produce high responses. Such a dose-response pattern
may demonstrate a significant dose-response relationship, however, how
one specifies the differences in the responses between the dose levels
and placebo to arrive at a sample size to detect such a dose-response

pattern does not appear straightforward.

A regression model could be employed to characterize the dose-response
relationship and would require a smaller sample size to show a
significant slope parameter than corresponding hypothésis tests between
pairs of individual treatment groups. However, if the confirmatory
objective is to demonstrate a difference between one or more of the test
drug dose levels with placebo, it is unclear whether using a test of the
slope will satisfy this objective. It is easily seen that applying
these sample size questions to more complex factorial designs makes the
identification of a specific alternative more difficult. A detailed
example of regression methodology combined with hypothesis testing in

these situations is given by Phillips et.al. [1992].

From a regulatory perspective, a clinical trial may be considered
adequate if planned with sufficient sample sizes to detect meaningful

differences between treatment groups. For the purposes of evaluating
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the multistage MCP in this dissertation, specific calculations of sample
size will not be directly assessed. However, ranges of sample sizes
will be incorporated such that the empirical sensitivity of the

procedure is evaluated.
1.1.3 Multiplicity in clinical trials

One of the problems which can hamper the analysis of a clinical trial is
the need to assess multiple outcomes at multiple time points and make
multiple inferences about the relationships between multiple treatment
groups. Clinical trials inherently collect numerous.meaSUrements on
many efficacy variables and many safety variables. Incorporating the
safety analysis with the efficacy analysis for making decisions adds
another element of multiplicity. Interim analyses introduce yet another
level of multiplicity for the interpretation of the results. All of
these potential multiplicities create the need for addressing these

issues in the design and planned analyses.

An extensive number of statistical methods have been developed to
address these issues. To handle more than one variable measured more
than once over time, univariate and multivariate repeated measures
models have been developed. A limitation of multivariate tests is that
they do not have alternatives which apply to establishing specific
relationships between the treatment groups. Univariate methods have
assumptions which may be difficult to justify. For example, normality

and an equal correlation structure across time points. Many sequential
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methods and spending function algorithms exist to address interim

analysis strategies.

Measurement level of the outcome variables is an important consideration
for meeting the assumptions of the appropriate analyses. Different
measurement levels require different statistical procedures so that
assumptions for the different methods may be satisfied. For example,
nonparametric methods may be applied to categorical outcomes and
parametric methods to continuous outcomes. If assumptions for
continuous outcomes are not satisfied, nonparametric methods may be
performed with relatively high efficiency, however, power calculations

for some nonparametric tests may not be readily available.

A key issue is to control the Type I error rate with s0 many comparisons
at hand. A variety of MCP procedures are available which address making
a correct decision with the Type I error rate controlled. Several
commbn MCPs are reviewed in Chapter 2. The multistage MCP evaluated
here will be assumed to apply to a single outcome variable assessed at a
single time point. The primary concern will be how the multistage MCP

performs for evaluating comparisons among multiple treatment groups.

1.2 Design of Studies

As discussed in the previous sections, we are interested in designing
and analyzing studies with multiple treatment groups to decide on

confirmatory objectives for a single outcome variable in later stages of
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clinical development where regulatory requirements need to be satisfied.
It may also be of interest to explore dose-response relationships among
treatment groups. In planning these studies for evaluating the
multistage MCP, the main emphasis will be on the number of treatment
groups and the sample size. It is assumed that patients will be
assigned to the treatment groups in a random fashion. For simplicity,

only parallel group designs will be considered.

One study design could include one dose level for a test treatment
(innovator), a standard treatment (comparator), and placebo. The design
objectives could be stated as H,: [The comparator is not effective]
versus H,: [The comparator is effective] and H,: [The innovator is not
effective] versus H,: [The innovator is effective], and H,: [The
innovator is no more effective than the comparator] versus H,: [The
innovator is more effective than the comparator]. To test these
hypotheses, the standard treatment is compared to placebo to verify its
effectiveness, the test treatment is compared to placebo to decide its
effectiveness, and the test treatment is compared to standard treatment

to determine relative effectiveness.

Another scenario may have a design with placebo, low dose, and high dose
treatment groups with the design objective expressed as H,: [A11 dose
levels of the active treatment are not effective (i.e., no difference
from placebo)] versus H,: [At least one dose level is effective (i.e.,
an effect different from placebo)]. For example, a treatment could be

judged a success (H,: rejected) on the basis of whether diastolic blood
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pressure (DBP) was reduced by 10 mmHg more than placebo after six weeks
of treatment. The hypothesis for this test would be H,: [Treatment
mean mmHg minus Placebo mean mmHg < 10] versus H, [Treatment mean mmHg

minus Placebo mean mmHg > 10].

If more than two dose levels are used, an additional objective may be
designated H,: [There is no dose-response relationship among the dose
levels] versus H,: [There is a dose-response relationship]. For
example, three increasing levels of doses and placebo could be evaluated
for reduction in DBP at endpoint. In this case endpoint could be the
measurement obtained on each patient after six weeks of treatment.
Dose-response effectiveness for the Towest dose could be based on a
greater than or equal to 10 mmHg difference as above. The middie dose
could be defined as effective if an additional decrease of 5 mmHg was
achieved (difference from placebo of 15 mmHg). The highest dose could
be defined a success if an additional 5 mmHg difference in DBP is
attained (5 mmHg better than the middle dose and 20 mmHg better than
placebo). This scenario would represent a strictly increasing dose-

response relationship in effectiveness.

A more complex study design could include several dose levels of test
treatment, one or more levels of standard treatment, and placebo. The
design objectives could include extensions of the previous example.
Each of the test treatment dose levels could be compared with placebo
for evaluation of effectiveness. The test treatment dose levels could

be evaluated for a dose-response relationship. Each of the standard
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treatments could be verified for effectiveness through comparisons with
placebo. Additionally, each test treatment could be compared to each

standard treatment for assessment of relative effectiveness.

Another kind of multiple treatment group study design is a combination
study. A simple design for a combination with only two components is
three treatment groups comprised of component one, component two, and
the combination of the two components. For example, a dose level of an
ACE inhibitor may be combined with a diuretic to see if greater
effectiveness can be achieved, e.g., if the decrease for each of the ACE
inhibitor and diuretic treatments demonstrate a reduction in DBP of

10 mmHg after six weeks of treatment, the combination treatment could be
required to demonstrate an additional reduction of 10 mmHg DBP. This
example design would be comprised of the ACE inhibitor treatment alone,
the diuretic treatment alone, and the combination of these two
treatments. The main analysis consideration would be the comparison of

the combination to each of the components.

A placebo group could be added to form a complete 2x2 factorial design.
The design objective for this combination design could be stated as H,:
[The combination is not superior to at least one of its components]
versus H,: [The combination is superior to both of its components].
Other possible comparisons of each component to placebo and the

combination with placebo could be required.
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More levels of one or both of the components could be added to this
design to form an RxS factorial design. The subscript R denotes the
number of dose levels for the first component (including placebo) and S
the number of levels for the second component (including placebo). The
objective for this study design could be stated H,: [A11 combinations
are not superior to at least one of their components] versus H,: [At
least one combination is superior to both of its components]. As
discussed previously, treatment group comparisons could also include
relative comparisons of each treatment to placebo (including all levels
of component dose treatments and combination treatments). The dose-
response relationship in an RxS factorial design may also be assessed.
As the number of treatment groups increases in this type of design, it
is clear the extent of multiplicities in treatment group comparisons may
hinder the ability to address the objectives fully without a seemingly
huge overall sample size. For this reason, the performance of the
multistage MCP in an RxS combination drug factorial design is of

particular interest.
1.3 Summary

This dissertation will investigate a multistage MCP for the analysis of
multiple tréatment group clinical trials. The focus will be on efficacy
outcomes in tlinical drug trials where multiple treatment groups are
investigated through multiple treatment group comparisons. The
framework is applicable to Phase IIb and Phase III clinical trials where

confirmatory study objectives are of interest to address
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regulatory requirements. It is assumed the design of the trial includes
adequately planned sample sizes for each treatment group based on
detecting a specified clinical effect with a test of hypothesis at a
certain Type I error rate and power. A dimension of multiplicity of
main interest is the number of treatment groups. Only one primary
efficacy variable assessed at a single evaluation time is assumed. The
primary concern will be how the multistage MCP performs for multiple
comparisons among multiple treatment groups. Simulation analyses are
based on underlying normal theory approximation with results extendable
to nonparametric settings. Study designs include parallel group designs
with between three and twelve treatment groups. The treatment groups
can include placebo, up to several doses of the same test drug, up to
several doses of the same or different standard drugs, or combination

treatments with two components.

A multistage MCP is developed and studied through simulation analyses on
various designs with the above characteristics. The procedure is
evaluated for carrying out multiple treatment group comparisons to
address objectives of the study design with interest in controlling the
Type I error rate and maintaining power. The multistage MCP is based on
closed testing procedures and union intersection principles.

Several examples will be used to demonstrate ways the procedure may be

carried out.

Chapter 2 contains a review of some of the common MCPs which are used to

carry out multiple comparisons in a clinical trial or other settings.
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Chapter 3 and 4 present several simulation studies with between three
and twelve treatment groups. Chapter 5 introduces an example of a
factorial design combination drug study with twelve treatment groups and
a six treatment group study design. An overall summary and discussion

is presented in Chapter 6.



CHAPTER TWO
2.0 TREATMENT GROUP COMPARISONS IN CLINICAL TRIALS

This chapter will present a general overview of the types of
methodologies which have been developed for multiple comparisons in
testing statistical hypotheses. The first section describes some of the
considerations for implementing such procedures. Classical MCPs are
discussed followed by Bonferroni type MCPs. Finally, MCPs specifically

developed for combination drug clinical trials are reviewed.

As discussed in Chapter One, many of the statistical methods applied in
clinical drug development for the planning and analysis of Phase IIb and
Phase III clinical trials, are based on statistical inference through
hypothesis testing. A planning component for the statistical design of
these types of trials places importance on protecting against a Type II
error, the probability of incorrectly failing to declare a significant
effect after testing the hypothesis. An adequately planned sample size
for each treatment group to ensure the power of the test is almost
always used to guard against this error. At the analysis stage, more
importance tends to be placed on controlling the Type I error which is
the probability of incorrectly rejecting the null hypothesis after
testing it. The originally planned power may be different from the

actual power associated with the analysis.
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Both types of errors should be considered in the planning and analysis

of these types of clinical trials.

Consideration of the Type I error rate has been interpreted from a
variety of perspectives. Before deciding on how to control the Type I
error rate, the context for the hypothesis testing must be defined. One
extreme is to consider all hypotheses one may test in a lifetime of
analyses. A more realistic framework is to consider the set of
hypotheses to be tested in a group of clinical trials or more commonly
in a single clinical trial. Even within a single clinical trial it is
considered prudent to plan a certain set of hypotheses which are
relevant and to exclude other possible hypotheses from consideration in
errors of inference. The selection of a relevant set of hypotheses
usually is based on a small number of variables measured on a small

number of occasions for which it is of interest to compare a small

number of treatments.

The relevant set of hypotheses chosen is usually referred to as the
family of hypotheses for which control of the Type I error rate is of
interest. Control of the Type I error rate is generally described in
terms of comparison-wise control or experiment-wise control. The
comparison-wise Type I error rate may be defined as the proportion of
the family of hypotheses which are incorrectly declared significant.
The experiment-wise Type I error rate may be defined as the probability

that at least one hypothesis in the family of hypotheses is incorrectly

declared significant.
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Control of the Type I error rate is also described by whether the error
rate is controlled at the nominal level. The nominal level is usually
small because making a Type I error is generally associated with
consumer risk. That is, an error of this type could lead to new
therapies introduced which do not actually have the claimed effect. It
is widely held that a nominal level of 5% represents reasonable control

of the Type I error rate in a clinical trial.

It could be that the family of hypotheses actually only contains one
hypothesis. In this case, comparison-wise control and experiment-wise
control mean the same thing. Even if only one variable measured at one
time point is of interest, a clinical trial with more than two treatment
groups implies more than one hypothesis in the family. Because
regulatory requirements for Phase IIb and Phase III clinical trials
generally involve confirmatory conclusions, i.e., inferences from
hypothesis tests, a MCP is needed to control the Type I error rate when

the family of hypotheses is bigger than one.

Some MCPs developed are designed to control the comparison-wise Type I
error rate at the nominal level and some MCPs are designed to control
the experiment-wise Type I error rate at the nominal level. If a MCP
controls the comparison-wise Type I error rate at the nominal level, the
experiment-wise Type I error rate may be bigger than the nominal level
and the procedure would be considered liberal because too many Type I
errors are allowed. If a MCP controls the experiment-wise Type I error

rate, the comparison-wise Type I error rate may be smaller than the
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nominal level and the procedure would be considered conservative because

too few Type I errors are allowed.

Control of the Type II error rate is described by the power of a test
procedure. The Type II error rate is generally associated with
manufacturers risk because an error of this type could lead to a new
therapy not entering the market when it actually is effective. If a MCP
is conservative, it will have less power and thus too many Type II
errors. If a MCP is liberal, it will be more powerful but produce too
many Type I errors. In the context of clinical trials, it is probably
reasonable to only consider the experiment-wise Type I error rate. The
results of a clinical trial as a whole are usually required to stand on
their own so results of individual hypotheses are not as compelling. In
the discussion which follows, a MCP which controls the experiment-wise

Type I error rate at the nominal level will be considered a true MCP.

A further consideration for controlling the experiment-wise Type I error
rate is whether weak control or stroﬁg control applies. Weak control of
the experiment-wisé Type I error rate means the probability of rejecting
at least one hypothesis when all hypotheses in the family are true is no
greater than a. If the set of hypotheses in the family are denoted
H={H,,,..Hy;,..H,} then weak control refers to the probability of
rejecting any Hy, which in turn refers to the probability of rejecting H
under the overall null. Strong control of the experiment-wise Type I
error rate is a more stringent property. If H’ is any subset of H then

strong control means the probability of rejecting H’ when H’ is true and
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H’ (complement of H’) is not true is less than or equal to a no matter
which possible subset H’ contained in H is true. More recently in the
literature this latter type of control has been referred to as the
multiple level of significance and the former type of control is

referred to as the global level of significance.
2.1 Multiple Comparison Procedures

Multiple comparison procedures have been developed extensively to
accommodate the multiplicity of hypotheses which are inherent in many
clinical trials. Several of these procedures have been derived to be
used with ANOVA and certain multiple regression applications. Whether
planned or unplanned, multiple comparisons will always be of interest;
Though there are numerous examples of MCPs in the 1itérature, a small
number of these procedures which are well known and widely used consist
of Fisher’vaeast Significant Difference (LSD), Tukey’s Honestly
Significant Difference (HSD), Scheffe’s, Newman-Keuls, Dunnett’s and
Duncan’s multiple range test. Most of these procedures can be expressed
in the form CX + q, .4 S.E., where C is a contrast array, X is the
observed mean array, q.., is the upper a percentage point of some
adjusted distribution, and S.E. is a standard error estimate for

the contrast. Although improvements on these procedures have been made
by various authors, a brief description of this list provides
comparisons of the types of trade offs to consider when choosing to

implement a particular procedure.



25
Fisher first described the LSD comparison procedure in 1935. The
procedure is to carry out individual pairwise comparisons using a
weighted Student’s t-statistic. An extended version of this procedure
is the protected LSD which first tests the overall F-test at the a-level
and if significant then drop down to the pairwise comparisons. Two
potential problems with this procedure are that it is possible to reject
the overall H,: p=y,, for all i<j (i=1,...k), to find none of the
individual pairwise tests significant. In addition, the procedure is
not necessarily a true MCP because the experiment-wise Type I error rate
a is not controlled in the pairwise comparison part of the procedure
when there are more than three treatment groups unless under the overall
null. With three treatment groups, after rejecting the overall F-test
at least one treatment group mean is different from the others so at
most only one false rejection can be made among the three pairwise
comparisons. With more than three treatment groups, rejecting the
F-test leads to a similar conclusion, however, more than one false
rejection could be made among thé possible pairwise comparisons unless
k-1 of the treatment group mean comparisons are different from one
another. Thus, the procedure is not a true MCP under a partial null.
Under the grand null, the procedure is a true MCP for any number of
treatment groups. In practice multiple treatment group clinical trials
may not be designed under a grand null. For example, with a standard

treatment in the design, a difference from placebo would be expected.

Tukey proposed the HSD procedure in 1953 [Kirk 1968] as a true MCP which

sets the experiment-wise Type I error rate at a. The procedure uses a
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weighted studentized range statistic. The procedure can be used for all
contrasts or all pairwise comparisons. Confidence intervals about the
contrasts can be constructed. The procedure is highly conservative if
used as a comparison-wise MCP. Scheffe’s method also was introduced in
1953 as a true MCP although the procedure tends to be too conservative.
This MCP is more powerful for contrasts of linear combinations of means
and is based on an F-statistic. The Tukey HSD procedure is less
conservative than Scheffe’s mefhod when used for all pairwise

comparisons.

Dunnett’s test [1955] was introduced as a true MCP for a collection of
treatment groups each compared to a control. The test is carried out
based on a multivariate t-statistic and because of the correlation of
the comparisons produces narrower confidence limits than Tukey or
Scheffe methods. The method also has been referred to as a simple-step
procedure because it uses one critical constant. Two modifications to
this procedure were introduced by Dunnett and Tamhane [1991, 1992]
called the step-down and step-up procedures, respectively. The step-
down procedure orders the test statistics and tests the largest one
first. If it is rejected, the second largest is tested. This testing
continues until a test fails significance and all further tests are also
declared non-significant without actually testing them. The step-up
procedure begins with the smallest test statistic and stops when
significance is detected. Al1 larger statistics are considered
significant without actually testing them. The step-down procedure is

more powerful if only the first few test statistics are significant and
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the step-up procedure is more powerful if most of the test statistics
are significant. These modified Dunnett’s tests also may be

characterized as closed test procedures as discussed in Section 2.3.

The Newman-Keuls (NK) test [Kirk 1968] is not a true MCP, controlling
neither the experiment-wise Type I error rate nor the comparison-wise
Type I error rate. It is a multistage procedure and although it does
not involve the overall F-test, it is carried out based on all ordered
sets of means using a weighted studentized range statistic that is a
function of the number of steps apart the means are at any particular
stage. A similar procedure to NK is Duncan’s new multiple range test
[Kirk 1968] introduced in 1955. Carried out in a similar manner to NK
it is a multistage test and not a true MCP. An advantage to this
procedure is increased power as the number of means iﬁcreases, however,

the Type I error rate is sacrificed.

A key trade off for these common procedures is the extent to which they
control the Type I error rate and the corresponding consequences for
power. As has been discussed, procedures which are too conservative
lack power and although having benefits for additional power, procedures
which are too liberal do not control the experiment-wise Type I error
rate. The extremeness of these trade offs becomes more severe when the

number of hypotheses in the family increases.

A simulation study by Einot and Gabriel [1975] showed that Tower power
is obtained from Tukey/Scheffe’ type MCPs while slightly more power is
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achieved with Duncan type MCPs for fixed experiment-wise Type I error
rates. The number of treatment configurations in their study‘was small
and only one very small sample size (n=9) was used. From these results,
its not clear that the trade offs in magnitudes of differences in power
would be the same with a larger number of comparisons as well as larger
sample sizes. Both types of procedures may have limitations in
controlling the experiment-wise Type I error rate @ and maintaining
pairwise power. Several other authors have studied classical MCPs with
modifications in computer simulations with varying assumptions (Carmen

and Swanson [1973] and Ramsey [1978]).
2.2 Bonferroni Type MCPs

The Bonferroni inequality is frequently invoked as the basis of a true
MCP which is easy to apply and particularly relevant for an independent
set of comparisons. The procedure uses an adjusted comparison-wise

Type I error rate of (a/k) for each comparison being made, where k is
the total number of comparisons. Thé experiment-wise Type I error rate
is controlled at @ in the strong sense. Whereby common MCPs previously
listed generally iﬁvo]ve deriving a new test statistic to have
adjustment, applying Bonferroni adjustment merely involves adjusting the
critical value of the test statistic at hand, for example, the t-test or
Z-test. A major criticism of the Bonferroni adjustment is its over
conservativeness, especially with correlated test statistics. As the
correlation between test statistics rises, the experiment-wise Type I

error rate decreases below a. This issue is particularly relevant in
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multiple treatment group clinical trials since a set of comparisons

being made will often involve a common comparator (e.g., placebo).

Several modifications to the Bonferroni adjustment are referred to as
sequentially rejective tests and include Holm [1979], Simes [1986], and
Hochberg [1988]. Holm’s procedure, or Bonferroni-Holm (B-H) is a
sequentially rejective Bonferroni test based on ordering the p-values
from smallest to largest in the family of hypotheses being tested. The
procedure tests the nextvhypothesis‘in the sequence of p-values at
[a/(k-j+1)], where k is the total number of hypotheses and j is the
curreht hypothesis for j=1,...,k. It is required that each previous
hypothesis be rejected before proceeding to the next larger p-value and
its associated hypothesis. The B-H procedure maintains the multiple
level of significance or strong control of the experiment-wise Type 1
error rate a and is also a closed testing procedure. The B-H procedure
is strictly more powerful than a Bonferroni adjustment. A disadvantage
of the B-H procedure is that it cannot be used to construct simultaneous

confidence sets which can be constructed with Bonferroni adjustment.

Shaffer [1986] improved on B-H by modifying the denominator of the alpha
level used at a particular stage. Rather than simply subtract one at
the next stage, he proposes to use the maximum number of hypotheses
remaining which could be true. For example, with three treatment groups
and three pairwise comparisons, if the first comparison is rejected then
at most only one of the remaining two comparisons can be null. Thus,

B-H would use a/3, a/2, a/l for the order of comparisons and Shaffer
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would use a/3, a/l, a/1. This procedure also maintains strong control
of the experiment-wise Type I error rate @. Additionally, because the
denominator can never be bigger than the B-H procedure, the procedure is
at least as powerful and many times more powerful as in the three

comparison example.

The Simes procedure is also a modification of the Bonferroni adjustment.
It is carried out by ordering the p-values for the family of hypotheses
from smallest to largest and rejects the family if p-value, < (j a/k),
for any j=1,...,k. In this regard, the procedure has weak experiment-
wise control by rejecting the entire set of hypotheses if an individual
hypothesis is rejected. Hommel [1988] invoked the principle of closed
testing procedures to extend Simes’s procedure to have strong control of

experiment-wise Type I error rate.

Hochberg [1988] showed a further modification of the Bonferroni
adjustment similar to the B-H procedure which also maintains strong
control of the experiment-wise Type I error rate a. His procedure
orders the p-values in the family of hypotheses from largest to smallest
and evaluates the next p-value at (a/k-j+l), for j=k,...,1. The current
hypothesis j is required to be rejected before proceeding to the next

lower p-value. Thus, this procedure amounts to a reverse B-H procedure.:

Wright [1992] further advocates procedures based on modifications to

Bonferroni due to the increase in power. Rom [1992] proposes a further
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modification of a Bonferroni procedure which has more power if the

. _ underlying distribution is discrete.

Intext Table 1 provides examples of significance levels used for several

of the sequentially rejective MCPs for increasing number of comparisons.

INTEXT TABLE 1

COMPARISON OF P-VALUE SIGNIFICANCE CRITERIA
FOR SEQUENTIALLY REJECTIVE MCPs

Significance Levels

Number of
Comparisons Bonferroni-Holm Hochberg Simes
3 .0167 ~.0500 .0167
.0250 .0250 .0333
. .0500 .0167 .0500
4 .0125 .0500 .0125
.0167 .0250 ' .0250
- .0250 .0167 .0375
.0500 .0125 .0500
5 .0100 .0500 .010
.0125 .0250 .020
.0167 .0167 .030
.0250 .0125 .040
.0500 .0100 .050

2.3 Closed Testing Procedures

Marcus et.al. [1976] introduced a closed testing procedure in the
context of a one-way analysis of variance. For this procedure, the
assumption of closure under intersection is employed. If H is a family

of hypotheses and H,, and H,, are hypotheses contained in H then by
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definition, (H, N H,,) is also contained in H under this closure

assumption.

Bauer [1991] applied the principle of closed testing procedures to
demonstrate how multiple testing in clinical trials can be addressed.
Because of the principle of closed tests, the multiple level of
significance is controlled. He demonstrates practical situations
involving more than one endpoint, more than two treatments, many
comparisons to a control, ordered alternatives, all pairwise comparisons
and contrasts, more than one trial, and sequential sampling. Budde and
Bauer [1989] elaborate on the ordered alternative multiple testing
procedure. It is based on testing neighboring doses in the situation
where increases in dose are expected to have larger or at least equal

effects.

Bauer [1989] discusses a sequential elimination procedure based on
multiple testing rules with a, = 2a/(m-s+1)(m-1) where m is the number
of hypotheses and s is the position in the sequence of tests. This

procedure is more powerful than Holm’s.

Dunnett and Tamhane [1992] proceed to describe the step-up test

procedure which continues in a sequential fashion to test all ordered
critical values (from lowest to highest), and upon reaching a critical
value > c¢,, all remaining tests corresponding to critical values above

this are declared significant.
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Although he doesn’t indicate it, Williams test [1971, 1972] is a closed
testing procedure. This procedure is specifically interested in finding
where the response becomes undesirable in a series of doses all compared

to a control or placebo dose.

2.4 MCPs in Combination Drug Studies

Combination drugs frequently are developed to treat more than one
symptom or to enhance efficacy in one outcome variable. In the United
States, following the passing of the Kefauver-Harris Act in 1962, the
Drug Efficacy and Safety Implementation (DESI) review lead to
discontinuing many combination drug products from the market because
there was no evidence the added components were necessary, and possible
evidence of deleterious effects. The current combination drug policy,
as stated in the Federal Register, requires that ’two or more drugs may
be combined in a single dose form when each component makes a
contribution to the claimed effects and the dosage of each component is
such that the combination is safe and effective for a significant

patient population requiring such concurrent therapy’.

Achieving these requirements depends on demonstrating the superiority of
the combination according to one or more criteria. Statistical
consideration of the criteria has led to the specification of a compound
hypothesis. The null hypothesis to be contradicted is H,: [the
combination treatment is equal to or less effective than AT LEAST ONE of

the components]. The alternative hypothesis to be demonstrated is H,:
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[the combination treatment is more effective than ALL of the
components]. The evaluation of these sets of events is a union

intersection problem.

Berger [1982] has considered the union intersection problem with regard
to a family of comparisons of parameters each against a standard.

The hypothesis may be expressed as H,: U (u; < ¢,) versus the alternative
H,: N (u, > c,), where u, are the parameters of interest and c, is the
respective standard for i=1,...,k. If each of the individual tests are
one sided, and the hypothesis is written as the union of these events,
then testing each of H,,: u, < ¢, at the a level results in an overall a
level test for H,. The a level approaches the maximum when only one of
the parameters barely beats its standard, i.e., H,, is accepted, and a11
others are significantly better than their standard. It approaches zero
when only one of the parameters is much worse than its standard. The
power approaches a+epsilon when all parameters barely beat their
standards, and one when all parameters are much better than their

standard.

The simplest situation for the design of a combination drug study is one °
with only two potential components each being combined at their
respective optimums or two other levels chosen in some other way. The
design objective is to evaluate the combination relative to each of its
components. Perhaps a useful design to accomplish this objective is a
three arm parallel group design. From a regulatory perspective this

design can be planned to compare the combination to each of its
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components and satisfy the criteria for approval. There is various
discussion of whether a placebo group is needed to validate the
superiority of the components over placebo. In this case, the design

would be a 2x2 factorial.

Pledger [1989] provides several examples, ethical dilemmas aside, where
excluding this group from the design could be misleading in the
interpretation of the results. In addition, the placebo group may
enhance the scientific validity of the study and allows for the analysis
of a 2x2 factorial. The 2x2 design validates the expected effects for A
and B monotherapies, say, compared to placebo and estimates the effects
of each component in the presence of one another. Pledger points out
the inadequacy of analyzing a 2x2 combination drug trial with classical
ANOVA. In a classical 2x2 design one may be interested in the average
effect of one factor over the levels of another factor and applying the
result over this range as advocated in the classical text by Cochran and
Cox [1966]. A 2x2 factorial design has been advocated if one is
interested in answering two largely unrelated questions simultaneously.
The classical argument is that such a design can answer the second
question "free". This approach has also been advocated however, by Byar
and Piantadosi [1985] in the context of clinical trials. Its not clear
in evaluating combination therapies that interest in the effect of A
either with or without B is as useful as the effect of A in the presence
of B, as in the intersection of these events. If one were interested in
the effect of a drug across a range of doses of another drug, or more

than one drug, classical ANOVA may be correct, however, the hypotheses
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in classical ANOVA do not adequately address the regulatory

considerations.

In traditional approaches to the analysis of a trial designed as a 2x2
factorial, the test for interaction often is an issue. In the presence
of interaction, one cannot clearly identify the main effects. However,
the trial is usually not designed to detect interaction if it exists and
the experimenter merely hopes to fail to show evidence it exists. This
strategy does not provide assurance that interaction does not exist. In
failing to show the presence of interaction, the advantage of the
traditional factorial analysis is to assess the main effects in an
ana]ysis structure which is reasonably powerful. In the context of a
combination trial, the traditional factorial analysis does not answer
the question of whether a combination drug is favored in direct pairwise

tests with each of its components.

Laska and Meisner [1989] presented the theoretical basis for a testing
procedure they call the MIN test. This test is a special case of the
test proposed by Berger [1982]. The test uses a significance level of @
for both parts of the compound hypothesis H,: u, < u, or u, < u, versus
H;: uy, > u, and u, > u,. A fundamental aspect of the MIN test in this
situation is the intersection of the two parts of the alternative H,.
The requirement that both pafts of this compound hypothesis be rejected
at level a has been shown to protect or make conservative, the

experiment-wise Type I error rate of the test. When the alternative is

structured as the intersection of events, the union intersection problem
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is solved by using comparison-wise a level tests for each of the
components in the compound union of events hypothesis. It is not well
established what the influence of this sort of procedure has on the
power of the test. For a MCP constructed as the hypothesis of a union
of events versus the alternative of the intersection of those events,
the MIN test has been identified as the correct test by Dunnet [1992] in
the context of demonstrating which treatment is uniformly the best. In
the context of over the counter trials, D’Agostino and Heeren [1991]
advocate dividing the objectives of the trial into two hemispheres. The
first is to demonstrate all active drugs are better than placebo or
testing down side sensitivity. This part of the testing should be
carried out with a procedure which controls the experiment-wise Type I
error rate. Comparisons of the active drugs should also use a procedure
which controls the experiment-wise Type I error rate if differences
between the groups are of interest or a procedure which controls the
comparison-wise Type I error rate if the objective is to demonstrate an
at least as effective alternative. In a combination drug study, it may
be appropriate to view the comparisons of each component of the
combination with placebo and the comparison of the combination with
placebo as downside sensitivity. The rationale is that if one is
attempting to show a difference between a new drug and a standard drug
(represented by the combination and the components in this case), the
effectiveness of the standard over placebo is necessary and expected.
Similarly, the components in a combination trial are expected to out

perform placebo. If this is not addressed, the results of the trial may

be suspect.
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Another procedure for a combination drug with two components is proposed
by Snappin [1987]. This procedure assumes a non-null treatment
difference (delta) between the components and uses a bivariate normal
test statistic which depends on a nuisance parameter to determine the
significance of the combination. Part of the motivation is that a
standard MCP which may be only applicable if the two component drugs are
equally effective provides an overly conservative test. Of the five
different choices for delta, conservative tests were obtained for small
delta, and only for large delta did the actual significance level

approach a.

A test contingent on the smaller of the observed effect in one of the
contrasts is presented by Gibson and Overall [1989]. This test is
always conservative and also requires large treatment effects before the -
significance level approaches the nominal level. An evaluation of the
power of their procedure revealed relatively large sample sizes, 400 or
more patients are required to achieve 80% power for detecting small

(e.g., 20% of standard deviation) treatment effects.

Larger rxs factorié] designs have been proposed for combination drug
studies where r and s can be four or five or larger. Response surface
methodology has been used to analyze these larger factorial designs in
combination chemotherapeutic clinical trials as extensively described in
Carter et.al. [1983]. Pigeon et.al. [1992] distinguish the difference
between a factorial design with objectives for estimating and a design

with objectives for comparing groups with hypotheses. With r and s
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bigger than two these authors consider an information surface to carry
out an estimation procedure and point out practical difficulties in

using these designs for comparing groups.

Leung and O°Neill [1986] shed 1ight on some aspects of stating the
hypotheses for combination trials involving more than one indication and
more than one outcome variable in the hypothesis testing framework.

Hung et.al. [1990, 1992] develops a model for testing for global
superiority of a combination drug. One problem with this procedure is
that the estimated optimum combination may not be one of the actual

combinations tested.



CHAPTER THREE

3.0 A MULTISTAGE MCP FOR THE ANALYSIS OF GENERAL MULTIPLE
TREATMENT GROUP DESIGNS

This chapter presents the methodology and results from simulation
studies of a multistage MCP for the analysis of general multiple
treatment group designs with comparative objectives. Three simulation
studies of clinical trials with parallel group designs are studied. The
objectives for this chapter will be to describe the designs used for the
simulation studies and to provide an overview of how the multistage MCP
may be useful in analyzing these types of designs. The general
methodology for the simulation studies is then presented. Specific
settings and customization qualities of the multistage MCP are also
described with the general approach. Each of the three simulation
studies are then presented in detail with specific hypotheses and
decision rules for carrying out the multistage MCP. Results for each of
the simulation studies are presented and overall conclusions are

summarized.

The first simulation study is a three treatment parallel group design.
Using this design, patients may be randomized to receive placebo, a low

dose, or a high dose, where the low dose and the high dose are the same
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drug at different levels. Interesting hypotheses are whether the high
dose beats placebo and whether the low dose beats placebo. In addition,
whether the high dose beats the low dose is of natural interest.

Because there are three primary pairwise comparisons of interest, the
analysis must take this multiplicity into account. A‘multistage MCP is

proposed to accomplish this.

A second three treatment parallel group design may be one comprised of
placebo, test drug, and standard drug. Al1l three pairwise comparisons
are again of natural interest, however, the design objectives are
different from the previous design. Usually the objectives for this
type of trial are to confirm the effectiveness of the standard drug,
demonstrate the effectiveness of the test drug, and evaluate the
relative effectiveness of the test drug to the standard drug. If the
test drug beats placebo the interpretation of this result depends on
whether the standard beats placebo. If both the test and standard beat
placebo, the effectiveness of the standard drug has been confirmed and
the effectiveness of the test drug has been demonstrated. If the test
drug beats placebo and the standard does not, a comparison between the
test drug and the standard drug is needed to shed 1ight on the
interpretation of the trial. In addition to dealing with the
multiplicity inherent in the three pairwise comparisons, a multistage
MCP is proposed which will give order to these comparisons. By
constructing a multistage MCP with the objectives in mind, the ordering

will provide consistent interpretation of possible results.
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Another design objective for a trial with placebo, test drug, and
standard drug may be to demonstrate equivalence between the test drug
and standard drug in the sense that the test drug is at least as good as
the standard drug. For this design objective, it seems reasonable to
evaluate comparisons with placebo before establishing an at least as
effective objective. How, for example, would one interpret a study
where the standard drug beat placebo, the test drug failed to beat
placebo, however, was found to be as good as the standard? A multistage

MCP is proposed to address this design objective as well.

These scenarios describe different types of three treatment parallel
group designs. The design objectives for these studies are considered
to be comparative or to establish equivalence in the sense of at least
as effective. A multistage MCP is proposed to address issues of
multiplicity inherent in the three pairwise comparisons of the three
treatment group means. In addition to controlling the experiment-wise
Type I error rate a, maintaining power for these comparisons is of

interest.

A second simulation study is based on a four treatment parallel group
design. Patients may be randomized to receive placebo, low dose, medium
dose, or high dose, again with doses of the same drug. Interesting
hypotheses are whether any of the doses beat placebo and/or whether
there is a dose-response relationship among the doses in the sense of
whether any doses are better than other doses. Here the design

objectives are considered comparative. One or more of the dose groups



43

could be a standard drug so that objectives could also include
comparisons to the standard drug for a better than or at least as

effective objective.

A six treatment group simulation study is also based on a design with
placebo and five increasing doses of the same drug. The primary
objective for this design is to assess the dose-response relationships
among all of the dose groups. A multistage MCP is proposed to
accomplish this objective. The simulation study evaluates the

multistage MCP through several possible comparative relationships.

In both of these latter two study designs, the issue of multiplicity has
increased dramatically the proneness for a Type I error due to the
increased number of treatment groups and corresponding pairwise
comparisons. A multistage MCP is proposed to control the experiment-
wise Type I error rate a and maintain power even with the increased
number of treatment group comparisons. In addition, because these study
designs also have dose-response objectives, the multistage MCP will
incorporate this objective into the hypotheses and decision rules
through ordering certain treatment group comparisons. A key component
of the multistage MCP is the usage of screening tests to carry out the
procedure. The ordering of the screening tests will provide consistent -
interpretation of possible results using the multistage MCP. The
screening tests used in the multistage MCP are designed to address dose-

response related objectives as well as to facilitate ultimate interest
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in pairwise comparisons and control of the experiment-wise Type I error

rate @ and maintain power of the procedure.

3.1 Methods

3.1.1 A multistage MCP

The three treatment parallel group study designs are used to evaluate a
multistage MCP by simulation. The multistage MCP is comprised of
compound hypotheses constructed for assessing specific relationships
between the treatment groups. As indicated above, screening tests are a
key component of the multistage MCP. For studying the performance
characteristics of the procedure, it is not specified in advance which
design objective is assumed. For example, whether the same drug is
compared at different doses or whether standard drug versus test drug
comparisons are of interest is not explicitly apparent based on the
compound hypotheses alone. The interpretation of the results will be
described relative to different design objective possibilities. Of
particular interest is the power of the procedure and its
experiment-wise Type I error rate a. The sensitivity of the procedure

is evaluated by varying sample sizes.

A series of compound hypotheses are specified for each design. The
compound hypotheses are organized with a certain order depending on
specific relationships between the treatment groups being evaluated.

The elements of the compound hypotheses address a particular study
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objective or are included for comparison with simple hypotheses or

procedures 1ike Bonferroni-Holm.

The multistage MCP is represented by the following compound hypotheses:
H: CU=0and C'U=0and C''U =0 vs
Hi: CU# 0 or C'U#0or C''U =0, (1)

Ho: CU=0o0r C'U=0 vs

H,: CU 0 and C'U 0, (2)
H: [CU=00r C'U=0] and [CU=00r C''U = 0] vs

H;: [CU#0 and (C'Us# 0 or C''U0)], (3)
H,: [CU=0and C'U=0] or [CU=0and C''U = 0] vs

H;: [CU# 0 or C'U 0] and [CUs 0 or C"’U = 0]. (4)

In these constructs, C, C’, and C’’ are contrast matrices containing
coefficients associated with linear combinations of the population
treatment group means represented by U, for i=0,...,k treatment groups.
In this case, the C’s are 1x(k+l) row matrices, C=[c,, ..., ¢,], and U
is a (k+1)x1 column matrix, U=[yg,, ..., #]’. Thus, the procedure
consists of a set of compound hypotheses to be tested in a certain order
depending on the number of treatment groups and the relationships
between the treatment groups. The elements of the contrast matrices are

selected to address the study design objective.
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Hypotheses of the form (2) to (4) comprise the general form of the
multistage MCP. Compound hypothesis (1) corresponds to a Bonferroni
1ike compound hypothesis. This form of a compound hypothesis is
included for completeness and to compare with the performance of the
multistage MCP. Compound hypothesis (1) can be viewed as the most
common form of many of the traditional multiple comparison procedures
which test all pairwise comparisons. For example, in a three treatment
group trial with C=[-1, 1, 0], C'=[-1, O, 1] and C’'’=[0, -1, 1], a
Bonferroni adjustment would simply test each of the contrasts at the
a=0.0167 level and if any of them were significant, the significance
could be claimed a valid inference with the experiment-wise Type I error
rate controlled at a=0.050. Because the alternative is a union of
events, it doesn’t matter which event holds under the Bonferroni

procedure.

Compound hypotheses 1ike (2) to (4) are comprised of a screening test
and individual components. For hypotheses like (3), two stages of tests
are carried out and the alternative is the union of the intersections.
For example, [CU = 0 or C’U = 0] must be re;]'ected in favor of [CU# 0
and C’U s 0] or, [CU=0or C’’U = 0] must be rejected in favor of

[CU» 0 and C’‘U  0]. An application of this compound hypothesis may
be described in terms of a three treatment parallel group design with
placebo, low dose, and high dose. The screening tést could use C=[-1,
%, %] to test whether the average of the two active doses is
significantly different from placebo with an @=0.050 test. If this

screening test is rejected, then one could proqeed using C’'=[-1, 1, 0]
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and C’’=[-1, 0, 1] each tested with an a=0.050 test (i.e., testing the
low dose compared to placebo and the high dose compared to placebo). If
CU is rejected and C’U is rejected then the intersection of these two
rejected components allows a conclusion that the low dose is
significantly different from placebo. Likewise, the intersection of CU
rejected and C’’U rejected produces a similar result for the high dose.
Obviously, if both sets of pairs of hypotheses are rejected, then both
the low dose and high dose could be claimed significantly different from
placebo. One of the goals of the simulation studies is to estimate
whether the experiment-wise Type I error rate is controllied at =0.050.
For compound hypothesis (2), the alternative consists of rejecting both
tests iﬁ the pair of hypotheses comprised of the screening test and the
individual component or this test could be two other simultaneous

comparisons.

For compound hypotheses 1ike (4), two stages of tests are carried out
and the alternative is the intersection of the unions. In this case,
either one of CU=0 and C‘U=0 must be rejected and either one of CU=0 and
C’’U=0 must also be rejected. This compound hypothesis may be applied
in a four treatment parallel group design with placebo, low dose, middle |
dose, and high dose. The three contrasts could be (high dose - placebo)
= 0, (middle dose - placebo) = 0, and (low dose - placebo) = 0. The
screening test is really the two tests involving the high dose and
middle dose and only if one of these is significant may one proceed to

test the low dose contrast.
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In what is described in the following sections, compound hypotheses of
the form (1) to (4) are studied relative to the three, four, and six
treatment group designs. The compound hypotheses are evaluated for the
extent to which objectives of a particular study design may be satisfied
under various alternatives. Scenarios studied consist of a wide range
of linear combinations of treatment group means corresponding to various
objectives for each of the study designs. The presentation of these
general forms of the mu]tistége MCP demonstrate its customization
qualities for addressing a variety of objectives in a multiple treatment
group clinical trial. Also, for comparison purposes, the individual
components of these compound hypotheses are included in the simulation

for completeness.
3.1.2 Model assumptions

It is assumed for each study design, a single primary efficacy variable
has been identified. For example, the endpoint defined to be the last
observation obtained for each patient, provided that the patient
received a minimum duration of treatment or minimum amount of drug. The
estimates of effects for the treatment groups are considered to be the
sample means, Y,,...,Y,, where the subscript 0 denotes placebo and
(1,...,k) denote either (low dose, ..., high dose) or with one or more
of the mean responses Y,, i=1,...,1 representing standard treatments and
the remaining Y,, i=1+l,...,k representing test treatments. It is
assumed that these means are estimates of the population means in U, and

hypotheses like (1) to (4) can be tested under the overall model
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Y = U + €, where y,, ~ N(u,, 0°) is the observed response on the j*
patient receiving the i*" treatment for j=1,...,n,. € represents a
random error term assumed to be distributed as N(0, &°). ©f is
estimated by the pooled ss,? through the mean squared error of the
underlying model. The ss,® are the sample variances for the treatment

groups and are assumed to be homogeneous.

The simulation studies are constructed using these model assumptions.
Given a study design, random samples for each of the treatment groups
are generated using the equation y,=p,+0*z,;. The random variable z,, ~
N(0, 1) is generated from the Box-Muller transformation of a uniform
variate. A prespecified configuration of the population means are
defined by setting the y, to response levels of 0, 1, 2, or 3. The
population variance is set at o’=1. This provides a situation where for
non-null configurations of the u,, differences between means are either
one or two standard deviations away from each other. In general,
differences between treatment group means of one standard deviation

would be considered large in a clinical study.

Random samples were generated using equal increasing sample sizes for
each treatment group with each successive sample containing the previous
sample. This allows a more direct comparison of the performance
characteristics of the procedure across sample sizes. Sample sizes
range from a small number per treatment group to a large number per
treatment group using increments of 10 to 16 for each subsequent sample.

This allows the assessment of the procedure using small, medium, and
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large sample sizes typical of study designs used in clinical trials.

Intext Table 2 summarizes the sample sizes used for the three

simulations.
INTEXT TABLE 2
Sample Sizes for Three Study Designs
Study Design
Three Group Four Group Six Group
Sample Size per 10 8 7
Treatment Group 30 24 21
50 40 42
80 64 63
120 96 84

For each sample size and configuration of the u,, sampling was repeated
50,000 times and the results of the procedure tabulated. The
configuration of the y, determined whether the procedure was being
evaluated for Type I error performance under the overall null or Type II
error performance under some alternative. Under the configuration of
the overall null (i.e., U = 0), the number of rejections out of 50,000
forms an estimate of the multistage MCP compound hypothesis experiment-
wise Type I error rate. The comparison-wise a level criteria for each
part of a given alternative was set at the 2-sided levels of 0.0500,
0.0250, 0.0167, and 1-sided levels of 0.0250. Under configurations with
one or more of the g, non-null, the number of rejections out of 50,000
forms an estimate of the Type II error performance of the multistage MCP

relative to the non-null alternative.
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3.2 Three Treatment Parallel Group Design

Hypotheses and decision rules for the three treatment parallel group
design are evaluated in two parts. For the first part, screening tests
are defined as overall tests usually involving all three treatment
groups. The alternatives for the screening tests are directed at
concluding that an overall relationship among the treatment groups can
be supported. As specified in the general form of the compound
hypotheseg, the decision rules require the screening tests to be

significant before proceeding to the next component.

Screening tests are defined as the overall F-test, average effect, and
the trend effect (slope). The F-test is really a special case of C with
its two degrees of freedom. Generally, the multistage MCP is comprised
of compound hypotheses with one degree of freedom tests within each
component. Intext Table 3 presents a summary of the screening tests and

;ompound hypotheses comprising the multistage MCP in a three treatment

parallel group design.

Decision rules are constructed by applying rejection criteria within
each part of the compound hypotheses formed by the screening test
intersected with the union of one or more individual components. As
indicated previous]y, the rejection criteria are comparison-wise a level
tests for each of the components. In this case, the individual
components are the three pairwise comparisons of each treatment group

mean compared with the others. Although not listed in Intext Table 3,



52
each of the individual pairwise comparison components and intersections
or unions of them are also included in the simulation results for
completeness. If the criteria are satisfied for all components of the
alternative, the compound hypothesis is rejected under the particular

configuration of U.

The second part of evaluating hypotheses and decision rules is directed
at alternatives involving the minimum and maximum test statistics, and
at least as effective alternatives. Intext Table 4 summarizes the
hypotheses and decision rules for these components. Included in the
minimum and maximum components are decision rules corresponding to the
Min-Test [Laska and Meisner 1989], Bonferroni-Holm [Holm 1979], and
Hochberg [Hochberg 1988] procedures.
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INTEXT TABLE 3
Three Treatment Parallel Group Multistage MCP

Hypotheses and Decision Rules
for Screening Tests and Pairwise Components

Screening Test:

F-test
Ho: (”1'”0)=(”z'”o)=0

le (”1'”0)¢(”2'”o)750

Decision Rule: The F-test has a p-value < .0500.

Average effect
Ho: (i +1,)/2 -, = 0

Hie (@ +4)/2 -, #0

Decision Rule: The average of two active treatment groups compared to
placebo has a p-value < 0.0500. Note: This decision
rule is primarily directed at two different doses of the
same drug being evaluated for activity compared to
placebo.

Trend effect
Ho: (- ) =0

H1: (”z "”o) #0

Decision Rule: The slope has a p-value < 0.0500. Note: This decision
rule is primarily directed at two doses being evaluated
for a trend in activity, i.e., a linear dose-response
relationship.
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INTEXT TABLE 3 (CONT’D)
Three Treatment Parallel Group Multistage MCP

Hypotheses and Decision Rules
for Screening Tests and Pairwise Components

Screening Test and Individual Components:

F-test : .

Ho: [0 - ) = (1, - 1) = 0] or (py - ) =0, for each j>i,
i,j=0,1,2.

H,: [("ll’_opf)z;é (&, - 1) #0] and (u, - p,) # 0 , for each j>i,
1,J=U,1,2.

Decision Rule: The F-test has a p-value < 0.0500 and one of the three
pairwise treatment group comparisons with j>i has a
p-value < 0.0500.

Ho: [y - ) = (1, - 1) = 0] or [ (o, __”o) = 0 and W, - p,) = 0]
Hy: [ - 1,) # (1, - 1) #0] and [(w, - &,) # 0 or (w, - 4,) # 0]

Decision Rule: The F-test has a p-value < 0.0500 and either of two
pairwise treatment group comparisons with j>i has a
p-value < 0.0500.

Hoe [(n - ) = (1, - ) = 0 or [(w - ) =0 and (w, - 4,) = 0 and
. - p,) = 0]

HI: [(”1 "'”o) # (”z '”o) # 0] and [(”1 '”o) #0 or (”z '”o) #0 or
(”z '”1) # 0]

Decision Rule: The F-test has a p-value < 0.0500 and either of three
pairwise treatment group comparisons with j>i has a
p-value < 0.0500.



INTEXT TABLE 3 (CONT’D)

Three Treatment Parallel Group Multistage MCP

Hypotheses and Decision Rules

for Screening Tests and Pairwise Components

Screening Test and Individual Components:

Average effect

He: [ + 4,)/2 - g, = 0] or (u, - ) =0, for each j>i, i,j=0,1,2.
Hi: [ +4,)/2 - g, # 0] and (i, - p,) # 0 , for each j>i, i,j=0,1,2.

Decision Rule:

He: [, + 12,)/2
Hy: [, + a1,)/2

Decision Rule:

Dl + p)/2
W, - m) =

The average of two active treatment groups compared to
placebo has a p-value < 0.0500 and one of the pairwise
treatment group compar1sons with j>i has a p-value

< 0.0500.

- M, =0] or [(p, - ) =0 and (p, - g) = 0]
- Mo # 0] and [(”1'”0)¢0°r ., - 1) # 0]

The average of two active treatment groups compared to
placebo has a p-value < 0.0500 and either of two
pairwise treatment group comparisons with j>i has a
p-value < 0.0500.

- M, =0] or [(1, - ) =0 and (#. - #) = 0 and
]

H1: [((”1 +”z)/2 ']”o # 0] and [(”1 - ”o) # 0 or (”2 - ”o) # 0 or

W, -

Decision Rule:

The average of two active treatment groups compared to
placebo has a p-value < 0.0500 and either of three
pairwise treatment group comparisons with j>i has a
p-value < 0.0500.

55
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INTEXT TABLE 3 (CONT’D)
Three Treatment Parallel Group Multistage MCP
Hypotheses and Decision Rules
for Screening Tests and Pairwise Components

Screening Test and Individual Components:

Trend effect

Ho: [, - 1) = 0] or (u, - ) = 0, for each j>i, i,j=0,1,2.

Hy: [, - &) # 0] and (u, - p,) # 0 , for each j>i, i,j=0,1,2.

Decision Rule: The slope has a p-value < 0.0500 and one of the pairwise
treatment group comparisons with j>i has a p-value
< 0.0500.

Ho: [, - #) = 0] or [(m, - ) = 0 and (p, - p,) = 0]
H,: [(Ilz - M) # 0] and [(”1 - M) #0or (u, - ”o) # 0]

Decision Rule: The slope has a p-value < 0.0500 and either of two
pairwise treatment group comparisons with j>i has a
p-value < 0.0500.

Ho: [, - 1) = 0] or [(p, - p,) =0 and (i, - ) = 0 and (w, - p1,) = 0]
HI: [(”z'”o)¢0] and [(”1'”0)75007' (”z'”o)¢0°r (‘Iz_”l)¢0]

Decision Rule: The slope has a p-value < 0.0500 and either of three
pairwise treatment group comparisons with j>i has a
p-value < 0.0500. '
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INTEXT TABLE 4

Three Treatment Parallel Group Multistage MCP
Hypotheses and Decision Rules
for Minimum and Maximum Components
and at Least as Effective Components

Minimum component
Ho: (”o = ”1) and (”o = ”z)

Hy: (o # ) or (m, # u,)

Decision Rule: The minimum test statistic has a p-value < 0.0250.

Min-Test
Ho: (o = ) or (m, = p2,)
Hy: (o #p) and (4, # p,)

Decision Rule: The maximum test statistic has a p-value < 0.0500.

.Min/Max_union
Ho: [(”o = ”1) and (”o = ”z)]

Hy: [ #p) or (g, # )]

Decision Rule: The minimum test statistic has a p-value < 0.0250 or the
maximum test statistic has a p-value < 0.0500.
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INTEXT TABLE 4 (CONT’D)

Three Treatment Parallel Group Multistage MCP
Hypotheses and Decision Rules
for Minimum and Maximum Components
and at Least as Effective Components

Bonferroni-Holm

Hoe | L = 1) o # 1)1 or (o = ) or [ LG = 1) | (o 5 41)1
or (u, =”1)]

Hye [ % ) | o # 1)1 or [, # )|, # w,)]

Decision Rule: The minimum test statistic has a p-value < 0.0250 and is
tested first and maximum test statistic has a p-value <
0.0500 and is tested second.

Best Treatment (one-sided)
Hoe [ <) Or (1, < y)] and [(, < ) Or (o, < )]
and [(m, < m) Or (1, < p1)]

Hye [ > o) and (, > )] or [ > ) and (1, > a1,)]
or [(, > m) and (u, > p,)]

Decision Rule: One of the three treatment groups has a one-sided
p-value < 0.0500 when compared to both of the other two
treatment groups.

Hochberg
H,: [ [, = yx)l(”o #p)] or (y, = ”z)] or [ [, = ”z)l(llo #m)l
or (i, = )

He [l # 10) | o # a5,)1 or [, 5 a,) |y # 12,)1

Decision Rule: The maximum test statistic has a p-value < 0.0500 and is
tested first and the minimum test statistic has a
p-value < 0.0250 and is tested second.



59
INTEXT TABLE 4 (CONT’D)

Three Treatment Parallel Group Multistage MCP

Hypotheses and Decision Rules
for Minimum and Maximum Components
and at Least as Effective Components

At Least as Effective Components:
Ho: (”z - ”o) < 4 (”1 - ”o)
HI: (”z - ”o) > A (”1 - ”o)

Decision Rule:

The difference between the test treatment group and
placebo compared to A proportion of the difference
between the standard and placebo has a p-value < 0.0500
for 4=.5, .7, or .8.

Ho: [(to = a1) o (W, = )] or [, - 1) < AQwy - 1) ]
Hl: [(”o ¢”1) and (”o ¢”2)] and [(”z '”o) >‘(”1 "”o)]

Decision Rule:

The standard and the test treatment groups compared to
placebo have p-values < 0.0500 and the difference
between the test treatment group and placebo compared to
A proportion of the difference between the standard and
placebo has a p-value < 0.0500 for A=.5, .7, or .8.
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3.3 Four Treatment Parallel Group Design

Hypotheses and decision rules for the four treatment parallel group
design are evaluated in a similar way as the three treatment group
design. For the first part, screening tests are defined as overall
tests involving all four treatment groups. A certain overall
relationship among treatment groups is established by the alternatives
to these tests.' The screening test is required to be rejected before

proceeding to the next component.

Screening tests are defined as the overall F-test, dosage effect,
monotonic effect, and trend effect. Again, the F-test is a special case
of C with its three degrees of freedom. A1l three of the remaining
screening tests are directed at some form of dose-response relationship.
This does suppose the design includes a pIacebo group and three active
treatment groups however, with one or more standard treatments in the
design, these alternatives also could apply. Intext Table 5 summarizes
the screening tests and compound hypotheses comprising the multistage

MCP in a four treatment parallel group design.

The screening tests are intersected with the union of one or more
pairwise components and intersected with a pairwise component
intersected with the union of at least two other pairwise components.

In this case, the emphasis is on pairwise components with comparisons to
placebo. Other comparisons are included to address specific

relationships between the treatment groups. The pairwise components
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themselves and intersections or unions of them are also included in the
simulation for completeness. Decision rules were constructed by
applying rejection criteria within each part of the compound hypotheses.
If the criteria are satisfied for all components of the alternative, the

compound hypothesis is rejected under H,.

A second set of decision rules are derived for alternatives involving
minimum and maximum test statistics, at least as effective tests, and
Bonferroni-Holm and Hochberg for selected pairwise comparisons with

placebo.
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INTEXT TABLE 5
Four Treatment Parallel Group Multistage MCP
Hypotheses and Decision Rules
for Screening Tests and Pairwise Components

Screening Test:

F-test
Ho: @ -p) = 1 - ) = (s -1) =0

le (”1'”o)¢(”z'”o)¢0°r (”2"”0)¢(”3'”o)¢0

Decision Rule: The F-test has a p-value < 0.0500.

Dosage effect
Ho: [Qy + 4, + 15)/3 - 1] =0

HI: [(”1 + M + ”3)/3 - ”o] #0

Decision Rule: The average of three active treatment groups compared to
placebo has a p-value < 0.0500.

Monotonic gfféct
Hoe (i +11)/2 - (Mo + 11)/2 =0

Hi: @ +45)/2 - (W + 1)/2 # 0

Decision Rule: The average of the second two treatment groups compared
with the average of the first two treatment groups has a
p-value < 0.0500.
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INTEXT TABLE 5 (CONT’D)
Four Treatment Paralliel Group Multistage MCP

Hypotheses and Decision Rules
for Screening Tests and Pairwise Components

Trend effect
H,: (2”3"'”2"”1'2”0) =0

HI: (2”3"'”2'”1"”0)#0

Decision Rule: The slope has a p-value < 0.0500. Note: This decision
rule is primarily directed at three doses being
evaluated for a trend in activity, i.e., a linear
dose-response relationship.

Screening test and pairwise components
H,: Screening test or (u, - &,) =0

H,: Screening test and (w, - &,) # 0, for i=1,2,3.

Decision Rule: The screening test has a p-value < 0.0500 and a specific
pairwise comparison with placebo has a p-value < 0.0500.
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3.4 Six Treatment Parallel Group Design

Hypotheses and decision rules for the'six treatment parallel group
design are evaluated in a step down manner with an overall screening
test and three sub-screening tests. The overall screening test involves
all treatment groups and is directed at determining whether any overall
effect for the treatment groups can be supported. The sub-screening
tests then step down to include adjacent pairs of treatment groups
compared to the pair of treatment groups comprised of placebo and the
low dose. Including the low dose with placebo in the sub-screening test
comparisons is used to bolster the power of the multistage MCP through
these sub-screening tests leading to the pairwise comparisons of
ultimate interest. Intext Table 6 presents the hypotheses and decision

rules for the six treatment parallel group simulation.
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INTEXT TABLE 6

Six Treatment Parallel Group Multistage MCP

Hypotheses and Decision Rules

for Screening Tests and Pairwise Components

Screening Test

H

ot [(”3 + M, +”5)/3 - (M + My +”2)/3] =0

Hl: [(”3 + U, +”s)/3 = (”o + M, +”z)/3] #0

Decision Rule:

Sub-Screening Tests

Hoe [
Hi: [,
Ho: [(IIB
Hy: [y
Ho: [(”2
Hy: o [,

+ M) /2
+ M) /2

+ M,)/2
+4,)/2

+ M) /2
+ M) /2

Decision Rule:

The average of the first three treatment groups compared
to the average of the last three treatment groups has a
p-value < 0.0500.

W, +4,)/2] = 0
o +41,)/2] #0

o + #)/2] =0
o +p,)/2] #0

Wo + #)/2] = 0
(o +4,)/2] #0

The average of two adjacent treatment groups compared
with the average of placebo and the first treatment
group has a p-value < 0.0500.
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INTEXT TABLE 6 (CONT’D)

Six Treatment Parallel Group Multistage MCP
Hypotheses and Decision Rules
for Screening Tests and Pairwise Components

Screening Tests and Components:
Single Step down test

Hoe [+ + 15)/3 - (1, + o, + ”3)/3] =0 or
[y + p:)/2 = (0o + p1,) /2] = O or
[ = ) and (u, = )]

Hi: [+ p + 15)/3 - (W + 1y + 1) /3] #0 and
[(”4 + ”s)/z - (”o + ”1)/2] # 0 and
[ # 1) or (m, #= u,)]

Decision Rule: The average of the first three treatment groups compared
to the average of the last three treatment groups has a
p-value < 0.0500 and the average of the last two
treatment groups compared to the average of the first
two treatment groups has a p-value < 0.0500 and one of
the last two treatment groups compared to placebo has a
p-value < 0.0500.
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3.5 Results

Tables 1.0 through 3.11 present summary results of the three, four, and

six treatment group simulation studies.
3.5.1 Three treatment group multistage MCP

Table 1.0 presents results of the screening tests alone and intersected
with the union of one or more of the pairwise components. Each
screening test is verified to be an g-level test at the 0.05000 level as
indicated by probabilities of rejection in the range 0.04782 to 0.05116
across all sample sizes under the overall null. The F-test intersected
with one pairwise component results in a Type I error rate below the
nominal level by about 50% as would be expected. Similar results are
seen using the average effect screening test except when the means
involved in the average also comprise the pairwise component; in this
case, the Type I error level is about 10-fold further below the nominal
level. Because the trend effect screening procedure is also a pairwise
comparison in the three treatment group design, the intersect{on of this
test with the other pairwise comparison components results in a test
equivalent to the Min-test which is discussed in the next section. With
the trend effect included in any of the components, the Type I error
level is redundant with the level of this screening test, i.e., 0.04850

to 0.05104 across all sample sizes.
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A main outcome for this part of evaluating the multi-stage MCP is that
when each of the screening tests is intersected with the union of two or
all three pairwise components, the level of the test is very near the
nominal level. When the union of all three pairwise components is
intersected with the Screening test, the level of the compound test

ranges from .04470 to .05104 for sample sizes 30 per group or more.

The individual pairwise components are also tested and presented in
Table 1.0 with intersection and union of two and three pairwise tests.
As expected, the individual tests are a-level tests. The union of two
or more components increase the Type I error rate to about 180% for two
components and 240% for three components. The intersection of two and
three components makes the Type I error rate lower than the nominal

level to about 80% and 97%, respectively.

For the Min/Max components, the Min-test, Bonferroni-Holm, and Hochberg
all produce Type I error rates retaining only 16% to 20% of the homina]
level. The minimum test (@=0.0250) and the minimum-maximum union test
both show levels very near the nominal level, retaining more than 93%
(ranges from 0.04660 to 0.04842) for sample sizes 30 per treatment group

or more.

At least as effective components all show a-level tests for the single
linear contrasts (um,-,) > A(m,-4,) (rejection probabilities from 0.04846
to 0.05148 across all sample sizes). The intersection with pairwise

comparisons with placebo produce Type I error rates well below the
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nominal level. The Type I error rate decreases as the A percent
criteria increases; for 50% as effective criteria, levels are 0.00140 to
0.00204 across all sample sizes and for 80% as effective criteria levels

are 0.00424 to 0.00472.

Tables 1.1 to 1.5 summarize the power performance characteristics of the
test procedures for the three treatment group multistage MCP with a
screening test followed by pairwise comparisons. For an alternative
with only one superior treatment, both the F-test and trend test
outperform the average effect test unless the superior treatment is in
the middle. This indicates that in an ordered dose situation, the trend
effect test would not provide power to detect a low dose effect.
Additionally, any screening test followed by one pairwise comparison
does not have power when thg pairwise comparison is in a partial null,
i.e., the two particular treatments comprising the pairwise comparison
have the same effects (a nominal alternative). This indicates that when
u]tihate interest is in a particular pairwise comparison, then the
screening test should be avoided. However, when more than one pairwise
comparison is of interest, the intersection of the screening test with
the union of two or more pairwise tests leads to a procedure with power,
again except for the trend effect when the superior treatment is in the

middle.

With one superior treatment, the Min-test, Bonferroni-Holm, and Hochberg
procedures all lack power, producing only the nominal level.

The minimum test (a=0.0250) and the minimum—maxjmum union test produce
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greater than 94% power with sample sizes of 30 or more per treatment

group.

For alternatives with only one treatment effective, at least as
effective components perform differently depending on whether the test
treatment is superior or the standard is superior. If the test
treatment is superior, all single contrasts with 4 percent criteria have
power. When intersected with pairwise comparisons with placebo, the
procedure lacks power due to the null effect of the standard. If the
standard is the only treatment effective, none of the at lTeast as

effective procedures have power.

Tables 1.3 and 1.4 present results for alternatives with both active
treatment groups effective. Al1l of the screening tests have power when
used with the union of any number of components, except in a nominal
alternative case where the only component is comprised of two treatments
equally effective. This indicates that in the ordered dose or three
separate treatment situation, if the response is strictly increasing or
a plateau effect relative to placebo, the procedure will have power to
detect the differences. Sample sizes per group to achieve this are seen
to be 30 or more, providing greater than 90% power in all non-nominal
alternative cases. For sample sizes as low as 10 per group, the power
is generally around 50-55%, higher in the strictly increasing
alternative. Results for the individual components and union and

intersections thereof are similar.
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Under the alternatives with both standard and test treatments effective,
all Min/Max component procedures show power greater than 94% across all

sample sizes of 30 per treatment group or more.

With both active treatment groups effective relative to placebo, all at
least as effective components have power. If the test and standard are
actually equivalent, the power increases as the A percent criteria
increases. With a sample size of 30 per group, the intersection
procedure with A=50% has 58% power compared to 93% power with A=80%.
A1l at least as effective component procedures have greater than 95%
power with 30 or more per treatment group with the strictly increasing

alternative.

Table 1.5 presents results for an alternative with placebo as effective
as one of the active treatments. The F-test and trend effect screening |
te;ts with the individual components maintain power in a nearly
identical way as the alternatives with active treatments superior to
placebo. However, because of the 2-sidedness of the tests, these
screening tests do not discriminate the failed effect of the third
treatment. For the average effect screening test however, the power is
diminished and requires a much larger sample size of 80 per group to
have greater than 90% power. The individual component tests have
greater than 90% power for sample sizes 30 or more (for non-nominal
alternatives), and 2-sided tests. One-sided tests produce nominal power
for alternatives containing the component and unions with the component

involving placebo and first active group. One-sided alternatives with
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the actual effectiveness in a reverse direction produce degenerate

powers.

Nominal power is produced for the Min-test, Bonferroni-Holm, and
Hochberg procedures under this alternative. Although the minimum test
(a=0.0250) and minimum-maximum union tests perform with power, the
2-sided nature of the alternatives fail to detect the reverse direction

of the placebo effectiveness relative to the second active treatment.

Under the alternative with placebo as effective as the standard, all at
least as effective components produce degenerate.power. This is due to
the one-sided nature of the single linear contrast with 4 percent

criteria.

It is indicated that test procedures with screening tests intersected
with components and components intersected with each other produce
experiment-wise Type I error rates below the nominal level. When
components overlap with elements of a screening procedure, the
experiment-wise Type I error rate of the procedure is further from the
nominal level than when elements are comprised of non-overlapping parts.
Conversely, unions of pairwise components produce test procedures with
experiment-wise Type I error rates above the nominal level in an obvious
manner. However, the screening tests intersected with unions of
pairwise comparisons produce test procedures with experiment-wise Type I

error rates near the nominal level under the grand null.
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Similarly, the Min-test, Bonferroni-Holm, and Hochberg procedures have
Type I error rates well below the nominal level with their intersection
requirements. The minimum test (@=0.0250) and the minimum-maximum union
test produce Type I error rates comparable to the nominal level. As
expected, the single linear contrast with at least as effective
components produce Type I error rates at the nominal level and the
intersection of these with pairwise comparisons with placebo produce

Type I error rates well below the nominal level.

A1l test procedures have power against alternatives with screening tests
and individual components containing elements consistent with the
response profile of the treatment groups. Test procedures with elements
consistent with partial nulls produce nominal power. Elements converse
to an alternative, i.e., one-sided tests, produce degenerate power.
Similar results are produced with Min/Max components and at least as

effective components.

For this three treatment group simulation study, screening tésts
followed by unions of pairwise components, the minimum test (a=0.0250),
and the minimum-maximum union test were the only compound test
procedures (i.e., excluding simple tests) which controllied the
experiment-wise Type I error rate at the nominal level and maintained

power.
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3.5.2 Four treatment group multistage MCP

Tables 2.0 through 2.9 summarize the four treatment group simulation
study. Results of the four screening tests intersected with the union
of one or more pairwise components and for the screening tests and
pairwise components alone are presented. Each of the screening tests
are verified to have Type I error rates at the 0.05000 level indicated
by probabilities of rejection in the range 0.04946 to 0.05192 across all
sample sizes under the overall null. A1l screening tests intersected
with one pairwise component make the Type I error rate smaller than the
nominal level by at least 50% with the F-test and monotonic effect
screening tests showing somewhat smaller Type I error rates in this
regard. The monotonic effect and trend effect screening tests are well -
below the nominal level when intersected with the pairwise component

involving placebo and the first treatment group (rejection probabilities

between 0.00282 and 0.00452 across all sample sizes). When these

screening tests are intersected with the pairwise component containing

placebo and the farthest treatment group, g,, the compound test is

closer to the nominal level, particularly for the trend effect where 60%

of the nominal level is retained (i.e., rejection probabilities of about
0.0300). This is due to the weights for the linear combination

contrasts for the monotonic and trend effects having greater redundancy

with the (u, # 1) pairwise component.

For the F-test and dosage effect screening tests intersected with the

union of all three pairwise components invo]ving the three treatments .
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with placebo, as much as 95% of the nominal level is retained (rejection
probabilities between 0.04072 and 0.04792 across all sample sizes). The
monotonic and trend effect are about 25% smaller (rejection
probabilities 0.02954 to 0.03820 across all sample sizes) for this

compound procedure.

If the screening tests are intersected with one of the treatment versus
placebo pairwise components before proceeding to the intersection with a
union of two or more of the remaining pairwise components, the_compound
test procedure produces Type I error rates farther from the nominal
level than the screening test intersected with a pairwise component
alone. This is less so for the monotonic and trend effect when the

pairwise component is the redundant one (u, # i,).

The individual pairwise components and the intersection with unions of
two or more pairwise components are also presented in Table 2.0. The
individual pairwise components are confirmed to have Type I error rates
at the nominal level (probabilities of rejection between 0.04918 and
0.05106). The intersection of pairwise components (in particular

(W, # ) and (u, 5 4,)) with unions of two or three pairwise components
result in somewhat lower Type I error rates than the screening tests
intersected with one pairwise component. The pairwise components

(M, # ) and (m, #= u;) were chosen to apply to situations where a
standard (u,) or a high dose effect (u;) needed to be verified relative

to placebo before proceeding. More complex intersections with unions of
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pairwise components result in Type I error rates well below the nominal

level.

The Bonferroni-Holm and Hochberg multiple comparison test procedures
were included in the four treatment simulation for comparison purposes.
Both procedures show Type I error rates well below the nominal level
(probabilities of rejection between 0.00242 and 0.00280 across all

sample sizes).

Tables 2.1 to 2.9 summarize the power properties of the four treatment
group multistage MCP. Tables 2.1 to 2.4 present results for
alternatives with one or more treatment groups effective relative to
placebo but not more effective than one another (given a treatment mean
is considered effective). All screening tests have power against the
alternative that at least one active treatment group is effective
relative to placebo. In general, the F-test is more powerful across thg
range of alternatives, however, the monotonic effect and trend effect
screening tests are more powerful against the alternative U=(0, O, 1,
1)’ and the dosage effect screening test is most powerful against U=(0,
1, 1, 1)’. This verifies the sensitivity of these screening tests when
the alternative is consistent with the linear contrast of the screening

test.

When used with the intersection of one pairwise component, the
multistage MCP performs similarly across the screening tests. It is

indicated that for any screening test followed by a pairwise component
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which is comprised of a partial null, the procedure lacks power. In
general, the F-test outperforms the other screening tests unless the
alternative is consistent with the linear contrast of the screening
test, as noted previously. The F-test followed by a single pairwise
component consistently provides greater than 90% power with as little as
24 observations in each treatment group. The monotonic effect screening
test provides greater than 60% power with a sample size of 24 per group.
The dosage effect and trend effect screening tests only provide 30%
power at this sample size unless the alternative is consistent, in which
case more than 78% power is achieved. These results indicate that when
only one pairwise comparison is of interest, the screening test

procedure should be avoided.

The screening tests intersected with the union of the three pairwise
components each comparing an active treatment with placebo leads to a
procedure with power regardless of which or how many treatments are
effective. The F-test again generally outperforms the other screening
tests with greater than 90% power with as little as 24 observations per
group. Once again, the dosage effect, monotonic effect, and trend
effect screening tests outperform the F-test in the alternatives
consistent with their respective linear contrasts. When a screening
test is intersected with one pairwise component and then intersected
with the union of two or more additional pairwise components, the
procedure lacks power unless both intersections contain elements which

are consistent with the alternative.
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Both the Bonferroni-Holm and Hbchberg multiple test procedures are shown
to lack power unless all three treatment groups are effective compared
to placebo. Under this alternative, more than 80% power is achieved

with 24 observations per group.

Tests for individual components are confirmed to produce nominal power
when elements are contained in a partial null. Similarly, when an
individual pairwise componént is intersected with the union of two or
three other pairwise components, both components of the intersection
must contain non-null elements to have power. In these instances,
greater than 85% power is achieved with a sample size of 24 per group.
More complex unions of intersections with pairwise components are not
successful in achieving power unless all elements are consistent with
the alternative. These more complex individual component tests are not

very powerful relative to the alternatives discussed here.

Tables 2.5 to 2.7 summarize results with alternatives representing a
linear, plateau, and tapered dose-response relationship. In all cases
for all screening tests, the screening tests intersected with a pairwise
component or the union of pairwise components, or intersected with a
pairwise component and further intersected with a union of pairwise
components, the multistage MCP shows exceptional power. With a sample
size of 24 per group, all procedures have well over 90% power. There
seems to be no advantage of one screening test over another in these
instances with well separated treatment effects, even in the plateau and

tapering alternatives. The Bonferroni-Holm and Hochberg procedures also
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show good power although it is somewhat less for smaller sample sizes.
Similarly, all pairwise components, pairwise components intersected with
unions of pairwise components, and unions of intersections of pairwise
components have power in these well defined alternatives. The complex
pairwise components with unions of intersections of other pairwise
components performs slightly less well than the other compound test

procedures.

Tables 2.3 and 2.9 present results for alternatives with placebo also as
effective as at least one treatment and more effective than the last two
treatments. Similar results as previously discussed are obtained. Test
procedures have power except with an intersection of a pairwise
component with elements from a partial null. The dosage effect
screening test is outperformed by the other screening tests,
particularly at smaller sample sizes. For larger sample sizes, all test
procedures perform equally well. Except for the dosage effect screening
test, most test procedures have greater than 90% power with a sample

size of 24 in each group.

Both Bonferroni-Holm and Hochberg perform poorly in these alternatives
with only nominal power. It should also be noted that the power
achieved in the alternative U=(1, 1, 0, 0)’ is mis]eading due to the
two-sided nature of the test procedures. This indicates the practical
need to inspect the actual treatment group means for the directional

interpretation.
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Tests using pairwise components indicate the performance of tests with
elements consistent with the alternative and only nominal power when

elements of an intersection contain means in a partial null.
3.5.3 Six treatment group multistage MCP

Tables 3.0 to 3.11 summarize the results of the six treatment group
simulation study. Results of the four screening tests, denoted A, B, C,
D, and the intersections and unions of the screening tests with each
other and with pairwise components are presented. Again, each of the
screening tests are verified to be a-level tests with rejection

probabilities between 0.04694 and 0.05096 across all sample sizes.

The overall screening test intersected with a sub-screening test and
further intersected with the union of two pairwise comparisons with
placebo involving treatment groups comprising the sub-screening test
(single step down test) produce Type I error levels only slightly more
than 25% of the nominal level. The overall screening test intersected
with unions of the sub-screening tests and further intersected with
unions of pairwise comparisons with placebo produce Type I errors closer
to the nominal level (rejection probabilities between 38% and 41% of the
nominal level). When the sub-screening test has the overall screening
test intersected with the further intersections of sub-screening tests
and unions of pairwise comparisons with placebo (multiple step down
test) the procedure also retains about 40% of the nominal level

(rejection probabilities between 0.01892 and 0.01986).
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Tables 3.1 to 3.5 present summaries of power probabilities under
alternatives with increasing treatment effects from placebo to the
highest dose. No matter what the treatment effectiveness pattern is,
all screening, sub-screening, single step down, and multiple step down
testing procedures have power to detect at least one of the treatment
groups superior to placebo. With the exception of the sub-screening
procedure D under the single plateau alternative with g, = p, = 4, = 0
and M, = M = g =1, all tests have greater than 95% power for sample

sizes of 21 or more in each group.

Tables 3.6 to 3.8 present summaries for alternatives with decreasing
effectiveness in the higher doses, or a quadratic like dose-response
pattern. When only the last treatment group has a diminished treatment
effect, all test procedures have power. For sample sizes with 21 or
more per groups, greater than 99% power is retained. In Table 3.8, the
power is reduced somewhat due to the alternative having lower treatment
effects for the higher doses. A much larger sample size of 63 per group
are needed to maintain 90% power. All of the single step down and
multiple step down test procedures perform at about the same level. The
two sub-screening tests involving the middle two treatment groups
slightly out perform the other sub-screening test due to the highest

response being in the middle.

In Tables 3.9 - 3.11 results for alternatives with up and down response
patterns across treatment groups are presented. The sub-screening test

procedure D in 3.9 produces only nominal power due to the contrast
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involving only the initial four treatment groups. As indicated, all
other screening tests, single step down, and multiple step down test
procedures have power for this alternative (greater than 99% with sample

size of 21 or more per group).

More extreme up and down alternatives with only three of the treatment
groups effective in the various patterns are summarized in Tables 3.10
and 3.11. Because of the null effects in the higher dose treatment

groups, all of the procedures produce nominal power.

The overall screening procedure is able to pick up the slight effects
for the treatment groups, however, because of the two-sided nature of
the test is unable to distinguish whether the slight effects are due to

the higher doses or the lower doses.

It has been shown in the six treatment group simulation study that a
multistage MCP with an overall screening test intersected, with a sub-
screening test or union of sub-screening tests, and further intersected
with unions of pairwise comparisons to placebo preserves the experiment-
wise Type I error rate a and provides power to identify which treatment
groups are superior to placebo. When the dose-response pattern is
increasing or increasing with a slight decrease in the highef dose
groups, the testing procedures all perform well. If the dose-response
pattern is more attenuated in the higher doses, the multistage MCP
performs less well. The procedure does not perform well if the dose-

response pattern is up and down across the treatment groups.



CHAPTER FOUR

4.0 A MULTISTAGE MCP FOR THE ANALYSIS OF COMBINATION DRUG FACTORIAL
DESIGNS

This chapter presents methodology and results from simulation studies of
a multistage MCP for the analysis of combination drug factorial designs.
Three simulation studies of clinical trials with factorial designs are
studied. The primary design objectives are to compare combination
treatment groups with each of their respective components and

demonstrate the combination is superior to both.

The first simulation study is a six treatment group factorial design.
Using this design, patients may be randomized to receive placebo, fixed
dose of drug one, a low dose of drug two, high dose of drug two, the
combination of the fixed dose plus low dose, or the combination of the
fixed dose plus high dose. The primary hypothesis of interest is
whether either of the combinations is superior to both of the
components. In addition, it is also of interest to determine the level
of confidence for a decision which declares a combination superior to
both of its components. Figure 2 displays the six treatment group

factorial design.
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FIGURE 2
Six Treatment Group Factorial Design
Drug Two
Placebo Low Dose High Dose
Drug One Placebo Moo Moy Mo,
Fixed Dose Mo My J7 A

Note: p,, represents population treatment group means for i=0,1 for

Drug One and j=0,1,2 for Drug Two.
‘A second Simu]ation study is based on an eight treatment group factorial
design. Similar to the six group design, patients may be randomized to
placebo, fixed dose of drug one or low dose, middie dose, or high dose
of drug two, or the combination of the fixed dose plus low dose, fixed
dose plus middle dose, or fixed dose plus high dose. Again, the primary
hypotheses of interest is whether any of the combination treatments are
superior to both of the components. Figure 3 presents the treatment

design for the eight treatment group factorial design.

FIGURE 3
Eight Treatment Group Factorial Design
Drug Two
Placebo Low Dose Middle Dose High Dose
Drug One Placebo Moo Mo, Ly, Mo,
Fixed Dose My 4y My M

Note: p,, represents population treatment group means for i=0,1 for
Drug One and j=0,1,2,3 for Drug Two.
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A twelve treatment group simulation study is also presented based on a
factorial design with placebo and two dose levels of drug one and three
dose levels of drug two. Six combination treatment groups are comprised
of each of the two dose levels of drug one combined with each of the
three dose levels of drug two. Although the primary objective is to
determine whether any of the combination treatment groups are superior
to both of the components, a variety of compound hypotheses are
developed to study characteristics of the multistage MCP in such a
complex design. Figure 4 disp]ay; the treatment design for this

simulation study.

FIGURE 4
Twelve Treatment Group Factorial Design
Drug Two
Placebo Dose One Dose Two Dose Three
Drug One Placebo Moo I’ Yo, Moo
Dose One Mo Yy Mo M
‘Dose Two Mo Uy Uz, Uy,

Note: u,, represents population treatment group means for i=0,1,2 for
Drug One and j=0,1,2,3 for Drug Two.

4.1 Methods

The three factorial study designs are used to evaluate a multistage MCP
by simulation. The procedure is evaluated by constructing compound
hypotheses of interest to determine specific relationships among
treatment groups. In all cases, the primary design objective is assumed

to be the establishment of whether any of the combination treatment
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groups are superior to both of the component treatments comprising the
combination. The main evaluation criteria is the power of the procedure
and its experiment-wise Type I error rate. The sensitivity of the

procedure is evaluated by varying sample sizes per treatment group.

Compound hypotheses used are similar to the general forms previously
described, e.g.,

H,: [CU=0o0or C'U=20] and [CU=0o0r C'’U = 0] vs

H;: [CUs 0 and (C'U# 0 or C'’U = 0)]
In this situation the role of the C’s and the population treatment group
means U=[y,, ..., 4]’, for i=0,...k treatment groups is the same as
previously described. A main distinction from the Chapter 3 compound
hypotheses of the multistage MCP is that the screening tests are usually
compound hypotheses themselves. Previously, screening tests tended to
be single degree of freedom tests formed by a single contrast (except
for the F-test). Also, the objectives of the three factorial study
designs are less broad than the parallel designs. The main decision is
whether any combination treatment groups are superior to both of the
components. The previous application of the procedure in parallel group
designs considers a variety of possible comparative relationships among
the treatment groups depending on whether the comparisons are between
placebo and a standard or different doses of the same drug. It is
possible to include dose-response objectives in the factorial stUdy
designs to determine relationships among the combinations. This would
increase the possible alternatives well beyond Chapter 3 alternatives.

Methodology relative to dose-response objectives for factorial study
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designs will not directly be assessed in the alternatives set out in
these simulation studies. Examples of methodology which could be
employed in this situation are described in Phillips et.al [1992],
Carter et.al. [1983], and Mead and Pike [1975].

Linear combinations of treatment group means are tested in compound
hypotheses comprising the multistage MCP. Screening tests and
individual components are used as elements of the procedure as before.
In this case, both the screening tests and components are compound
hypotheses. The stages required to be rejected through the union of
intersections usually involve averages of several combination treatment
groups compared with the corresponding marginal component averages.
Once an average of several combinations is shown superior to the
marginal components, specific combinations can then be tested.
Bonferroni-Holm type multiple comparisons and individual components of
the compound hypotheses are included in the simulations for completeness

and comparison purposes.

The modeling assumptions are identical to those presented in Chapter 3,
ie., Y=U+e y, ~Nu,, o?), € ~ N(0, o), and M,, set to response
levels of 0,1,2, or 3 with 0 = 1. Random samples were generated using
equal increasing sample sizes for each treatment group with each
successive sample containing the previous sample. 'Sample sizes per
treatment group are incremented by 10 to 21 for each subsequent sample.
Again, this allows an assessment using sample sizes typical of

traditional study designs in clinical trials and_with relatively large



88
effect sizes. Sampling is repeated 50,000 times to form estimates of
experiment-wise Type I error rates and power estimates under the

respective alternatives.

Of}particular interest for factorial designs is to assess the overall
sample sizes needed to draw relevant conclusions. Factorial designs
tend to be overlooked in clinical drug development plans because of the
perceived large numbers of patients required. How well the multistage
MCP performs using moderate sample sizes is of interest. Intext Table 7

summarizes the sample sizes used for the three factorial design

simulations.
INTEXT TABLE 7
Sample Sizes for Three Combination Drug
Factorial Study Designs
Study Design
Six Group Eight Group Twelve Group

Sample Size per 7 6 5
Treatment Group 21 18 15

42 30 30

63 48 45

84 72 60

4.2 Six Treatment Group Factorial Design

The primary objective for the six treatment group factorial design is to
compare the two combination treatment groups to each of their respective

components with the goal of claiming at least one of them superior to
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both components. Hypotheses and decision rules are evaluated by
establishing one overall screening test and intersecting that screening
test with compound pairwise comparisons of a combination treatment group
with each of its components. If at least one of the combination
treatment groups is determined to be superior, confidence coefficients
are constructed to evaluate the experiment-wise confidence level of the

multistage MCP.

A screening test is established to determine the average effect for the
combination treatment groups together compared to the respective average
effects for the components. The screening test null and alternative

hypothesis is stated as:

He: [(”11 + M) - (”01 + M) = 0] or [(”n + M) - 2”10. = 0]
H1: [(”u + ”12) - (”01 + ”oz) # 0] and [(”11 + ”12) - 2”10 #* 0]

If this screening test is fejected by assessing its parts each at the
a=0.0500 level (also at the @=0.0250 level) this allows testing the
following:

H:

Screening test or [[(w, - &) = 0 or (i, - 4,,) = 0] and
[, - M) = 0 or (1, - p1) = 0]] |

H,: Screening test and [[(&,, - #,) # 0 and (1, - p,,) # 0] or

[, - M) # 0 and (u, - p1,) # 0]]
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By intersecting the screening test with the union of two compound
pairwise comparisons, the decision rule is to reject either or both of
the compound pairwise comparisons if each of their respective parts are
rejected at the a=0.0500 level (also tested at the a=0.0250 level) after
the screening test has been rejected at the a=0.0500 level (or a=0.0250
level). For completeness, each of the compound pairwise comparisons are
also included in the simulation, with each of the two parts tested at

the a=0.0500 Tlevel.

Figure 5 depicts graphically the screening tests and the compound
pairwise comparisons.
FIGURE 5

Six Treatment Group Factorial Design
Screening Test and Compound Pairwise Comparisons

Drug One
Low High
Placebo Dose Dose
Placebo _‘ O‘
?mg l :
wo —_— e f—
- __J_|-.__ >
Fixed Dose -

I indicates screening test
indicates compound pairwise comparisons

A Bonferroni-Holm procedure also is included in the six treatment group
simulation study. Of the two combination treatment group means, the

largest one (higher critical value) is tested against each of its



91
components at the a=0.0250 level. The second mean (lower critical

value) is tested against its components at the a=0.0500 level.

Confidence coefficients are also included in the six treatment group
factorial design simulation study. For each of the combination
treatment group means p,,, i,j,21, a confidence interval is constructed
each time one of the compound pairwise comparisons involving a
combination treatment group mean is rejected, i.e., the combination
treatment group is declared significantly different from both its
components. Confidence intervals are constructed as [L,,U,]J:(Y,, - Y,,) %
Z, [(2/n)0*1* and [L,,U,]: (Y, - Y,)  Z, [(2/n)0?]* where, Y,, is the
observed mean and Z, is the upper tail critical value from a standard
normal distribution such that Pr (Z > Z,) < a/2 with Z a standard normal
variate. The term on the r.h.s. of Z  is the estimated standard error
of the contrast with n being the sample size per treatment group and o°
is the error variance estimated by the mean squared error from the

underlying model.

The confidence coefficient is estimated as the proportion of times the
true difference between a combination treatment group and each of its
components simultaneously is enclosed by the confidence bounds. In
probability statements the confidence coefficient equals P.[(L, < m,, -
M, <V,) and L, < gy - g, < U,)], where P indicates the probability

estimated from the simulation using L,,U, and L,,U,.
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4.3 Eight Treatment Group Factorial Design

As described'earlier, the eight treatment group factorial design has as
its primary objective the comparison of combination treatment groups to
each of their respective components with a goal of claiming at least one

superior to both components.

Hypotheses and decision rules are evaluated by establishing screening
tests and screening tests intersected with the union of compound
pairwise comparisons of a combination treatment group with each of its

components.

Screening tests are defined in terms of tuples of combination treatment
groups. For the eight treatment group factorial design, a one three-
tuple screening test and a two two-tuple screening test are assessed.
Intext Table 8 summarizes the tuple screening tests and the hypotheses

and decision rules used in the eight treatment group factorial design.



INTEXT TABLE 8
EIGHT TREATMENT GROUP MULTISTAGE MCP
HYPOTHESES AND DECISION RULES

Screening Test:

One three-tuple

Hot [y + e + Hhy - By - Moz - Ho3) = 0] or
[ + B + by - 380) = O]

Hye [, + e + My - Hoy - Moz = M) # 0] and
[y, + e + 5 - 3uy,) #= 0]

Two two-tuple

Hoe [y + Mz - Moy - Mo2) = 0 Or (1, + py, - 2,) = 0] and
[Whe + Hhs = Moz ~ Hos) = 0 OF (U, + gy - 2h,) = 0]

Hy: [(n, + tho - Moy - M) # 0 and (i, + yy, - 2u,,) # 0] or
[Whe + M5 - Moo - Hos) # 0 and (u, + g1y - 2,) # 0]

Screening test and compound pairwise comparisons
H:

°

Tuple Screening test or [(u,, - #,,) = 0 or (u,, - p,,) = 0]

H,: Tuple Screening test and [(w,, - &) # 0 and (u; - p,,) # 0]
for i, > 1.

Decision rules are again constructed by applying rejection criteria
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within each part of the compound hypotheses. As discussed earlier, the

screening tests comprise a compound hypothesis and the individual

components are compound pairwise comparisons of a combination treatment

group with each of its components. The one three-tuple screening test
is designed to determine if the average of all combination treatment

group means can be shown superior to each of the corresponding average
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effects for the marginal component treatment groups with equal
weighting. Similarly, the two two-tuple screening test takes two
adjacent combination treatment groups together, with the middie
combination treatment group appearing in both contrasts. The rationale
for the two two-tuple screening test is to guard against curvature in
the response which may diminish the overall effect of the combination
treatment groups and thus a chance to identify a single combination

superior to both components.

The compound pairwise comparisons have as the alternative that at least
one of the combination treatment groups is superior to both of its
component treatment groups. The expanded version of this alternative is

expressed as:

H,: Screening Test and [[(&n, - M) # 0 and (u,, - p,,) # 0] or

[(”12 - ”oz) # 0 and (”12 - ”w) # 0] or
[(”13 = ”03) # 0 and (”13 - ”10) # 0]]

Figure 6 presents diagrammatically the one three-tuple and two two-tuple

screening tests along with the compound pairwise comparisons.
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FIGURE 6

Eight Treatment Group Factorial Design
Screening Tests and Compound Pairwise Comparisons

Drug One
Low Middle High
Placebo Dose Dose Dose
Piacebo ‘ ‘
Drug | ' A |
we =t 1 1) |
Fixed Dose R - P l
OX="==-z==f== _ _|_ _ -

BN ndicates one three-tuple screening test

L0 indicates two two-tupie screening tests

O  indicates compound pairwise comparisons
For comparison with the multistage MCP a Bonferroni-Holm procedure is
applied to the two two-tuples and compound pairwise comparisons. The
two-tuple with the larger mean response (larger critical value) is
compared to each of its marginal components at the a=0.0250 level and
the respective compound pairwise comparisons are each tested at the
a=0.0500 level. The second part of the Bonferroni-Holm procedure tests
the two-tuple with the smaller mean response (smaller critical value)

and its respective compound pairwise comparisons all at the a=0.0500

level.
4.4 Twelve Treatment Group Factorial Design

As with the previous two factoria] designs, the primary objective for
the twelve treatment group design is the comparison of the combination

treatment groups to their respective components with the goal of
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claiming at least one of them superior to both. Hypotheses and decision
rules are evaluated through a variety of screening tests and screening
tests intersected with compound pairwise comparisons of individual

combinations with each of their components.

Screening tests are defined in terms of tuples of combination treatment
groups. For the twelve treatment group factorial design, one six-tuple,
two four-tuple, three two-tuple, and four two-tuple screening tests are
assessed. Intext Tables 9 through 12 summarize the tuple screening

tests and compound pairwise comparisons used for decision rules in this

simulation study.

The tuple screening tests are designed to determine if various averages
for combination treatment groups can be shown superior to each of the
corresponding average effects for marginal components with equal
weighting. The rationale for the tuple screening tests is to see if the
tests can maintain power for ultimately defermining whether an
individual combination can be declared superior to both its components
and preserving the experiment-wise Type I error rate of the procedure.
Because the tuple screening tests are intersected with other compound
hypotheses, it is anticipated that the experiment-wise Type I error rate

will be maintained while also maintaining power.

As before, decision rules are constructed by applying rejection criteria

to each part of the tuple screening tests and the compound pairwise
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comparisons of the individual combination treatment groups with each of

their components.
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INTEXT TABLE 9

Hypotheses and Decision Rules
One Six-Tuple Multistage MCP -

Screening Test:
H,: [ (i, + Wy, + B + Wy 4y 4 1) 2, + M, + Hoy)=0 Or
W, + My, + My 4y + Py, + ) S3(0y + ”zo)=0]

HI: l (”11 + ”12 + ”13 + pzx + ”22 + ”23) -2(”01 + ”02 + ”03)# and
Wy, + 1, + My + My + My + ;) -3y + uzo);ﬁO]

Decision Rule: The average of the six combination treatments has a
p-value p<.0500 when compared to the average of both of
the component treatments.

Screening Test and Compound Pairwise Comparisons:
Ho: [ (”n Y M, Yty Y Y, t ”23) '2(”01 + M + ”03)=0 or
Wy + M + iyt iyt ) 3 + ”20)"0] or

d [ [(”u - ”01)"0 or (”n - ”10)‘0] and [(”12 - ”oz)’o o'r (”12 - ”zo)“o] -
an

d (s - Hos)=0 or (an, - p,,)=0] and [(s,, - H,)=0 or (1, - p,,)=0]
an

[ - #52)=0 OF (1, - p1,)=0] and [(ar; - 4;)=0 or (1, - ”20)=0]]

H,: [ by + By + B + My + Py + Hos) ~2(M, + Mo + H53)70 and
Wy, + py, + My + Wy + Py + ) -3, + ”zo)w] and
| [y - 2)70 and (- 1,201 or [(t; - H)#® and (b, = 41:0)70]

or
[(ns - #6:)70 and (u; - p,o)70] or [(m,, - 1,)70 and (1, - p1,,)70]
or
[(ee - B2} and (i, - p1)#0] OF [(Hyy - 0s)#0 and (tyy = f1p0)70] |
Decision Rule: The average of the six combinations has a p-value <.0500 “

when compared to the average of both of the component
treatments and at least one combination has both
p-values <.0500 when compared to both of its components. .



INTEXT TABLE 10

Hypotheses and Decision Rules
Two Four-Tuple Multistage MCP

Screening Test:
Ho: [ (I'u t Uy, t M, ”zz) = 2(”01 + ”oz) =0 or
ol and

(1, + Wy, + lyy + ) - 2(y + M)
[ WUy, + My + Moy + M) - 2(Mg, + M) = 0 OF
(”12 + Uy t M, + ”23) - 2(”10 + ”20) = 0]

H,: [ Wy, + 4, + Wy + 1) ~ 2(y, + M) # 0 and
Wy, + W + 1y + W) - 200y + M) # 0] or
[ Wy + 1y + Moy + 1) - 2(0, + Mo,) # 0 and

Whe + Hhs + e + ) = 2(th + o) # 0)

Decision Rule: At least one of two averages of four combination
treatment groups has a p-value <.0500 when compared to
the average of both of the components contained in the
four treatment groups.
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INTEXT TABLE 10 (CONT’D)
Hypotheses and Decision Rules
Two Four-Tuple Multistage MCP
Screening Test and Compound Pairwise Comparisons:
H,: [[ iy, + My + Moy + 55) - 2(0,, + Mp,)=0 oOr
W+t + By + M) = 20 + ti0)=0] o
[ 1 - H)=0 or (1, - 1,0)=01 and [(1;, - M) =0

::: [, - M6,)=0 or (1, - p1,,)=01 and [(g, - H,,)=0
[[ W + My + M + ;) - 2, + Mos)=0 Or
(M2 + ths + Mo + Hy) - 2(0, + ”zo)=0] or
[T - 00=0 o G - =01 and L0y - pa)=0

(e - 1o2)=0 Or (1, - p,,)=01 and [(; - Ho,)=0

H,: [[ (W, + Wy + Wy + ) - 2(,, + M,,)70 and
Wy, + W, + My + ) - 200y, + ”zo)ﬁ] and
[ [(”n - ”01)70 and (”u - ”10);‘0] or [(”12 - ”oz)ﬂ

o (G, - #6,)70 and (1, - 11,0)50] or [, - M, )70
(W, - ;Qo);:n]] or
[[ (W + s + My + M) - 2(My, + My,)7#0 and
Wy + My + Moy + M) - 2(0y, + pzo);éO] and
N | LWhe - 1270 and (11, - 1,)201 Or [y - s}

[(”zz = ”oz)# and (”22 = ”zo)ﬁ] or [(”23 = ”03)79
s - 01

100

or (”12 = ”10)=0]
or (p, - ”zo)"'ol]

or (4, - H,)=0]
or (u; - [lzo)=0]]]

and (1, - M,0)70]

and

and (”13 - ”10)79]

and

Decision Rule: At least one of the two averages of four treatment
groups has a p-value <.0500 when compared to the average
of both of the components contained in one of the four
treatment groups and at least one combination in one of
the four treatment groups has a p-value <.0500 when

compared to both of its components.

7



101
INTEXT TABLE 10 (CONT’D)

Hypotheses and Decision Rules
Two Four-Tuple Multistage MCP

Screening Test, Sub-Screening Tests and Compound Pairwise Comparisons:
b ULy + i+ by + ) = 20t + H)=0 OF
Wy, + gy, + oy + M) - 2(0y + yzo)-o] or
[[ [y + #21) - 26,=0 Or (1, + 41,) - (Mo + Hy)=0] oOr
| Et - 200 OF (s - 110101 and [(tt - p)=0 07 (s = i) =01
" [ [y, + M22)- 2 =0 Or (U, + fh,) - (Mo + H)=0] or
and | (e - #2)=0 or (W, - £1,,)=01 and [(, - #12)=0 oF (i, - uzo)=01]]
[ [, + By + Mop + H2y) = 2(M, + Mo5)=0 OF
W + My + Moy + M) - 2(0, + y2°)=0] or
| Qe + 1122) - 20070 OF (11, + ) = o + 11)=0] oF
and [ [, - M2)=0 or (u, - p,,)=0] and [(ar, - M) =0 Or (a1, - Ilzo)=0]”
| Qs + ) = 20=0 0F (g + 1) = (o + B120)=0] o
[ [y - #Mo:)=0 Or (W, - p1,,)=01 and [(1r, - p1,3)=0 or
Wy - Hoo)=0]1] ”
He | DG + e+t + ) - 200y + 02)#0 and
Wy, + My, + 1y + 1) - 2(uy, + yzo)#)] and
“ [, + M,,) - 28,70 and (i, + Mp,) - (W + H0)#0] and
| s - 11)70 and (y, - 11)#01 or [(tt, - p1)#0 and
Wy - Mzo)#o]l] or
[ [, + #,,) - 28,70 and (uy, + M) - (Mo + H)#0] and
[ [, - B,,)70 and (W, - 1,,)#01 or [(u,, - W,,)#0 and
e - o1l ]] o
[ [, + Mys + Moo + Hp3) - 2(Mo, + Mo3)70 and
Wy + My + Moy + M) - 2(0 + pzo);ﬁO] and
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INTEXT TABLE 10 (CONT’D)

Hypotheses and Decision Rules
Two Four-Tuple Multistage MCP

[[ [, + M) - 24, # 0 and (uy, + ;) - (Mo + M) # 0] and
[ [, - M) # 0 and (u,, - 4,,) # 0] or [(m,, - 4,) # 0 and
Woe - M) # 011 or
[ [y + M) - 229, # 0 and (w1, + p13) = (0o + M) # 0] and
[ [, - M) #0 and, (my, - #y,) # 0] or [(, - M,;) # 0 and
(Whas - B0) % 011 ]

Decision Rule: At least one of the two averages of four treatment
groups has a p-value <.0500 when compared to the average
of both of the components contained in one of the four
treatment groups and at least one vertical pair of
averages contained within one of the four treatment
groups has a p-value <.0500 when compared to the average
of both of the components contained in the pair and at
least one combination in one of the pairs of treatment
groups has a p-value <.0500 when compared to both of its
components.



INTEXT TABLE 11
Hypotheses and Decision Rules
Three Two-Tuple Multistage MCP
Screening Test:
Hoe [y + ) - 2, = 0 Or (uy, + ) - (Bho + M)
[, + M22) - 2, = 0 OF (W, + ) - (Bho + M)
(s + M23) - 28, = 0 or (5 + p3) - (Ko + H) = 0]

0] and
0] and

H,: [, + #2,) - 24, # 0 and (1, + M) - (o + M) # 0] or
[, + 4,,) - 24, # 0 and (p,, + p,) - (W + M) # 0] OF
[(”13 + ”23) - 2”03 # 0 and (”13 + ”23) = (”m + ”20) * 0]
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Decision Rule: At least one vertical pair of combination treatments has
a p-value <.0500 when compared to the average of both of

the components contained in one of the pairs.
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INTEXT TABLE 11 (CONT’D)
Hypotheses and Decision Rules
Three Two-Tuple Multistage MCP

Screening Test and Compound Pairwise Comparisons:
H,: [ [, + M) - 2,20 or (U, + 1,,) - (Mo + Mp)=0] oOr
| L@, - 102)=0 o (1, = 11,0)=01 and [(te, - p1,)=0 or
Wy - pz,,)-oﬂ] and
’ [, + #22) - 20,=0 OF (U, + M) - (Mo + My)=0] oOr
| LW - #e)=0 o (a1, ~ 11)=01 and [(as, - a;)=0 or
Wy - pzo)=0]]] and
[ + H2a) = 265=0 Or (W, + f3) - (M5 + M,)=0] or
| [hs - 1105)=0 or (s - 11,0)=01 and [ (tss - Hgs)=0 oF
w,, - u2°)=01”

H,: [ [, + M) - 2,70 and (wy, + p,) - (M + My)#0] and
[ L, - po)#0 and (uy, - ,,)#0] or [(w, - My,)=0 and
(w, - ‘on£0]]] or
[ [, + 1) - 2,70 and (p,, + 1) - (W + M5)70] and
| twne - 12070 and (, - )20 or [, - 1) and
. - Lko)?(H]] or
[ (s + 25) - 2,70 and (W5 + p3) - (M + Mp)70] and
| (s = 020 and (y; - 1,0)%0] OF [(t, - ps)#0 and
s - 111701 | |
Decision Rule: At least one vertical pair of combination treatments has
a p-value <£.0500 when compared to the average of both of
the components contained in one of the pairs and at

least one combination in one of the three pairs has a
p-value <.0500 when compared to both of its components.



INTEXT TABLE 12

Hypotheses and Decision Rules
Four Two-Tuple Multistage MCP

. Screening Test:

Hoe [y + #h2) - Woy + He2) = 0 Or (14, + ph,) - 24, = 0] and
[ + 113) - (Woz + Hos) = 0 Or (p,, + 1) - 21, = 0] and
[y + HB22) = (Hoy + Hoz) = 0 or (1 + 41,) - 20,
[ + M) - Wz + Hos) = 0 Or (1, + 11y5) = 21y

0] and
0]

Hy: [, + 1) - (o, + M) # 0 and (u,, + py,) - 24, # 0] or
[, + 4,,) - (W + Mo,) # 0 and (py, + p,) - 2, % 0] or
[, + 112,) - (Mo, + Mp,) # 0 and (u,, + p1,,) - 24, # 0] oOFr
[z + #123) - Wz + Mo5) # 0 and (e, + pp5) = 21, # 0]

. Decision Rule: At least one horizontal pair of combination treatments
has a p-value <.0500 when compared to the average of
both of the components contained in one of the pairs.
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INTEXT TABLE 12 (CONT’D)

Hypotheses and Decision Rules
Four Two-Tuple Multistage MCP

Screening Test and Compound Pairwise Comparisons:
H,: [ (W, + ) - Moy + Ho2)=0 or (n, + ;) - 24,,=0] or
| L@ - #2)=0 0r (i, - 11,)=01 and [(p; - 112} =0 oF
(. - pm)=0]]] and
[ [, + py5) - Mo, + Mo3)=0 Or (1, + 1y5) - 24,=0] or
| (e - ) =0 oF (b1, - 11,0)=01 and [(p,, - p3)=0 or
(m,, - pw)=0]]] and
[ (e + 152) - (Mo, + M) =0 OY (W, + py;) - 24,,=0] or
[ [y - M6,)=0 OF (i - Hy)=01 and [(,, - ,,)=0 or
. - yz°)=0]]] and
[, + 123) = (Moo + Hoa)=0 OF (1 + Mp5) - 21,=0] or
| (s - 002)=0 OF (11 = 11,0)=01 and [(tey - p1)=0 or
(1,5 - y2°)=0]]]

H,: [[(yn + M,) - (M, + M2)=0 and (u,, + p,,) - 24,,=0] and
[ [, - M) and (o, - p,,)70] or [(u, - M,,)#0 and
(o, - p,°)=0]]] or
[ + pha) - Mo + M65)=0 and Wy, + p1y;) - 21,,=0] and
[ [, - M:)70 and (uy, - p,0)#0]1 or [(W, - M,,)70 and
w,; - pm)=0]” or
[ [, + 1,,) - (W, + M,,)=0 and (u,, + u,,) - 2u,,=0] and
| (s - 1) a0 (1, - )20 OF (b1, - )0 and
W, - y2°)=0]” or
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INTEXT TABLE 12 (CONT’D)

Hypotheses and Decision Rules
Four Two-Tuple Multistage MCP

[ [, + 1) - (”qz + My3)=0 and (g, + p1;) - 2,,=0] and
| [t - 1102)50 and (, - 10)#0] OF [(ttys - B1gs)50 and
wes - =01l

Decision Rule: At least one horizontal pair of combination treatments
has a p-value <.0500 when compared to the average of
both of the components contained in one of the pairs and
at least one combination in one of the pairs has a
p-value <.0500 when compared to both of its components.



108
A variety of sequences of testing are employed in this simulation study
to evaluate the multistage MCP in this complex design. Each of the four
tuple screening tests (one six-tuple, two four-tuple, three two-tuple,
and four two-tuple) are assessed using a level of @=0.0500. In
addition, the latter three tests are done applying Bonferroni correction
to each part within the tuple. Thus, levels of a=0.0250 are applied to
the parts of the two four-tuple, a=0.0167 to parts of the three two-
tuple, and @=0.0125 to parts of the four two-tuple. Each of the tuple
screening tests are intersected with unions of compound pairwise
comparisons of the respective individual combinations with the
intersection occurring according to the relevant part of the screening
test for a particular combination. For example, for the two four-tuple
screening test, compound pairwise comparisons for each of the
combination treatments u,,, p,, 1,,, and p,, are applied right after the
first four-tuple, i.e., these four combination treatment groups

averaged. This is indicated in Intext Table 9.

Figure 7 graphically displays the tuple screening tests for the twelve

treatment group factorial design.
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FIGURE 7

Twelve Treatment Group Factorial Design
Screening Tests and Compound Pairwise Comparisons

Drug
Drug One
Two Placebo Dose Qne Dose Two Dose Thiee
Placebo
- —i - —{ -
Dose One —~
= %o =5 =
Dose Two - | I l
- -

<> indicates one six-tuple screening test
indicates two four-tuple screening tests

XI indicates four two-tuple screening tests
= indicates three two-tuple screening tests
- indicates compound pairwise
comparisons

A second part of the testing procedure includes the union of the
compound pairwise comparisons for the individual combinations first
using a level of a@=0.0500 and then @=0.0083, the latter applying
Bonferroni correction to each of the six compound pairwise tests with
(M, -y, #0 and y,; - p,, # 0) being the general component of each

part. A step down procedure is employed with the two four-tupie as the
first level and the three two-tuple as the second level. If rejection
criteria for each of these levels is satisfied, the last level tests the
compound pairwise comparisons. Again, the sequence of the levels are
arranged so that relevant sets of combination treatment groups afe
tested sequentially down through each part. This step down procedure is
also specified in Intext Table 10 and labelled as screening tests, sub-

screening tests, and compound pairwise comparisons.
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A final part of the testing procedures studied in this twelve treatment
simulation is a Bonferroni-Holm procedure included for general
comparisons. The larger of the averaged true population means for the
two four-tuples (i.e., My My Moys Moz VS. Moy Hiay Maps M) is tested
using a lével of @=0.0250. Given the selected screening tuple is
rejected, eéch of the compound pairwise components for each combination
in the tuple are tested at level a=0.0500. The smaller tuple and its

components are tested using a level of a=0.0500.
4.5 Results
4.5.1 Six Treatment Group Multistage MCP

Tables 4.0 through 4.7 summarize the results of the six treatment group
factorial design simulation study. Experiment-wise Type I error rates
for the overall screening tests have levels lower than the nominal
level. Only around 13% to 15% of the nominal level is retained at the
a=0.0500 level (0.00634 to 0.00740 across all sample sizes) and 9% to
12% at the a=0.0250 level (0.00220 to 0.00292 across all sample sizes).
These lower experiment-wise Type I error rates may be attributed to the
compound nature of the screening test, i.e., the intersection of the two

events comprising it.

When the screening tests are intersected with the compound pairwise
comparisons the experiment-wise Type I error is reduced further to

between 0.00360 to 0.00468 across all sample sizes (about 60% of the
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levels for the screening test alone). At the @=0.0250 test level, the
experiment-wise Type I error rate is reduced much less, retaining more

than 80% of the level for the screening test alone.

The direct union with the compound pairwise comparisons produce
experiment-wise Type I error rates closer to the nominal level. Across
all sample sizes, a little less than 50% of the nominal level is
retained (0.01754 to 0.02014). The Bonferroni-Holm procedure has the
most extreme Type I error rates between 0.0001 to 0.00024 across all

sample sizes.

Alternatives with one or both of the combination treatment groups more
effective than both of the individual components are summarized in
Tables 4.1 to 4.3. In these alternatives, the dose-response pattern is
either a plateau or a plane. When one combination treatment group is
superior to its components and on the lower edge of the plateau, the
screening test and the screening test intersected with the union of
compound pairwise comparisons have power. Greater than 80% power is
maintained with a sample size of 42 or more in each treatment group.
The union of the compound pairwise comparisons has more power with
greater than 80% with a sample size of only 21 per treatment group which
corresponds to Type I error rates closer to the nominal level.

Bonferroni-Holm only achieves nominal power.

When a compound pairwise comparison is rejected at the a=0.0500 level

indicating superiority over each of its components, the test has a
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confidence coefficient of greater than 90% with a sample size of at

least 21 per treatment group.

Under the alternative with both combination treatment groups superior,
or a dose-response pattern of a plane, greater than 90% power is
attained for a sample size of at least 21 per treatment group for all
testing procedures except Bonferroni-Holm. Bonferroni-Holm does have .
power in this case but requires twice the sample size of 42 per
treatment.group to have greater than 90% power. Confidence coefficients
are greater than 90% for sample sizes of at least 21 per treatment

group.

Alternatives with dose-response patterns of plateaus in the margins are
summarized in Tables 4.4 and 4.5. In general, these alternatives
represent partial null cases because at least one of the combination
treatment groups is superior to one of its components but not the other.
In all cases, test procedures involving the screening test or compound
pairwise comparisons produce nominal power or degenerate power.
Bonferroni-Holm has degenerate power and confidence coefficients are

also degenerate in this case.

Curvature is introduced into the alternatives summarized in Tables 4.6
and 4.7. It is seen in Table 4.6 that because the curve across y,, and
M,, is the reverse pattern across y,, and y,,, the screening test produces
nominal power. Only the compound pairwise comparisons have power to

detect the superiority of u,, (greater than 80% with a sample size of 21
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or more). Confidence coefficients are also greater than 90%. With a
more dramatic curve as seen in Table 4.7, the screening test has power
with greater than 80% for a sample size of 42 or more. This is also the
result for the screening test intersected with the union of the compound
pairwise comparisons. The latter union alone has much greater power
with 92% with only 7 observations or more per treatment group.
Bonferroni-Holm still produces nominal power. The confidence

coefficients for p,, alternatives exceed 90% for all sample sizes.
4.5.2 Eight treatment group multistage MCP

Tables 5.0 through 5.7 present the results for the eight treatment group
simulation study. Under the grand null, all screening tests, screening
tests intersected with the union of compound pairwise comparisons, and
the screening tests intersected with sub-screening tests and further
intersected with the union of compound pairwise comparisons have Type I
error rates below the nominal level. The one three-tuple screening test
is further from the nominal level than the two two-tuple test (0.00584
to 0.00648 and 0.01256 to 0.01356 across all sample sizes respectively).
Each successive intersection with the union of compound pairwise
comparisons reduces the Type I error rate somewhat more by adding the
additional requirements of the intersections. Tests carried out under
the Bonferroni corrected level of @=0.0250 have Type I error rates

somewhat lower.
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The union of compound pairwise comparisons for each of the three
combination treatment groups produce Type I error rates closest to the
nominal level. Rates for testing these directly range from 0.02712 to
0.02920 across all sample sizes. The Bonferroni-Holm on the two fwo-

tuple has Type I error rates farthest from the nominal level.

Alternatives with at least one of the three combination treatment groups
superior to both components are summarized in Tables 5.1 to 5.4. 1In
Tables 5.1 and 5.2 the response patterns show all three combination
treatment groups superior to their components with one pattern strictly
increasing and one pattern a plateau for the highest two treatment
groups. In either case, all procedures have power; greater than 90%
power is achieved for a sample size of 18 or more per treatment group.
The strictly increasing alternative gives slightly more power overall.
The Bonferroni-Holm on the two two-tuple is the least powerful for the
smaller sample sizes. Only slight power is lost by requiring the
screening tests to be intersected with the union of compound pairwise
comparisons or further intersected with sub-screening tests intersected
with the union of compound pairwise comparisons. With a sample size of
6 per treatment group, the two two-tuple screening test shows 79.8%
power compared to 66.6% and 64.6% for the respective intersections.

Similar results are seen in the plateau alternative.

Tables 5.3 and 5.4 present two increasing then decreasing alternatives
for the combinations. Only the one three-tuple screening test produces

nominal power in Table 5.3 due to the equal average response pattern of
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the combinations compared to the average marginal effect for Drug 2.
Alternatively, for the response pattern in Table 5.4, it would appear
that the 2-sided nature of the one three-tuple test failed to
distinguish the lessor average for the combination compared to the
marginal average, i.e., the screening test has power even though the

direction for favoring is opposite the desired direction.

Because the alternative in Table 5.4 has a single peak (u,,) with a
superior response, the overall power for the two two-tuple screening
test is Tower than when the response is higher in at least two of the
combination treatments as in Table 5.3. For a sample size of 30 per
treatment group, the two two-tuple screening test intersected with the
union of compound pairwise comparisons yields 78.9% power compared to
99.8% power in the latter alternative. This is evident because for the
two peak alternative in Table 5.3, the two two-tuple screening test
spans superior combination treatment groups in both parts whereas for
the single peak alternative in Table 5.4, this screening test only

contains a superior combination treatment group in one part.

The union of compound pairwise comparisons themselves show power in
either of these alternatives with slightly more power in the single peak
alternative. This seems to be due to the larger response in y,,
relative to p,, and g,,. The Bonferroni-Holm on twd two-tuple shows
power in the two peak alternative and only nominal power in the single
peak alternative although greater than 90% power requires a larger

sample size of 48 per treatment group. Again, this is attributed to the
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two two-tuple screening test spanning both combination treatment groups

with superior responses to their components.

4.5.3 Twelve treatment group multistage MCP

Tables 6.0 through 6.8 summarize the results of the twelve treatment
group simulation study. Under the grand null, all of the screening
tests have Type I error rates at the nominal level. The one six-tuple
test has the lowest Type I error rates of 0.00466 to 0.00532 across all
sample sizes. The next lowest is the two four-tuple with rates around
0.010. Closer to the nominal level is the four two-tuple test with
rates between 0.02482 and 0.02726 across all sample sizes. As the level
of the test is adjusted with Bonferroni correction for each of the
respective tuple screening tests, the Type I error rate is further from
the nominal level. For example, whereas at the a=0.0500 level the Type
I error rate is maintained approximately for the three two-tuple and
four two-tuple tests, these two tests retain only 24-28% of the nominal

level when Bonferroni adjusted to 0.0167 and 0.0125 respectively.

When the union of compound pairwise comparisons are intersected directly
with the screening tests, the Type I error rates are reduced somewhat to
about one-half of the nominal level compared to the screening test
alone. For the Bonferroni corrected tuples, the Type I error rate

decreases only slightly.
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The intersection of the two four-tuple and three two-tuple screening
tests produce lower Type I error rates on the order of 5% of the nominal
level when a Bonferroni correction is applied to these two tests
together and 10% of the»nomina] level when both tests are done at

a=0.0500.

The union of all six compound pairwise comparisons all tested at a-level
0.0500 and Bonferroni corrected at 0.0083 are presented in Tables 6.0 as
well. Thé union of the six min-tests produces Type I error rates
slightly above the nominal levels (0.05340 to 0.05748 across all sample
sizes). For the Bonferroni corrected version, the nominal level is

.actually preserved (0.00416 to 0.00530 across all sample sizes).

Tables 6.1 through 6.5 present estimated power probabilities for the
testing procedures under alternatives with one or more of the six
combination treatment groups superior to both of its components. The
response patterns represent strictly increasing (Table 6.1), step up to
a plateau (Table 6.2), and three increasing then decreasing patterns
(Tables 6.3-6.5). For the strictly increasing response pattern,
essentially all test procedures have power greater than 90% even at the
smallest sample size of five per treatment group. The step up to a
plateau pattern provides only slightly less powerful test procedures
with greater than 90% power for sample sizes of 15 or more per treatment
group. Overall, the Bonferroni corrected tests and Bonferroni corrected
intersections of screening tests for both of these alternatives are less

powerful than tests carried out at the nominal level of a=0.0500
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as expected. The most dramatic difference is for the union of the six
compound pairwise comparisons (min-tests) where Bonferroni corrected

tests are 50% less powerful for the small sample size of five per group.

Estimates of power for the tests under alternatives with response
patterns increasing then decreasing are summarized in Tables 6.3 to 6.5.
With the exception of the one six-tuple screening test, all screening
tests, screening tests intersected with the union of compound pairwise
comparisons and further intersected with sub-screening tests, and the
union of compound pairwise comparisons alone have power. The latter
test procedure has the most power overall, not depending on which
combination treatment groups are involved with the increasing response.
For the screening tests, the relative power is related to which
combination treatment groups are involved with the increasing response.
The screening tests alone have the most power and if screening tests are
intersected with sub-screening tests, the power reduces somewhat. These
results are consistent with the Type I errors under the overall null as
expected; Type I error rates farther from the nominal level have less

power.

As an example of these relationships, the two four-tuple screening test
can be followed. Figure 8 diagrams the two four-tuple screening test
with a number referring to each part. The alternative in Table 6.3 has
combination treatment groups with increased responses which appear in
one quadrant of part two and span the top of part one of the two four-

tuple test (treatment groups u,, and y,,). With a sample size of 15 per
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treatment group, 85.2% power is obtained. When intersected with the
union of the six compound pairwise comparisons the power reduces to
82.2%. When intersected with the three two-tuple sub-screening test,.
which also involves the combination treatment groups with increased
responses in two of its parts, the power reduces to 61.4% (58.5% with
Bonferroni correction). Further intersections with the union of
compound pairwise comparisons reduces the power further to 58.5% (55.9%

with Bonferroni correction).

FIGURE 8

Two Four-Tuple Screening Test

Comparing across Tables 6.4 and 6.5 the two four-tuple screening test
has 98.8% power and 66.6% power with a sample size of 15 per treatment
group respectively. The alternative in Table 6.4 has an addjtional
combination treatment group with increased response invoTved with part
one of the two four-tuple screening test (u,,) which increases its
power. Conversely, the alternative in Table 6.5 only has one
combination treatment group involved with an increase in response (one
quadrant of part one of the screening test (u,,)) which results 'in lower

power. In Tables 6.4 and 6.5 a similar pattern is seen as in 6.3 i.e.,
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intersecting screening tests produces reduced power. Again, this is
consistent with more intersections of tests producing Type I error rates

farther from the nominal level.

As indicated earlier, the one six-tuple screening test produces only
nominal power when only a few of the six combination treatment groups
are involved with increased responses as seen in Tables 6.4 and 6.5.
This indicates the one six-tuple screening test is not a good candidate
for a screening test in this situation. In other words, if some
consistent synergism is not expected between the components when studied
as combinations, this screening test will potentially miss a significant
combination. Aside from this test, all other screening tests and
screening tests intersected with a sub-screening test or compound
pairwise comparisons generally have at least 80% power with a sample

size of 30 or more per treatment group.

Tables 6.6 to 6.8 present resqlts for alternatives with only marginal
dose-response patterns, i.e., only increases in one of the dosage
components produces increases in responses. These alternatives
represent partial nulls where the combination treatment groups may be
superior to one of the components but not the other. None of the test

procedures have power in these situations.



CHAPTER FIVE
5.0 TWO MULTIPLE TREATMENT GROUP CLINICAL TRIALS

This chapter presents examples of the multistage MCP when applied to a
six treatment group clinical trial and a twelve treatment group
combination drug clinical trial. Actual data generated from these two

trial designs will be used to illustrate the procedure.

The first example is a six treatment group parallel design with placebo
and five increasing fixed doses of the same drug. The setting for this
example is in the confirmatory phase of drug development where the

objective is to determine which doses are superior to placebo.

The setting for the second example is a 3x4 factorial design for
studying two components and their combinations. This trial is in the
confirmatory phase of clinical development where the objective is to
demonstrate the superiority of at least one of the combination
treatments relative to each of its respective components. Also part of
the design objectives for this study are to characterize the dose-
response relationships among the components as well as among the
combinations. The dose-response objectives Qi11 not be presented here

and are described more fully in Phillips et.al. [1992].
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5.1 Six Treatment Group Clinical Trial

The six treatment group parallel design example uses data generated from
this type of study design. The treatment groups are comprised of
placebo and five fixed doses of study drug. Dosage levels are 0 mg
(placebo), 5 mg, 10 mg, 20 mg, 40 mg, and 60 mg. The intervals between
the fixed doses were planned to be approximately equal on a log scale,
or on the additive scale each successive dose was twice the previous

dose except for the last dose (and the dose after placebo).

The study collected various outcomes over a twelve-week double-blind
treatment period. The planned sample size per treatment group as based
on previously collected data and approximately 60 patients in each group
were to be evaluated. For the purposes of this example, two outcomes
were selected as the last observation for each patient obtained during
the double-blind period. These outcomes were designated as endpoint

outcomes for each patient.

As per the primary objective of the trial, a comparative analysis was
planned to assess the efficacy of each dosage level relative to placebo.
This leads to five treatment group comparisons of interest. A

multistage MCP was developed to address this mu]tip]icity.
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5.1.1 Hypotheses and decision rules

The overall hypothesis may be stated as H,: [Al1 dosage level treatment
groups are equal to or less efficacious than placebo] and H,: [At least
one dosage level treatment group is superior to placebo]. The
underlying model used to carry out the multistage MCP for this example
follows the assumptions described in Chapter 3. That is to say y,, ~
N(u,, 0°) is the observed endpoint on the j*" patient receiving the i*"
dosage level and o is estimated by the pooled ss,? through the mean

squared error term of the underlying model.
If the dosage levels are denoted i=0, 1, 2, 3, 4, and 5 (codings for

placebo, 5 mg, 10 mg, 20 mg, 40 mg, and 60 mg) the overall comparative

hypothesis is stated in terms of population means as:

Ho: (<) and (1, < ,) and (p, < ) and (m, < 1) and (ps < p).
The alternative to be demonstrated is:

Hi: (> ) or (i, > ) or (u, > ) or (4, > i,) or (U > W,).
Even though the alternative is stated with one-sided components, the

multistage MCP is carried out with two-sided tests. This can be viewed

as an additional stringency criteria in the testing procedure.
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Screening tests, sub-screening tests, and individual components as
described in Chapter 3 are used to carry out the multistage MCP to
address this overall hypothesis. An underlying assumption in this
example is that the dose-response relationship is increasing either
strictly or to a plateau, or increases then decreases. In particular, a
screening test with a step down approach is used. The full alternative

hypotheses for this example of the multistage MCP is as follows:

Hy: [+, +18)/3 - (W + 1, + 4,)/3 # 0 and
C0G + p5)/2 - (1, + 41,)/2] # 0 or
[, + 1)/2 = (4 + 1,)/2] # 0 or
[, + p)/2 - (1, + p,)/2] # 0 and
[[(ps # m) or (m, # p) or (w, # ) or (u, # i4,)]

If the first screening test with the upper three treatment groups
compared to the lower three treatment groups is significant at the
a=0.0500 1evé1, then the sub-screening test is carried out. The
conclusion from the first screening test is that a higher dose is better
than a lTower dose. The sub-screening test includes adjacent pairs of
averages such that at least one of them must be non-null under the dose-
response relationship assumptions. Each of the sub-screening tests are
carried out at the a=0.0500 level. If any of the tests are significant,
the individual pairwise comparisons are carried out, also at a=0.0500.
The individuaf pairwise comparisons will identify which specific dose
group is superior to placebo. It should be noted that the sequence of

testing for the multistage MCP are inherently consistent in that first,
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a previous level must be rejected before proceeding to the next level
and second, if a pairwise comparison is rejected at the third level, it
must have beeh contained in parts previously rejected at the second
level. It would seem that parts of the second level, if rejected, would
be required to be contained in parts of the first level rejected.
Although this is a strict property of closed testing procedures, this
multistage MCP is only partially closed. Because the first level has
only one part, rejecting it allows proceeding to the second level. As
discussed in the simulation study results, only requiring that the
screening test is rejected may be a sufficient criteria, at least until

the elementary hypotheses are reached.
5.1.2 Results for six treatment group parallel drug trial

The results for the two endpoint variables for the six treatment group
parallel drug trial are presented in Intext Table 13 and graphically
displayed in Figures 9 and 10.

INTEXT TABLE 13

Means and Standard Errors for Two Outcome Variables
at Endpoint

Treatment Group
Placebo 5 mg 10 mg 20 mg 40 mg 60 mg

Variable Mean 26.8 23.4 21.5 8.2 13.0 16.3
One S.E. 9.57 6.25 5.64 2.22 3.17 5.26
Variable Mean 5.27 5.63 5.74 6.71 6.29 6.45

Two S.E. 0.58 0.59 0.60 0.55 0.58 0.55
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FIGURE 9

Dose-Response Pattern for Response Variable One
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The endpoint variables are expressed as change from baseline where
baseline was subtracted from the endpoint value for each patient. For
variable one, lower values are interpreted as improvement and for
variable two, higher values indicate improvement. The dose-response
pattern for variable one is displayed in Figure 9. The placebo
treatment group has the worst response but the highest variability
associated with it. Slight improvements are observed between placebo
and 5 mg and between 5 mg and 10 mg with a large improvement between
10 mg and 20 mg, the 20 mg treatment group having the best response and
the smallest variability associated with it. Slight worsening of
results are seen between 20 mg and 40 mg and again between 40 mg and
60 mg treatment groups. Overall, the dose-response pattern is an
increasing and then decreasing shape (although regression analysis shows

a significant linear effect, no significant quadratic effect is found).

Intext Table 14 presents the results of the multistage MCP for response
variable one. The annotation indicated is intended to represent the
alternative hypotheses and the treatment groups involved. Level one is
rejected with a p-value of 0.017 and allows continuing to level two.

For level two testing, only the wm,,u, # .4, test is rejected

(p-value = 0.013) although the other paired average comparisons indicate
a trend (p-value < 0.100). Because w,,u, # i,,M, is rejected,

interpretation of u, » y, and y, # u, at level three may proceed. "
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INTEXT TABLE 14
P-values for Multistage MCP for Endpoint Variable One

Level 1: HasMysMs % oMy M,
p=0.017
Level 2: Uy, Hs # My M, HysH, # MysH, U2l # Moy,
p=0.078 p=0.013 p=0.087
Level 3: M # M, U, # U, Uy # My H: # H,
p=0.220 p=0.099 p=0.025 p=0.567

Though all level three tests are presented, interpretation of y, # u,
and u, # 4, is not warranted. The final result shows p, # g, rejected
with a p-value of 0.025. The conclusion of the multistage MCP is that
the 20 mg treatment group is significantly superior to placebo. The
average of u,,u;, and the average of u,,u, are not significantly different
from the average of w,,u, indicating u,,u,, and y, are excluded from

possible superiority to placebo.

5.2 A Clinical Study of Arterial Hypertension

As a major component of a recently completed drug development program,

" an angiotensin converting enzyme (ACE) inhibitor ramipril was studied in
combination with hydrochlorothiazide (HCTZ). The study design is
double-blind, randomized, multicenter, parallel group, and with a 3x4
factorial treatment design. The treatment groups are comprised of
various single doses of ramipril, single doses of HCTZ, and combinations
of ramipril and HCTZ. Dosage levels for ramipril are 0 mg, 2.5 mg,

5 mg, and 10 mg; HCTZ dosage levels are 0 mg, 12.5 mg, and 25 mg. All

doses and combinations of doses are fixed, once a day regimens.
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The study was conducted in two phases: a two-week to four-week placebo
run-in phase and a six-week double-blind treatment phase. Previously
untreated patients were entered into two-weeks of placebo run-in and
previously treated patients were entered into four weeks of run-in.
During the placebo phase, patients were evaluated periodically for
background information and for criteria which would enable them to
satisfy entry into the double-blind phase. After completing the single-
blind placebo run-in phase, patients were randomized to one of the 12
treatment groups formed by all pairings of the ramipril and HCTZ dose
levels. Figure 11 displays the 3x4 factorial study design. For safety
reasons, during the first week of the six-week double-blind treatment
phase, patients randomized to receive one of the six combination
treatments received only the ramipril portion of their treatment.
Patients were then followed for six weeks for evaluation of their blood
pressure (BP) and other outcomes. Figure 12 summarizes the schedule of

visits for the phases of the study.
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FIGURE 11

Factorial Treatment Design for a Twelve Treatment Group
Combination Drug Clinical Trial with Ramipril and HCTZ

X X X X
Placebo plus Ramipril 2.5 mg Ramipril 5 mg Ramipril 10 mg
Placebo plus Placebo plus Placebo plus Placebo
X X X X
HCTZ 12.5 mg Ramipril 2.5 mg Ramipril 5 mg Ramipril 10 mg

plus Placebo | plus HCTZ 12.5 mg plus HCTZ plus HCTZ
12.5 mg 12.5 mg
X X X X
HCTZ 25 mg Ramipril 2.5 mg Ramipril 5 mg Ramipril 10 mg
plus Placebo plus HCTZ 25 mg plus HCTZ 25 mg plus HCTZ 25 mg

FIGURE 12
Schedule of Visits for Ramipril and HCTZ Combination Drug Trial

Single-Blind Double-B1ind
WEEK -4 -3 -2 -1 0 1 2 4 6
VISIT } 2 3 ? 5 ? 7 8 ?
I I I I
TREATMENT Placebo Ramipril, Randomized
RECEIVED (2-4 weeks) HCTZ or Treatment

Placebo only

The study was planned for 20 centers to enroll at least 24 completed
patients each, for an evaluable group of 480 patients total.
Considering a drop out rate of 40%, each center planned to enroll 40
patients each. This sample size plan resulted in épproximate]y 67
patients per treatment group to be enrolled with expectation that

approximately 40 patients per treatment group would be evaluable.
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Blood pressure (BP) measurements were the primary outcomes for the
evaluation of efficacy. Measurements were taken at each visit three
times after ten minutes supine and three times after two minutes
standing. The average of the three measurements taken in each position
at one minute intervals were used as the variables for analysis. B8P
measurements consisted of pulse, systolic blood pressure, and diastolic
blood pressure. A variety of other assessments were made throughout
this study, including safety assessments such as adverse experiences,
laboratory determinations and physical exam. The diastolic blood
pressure (DBP) was identified as the primary efficacy outcome and will
be the only variable considered in this example. Furthermore, an
endpoint change from baseline DBP assessment was defined to be the last
available supine DBP for each patient taken later than Visit 6 minus the
corresponding baseline (Week 0) value. As indicated by this definition,
all patients with data at these two time points are included in the
analysis. This patient population is considered to correspond to an

intention-to-treat analysis.

To correspond with the primary objective of the trial, a comparative
analysis was planned to assess efficacy of each combination relative to
each of its components. With six combinatidn treatments this 1eéds to a
minimum of 12 treatment group comparisons, namely, each combination with
each of their components. Also of natural interest is the comparison of
each component to placebo, an additional five comparisons. A logical
extension is the comparison of each combination with placebo, adding six

more comparisons which could also be of interest. The total number of
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treatment comparisons is now at 23. A multistage MCP is developed to

address the multiplicity in this comparative analysis.
5.2.1 Hypotheses and decision rules

The overall comparative hypothesis may be stated as H,: [A11 combination
treatment groups are equal to or less efficacious than at least one of

their components], and H,: [At least one combination treatment group is
superior (more efficacious) to both of its components]. Underlying the

multistage MCP for this example is an ANOVA model of the following form:

Yigu =M + Au + leljk + €5

where, y,,, is the observed response on the k™ patient receiving the i*
Tevel of the HCTZ component and the j*" level of the ramipril component,'
p is the overall population mean, A,, is the effect of treatment at the
i* and j*" level of each component respectively, X, represents an
optional set of covariables to have adjustment, 8 is a set of parameters
to be estimated and are associated with the respective covariables, and
the €,, are random error variables which satisfy the usual assumption of
independent normal distributions with mean zero and homogeneous

variances 0.

The levels for HCTZ doses are denoted i=0,1,2 (codings for 0 mg,

12.5 mg, and 25 mg) and ramipril doses j=0,1,2,3 (similar codings for



0 mg, 2.5 mg, 5 mg, and 10 mg). The comparative hypothesis may be

stated in terms of the population parameters as:

Hoa: [, <, OF py, < p1,,) and
(#,5 < py, Or Wy, < M,;) and
(M2, < 1y OF W, < ;) and

The alternative to be demonstrated is:

“Hyat [, > o and gy, > ) OF
(1 > o and g5 > p5) or
(M2 > My and 1, > M) OF

The hypotheses and decision rules described in Chapter 4 were used to

W, s py
(W, < M5
(W2 < M

e > py
(121 > Moo
(o5 > 1y

construct the multistage MCP in this example.

or p,, < p,;) and
or u,, < pM,) and

or Uy, < M,,)]

and gy, > p;) Or
and g, > My,) or

and g, > ;)]

5.2.2 Results for twelve treatment group combination drug trial

Intext Table 15 presents mean change in DBP from baseline for each of
the 12 treatment groups. The largest mean decreases are noted in the

four combination groups with the higher HCTZ/ramipril doses (12.5/5,

12/5/10, 25/5, and 25/10). Mean decreases in these combination

treatment groups range from -10.8 mmHg to -13.5 mmHg.
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INTEXT TABLE 15

Mean Change (Standard Error) from Baseline in DBP (mmHg)

Ramipril dose (mg)

0 2.5 5 10

0 -3.9 -6.7 -6.0 -8.5

HCTZ (1.3) (1.2) (1.1) (1.2)
dose

(mg) 12.5 -6.3 -8.7 -10.8 -13.0

(1.1) (1.4) (1.1) (1.2)

25 -8.4 -8.8 -13.5 -11.3

(1.6) (1.4) (1.0) (1.6)

The second largest mean decreases are seen for the combination treatment
groups involving ramipril 2.5 mg (HCTZ/ramipril 12/5/2.5, 25/2.5) and
the two monotherapy treatment groups range from -8.4 mmHg to -8.8 mmHg.
A third level of response ranging from -6.0 mmHg to -6.7 mmHg is
observed for the remaining monotherapy treatment groups HCTZ 12.5 mg,
ramipril 2.5 mg, and ramipril 5 mg. The placebo treafment group has the
lowest response with mean change in DBP of -3.9 mmHg. A1l estimates of
variability across the twelve treatment groups are similar. The

standard errors for the means range from 1.0 to 1.6.

Results of the multistage MCP are presented in the full step down
paradigm, even though the simulation studies indicate all steps may not
be necessary given certain response patterns. Because in practice, an
apriori dose-response pattern is usually unknown and because analysis
plans, particularly regarding adjustment of a-levels, need to be stated

apriori, all levels will be presented.
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Intext Table 16 displays the p-values from applying the multistage MCP
to change from baseline in DBP in this twelve treatment group
combination drug trial. Since the one six-tuple screening test is
significant at the 6.0500 level compared to both average marginal
components (p-values < 0.0100), the procedure continues to the next
level. The first of the two four-tuples also shows significance (both
p-values <.0500) so we may continue to look at two of the three two-
tuples in this part. The first two-tuple shows the combination in this
region t6 be nonsignificant (p-values > 0.1500 for u,, and g,,) so the
procedure stops for this part of the region. However, the second two-
tuple shows the average for p,, and g,, to bé significant compared to
both average marginal components. For these two combination treatments,
the procedure continues to the compound pairwise comparisons for these
two groups. For these two combination treatment groups, both
comparisons to each of their respective components show significant (p-
values < 0.0500). It is concluded that HCTZ/ramipril 12.5/5 and 25/5
combination treatment groups are significantly superior to both of their

components.



P-values for Multistage MCP for Change From Baseline in DBP

INTEXT TABLE 16

Screening Tests

One Six-tuple

Two Four-tuple
Tuple 1
Tuple 2

0

Three Two-tuple

Tuple 1
Tuple 2
Tuple 3

Compound Pairwise

Comparisons
My
M2
M3
”21
| 2%
M3

Moving back up to the second of the four-tuples, again the average in

OO0OO0O0OO0O0O

Component
HCTZ
.0012

.0114
.0001

.3445
.0006
.0003

.1629
.0110
.0002
.9695
.0188
.1690

Ramipril
0.

(= NN o)

[=N=N=No}o)o]

0001

.0001
.0001

.1611
.0001
.0212

.2344
.0040
.0153
.2191
.0001
.1164
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this region is significant compared to both average marginal components

(p-values < 0.0010). This allows proceeding to the second two of the

three two-tuples. Since the first of these two-tuples, the one

involving u,, and u,,, has already demonstrated significance, we proceed

 to the second two-tuple.

the procedure guards against any curvature which may hinder the first

four-tuple picking up significance in these two middle combination

It should be noted, this sort of overlap in

groups. In this case, the superiority of HCTZ/ramipril 12.5/5 and 25/5

over each of their components is detected through both contrasts.
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The third two-tuple also shows significance (p-values < 0.0500) compared
to both marginal components. Thus, the procedure continues to compound
pairwise comparisons for u,, and p,;. For the first of these, it is
concluded that HCTZ/ramipril 12.5/10 is superior to both of its
components (p-values < 0.0500). The last compound pairwise comparison
for HCTZ/ramipril 25/10, even though it has the highest mean response

fails to show significance (p-values > 0.100).

The conclusion of the multistage MCP is that the average of
HCTZ/ramipril 12.5/2.5 and 25/2.5 is not significantly different from
0/2.5 and 25/0. The three combination treatment groups HCTZ/ramipril
12.5/5, 12.5/10, and 25/5 are all significantly superior to each of
their monotherapy components, and the highest combination HCTZ/ramipril
25/10 is not significantly superior to either of its monotherapy

components.



CHAPTER SIX
6.0 SUMMARY

Clinical drug development involves a series of well designed clinical
trials to gain regu]atbry approval for marketing new drugs shown to be
safe and effective for the intended indication. Multiple treatment
groups are encountered in many study designs throughout all phases of
drug development. In Phase I, the multiple treatment groups are usually
small numbers of patients or subjects with the goal of establishing
safety and tolerability limits for a certain range of doses or dose
regimens. Phase II clinical trials may involve multiple treatment
groups to evaluate efficacy of each group compared to placebo and many
times the dose-response relationship is of interest. Phase III clinical
trials are usually confirmatory in nature so that when designed with
multiple treatment groups, a level of statistical certainty must be
assured to claim the required advantage in effectiveness over placebo, a
standard drug, or other dose levels of the test drug. Thus, in

Phase III trials the differences between the treatment groups must be

established to satisfy regulatory requirements.

Because of the multiplicity of treatment group comparisons in multiple

treatment group clinical trials, the design and analysis should consider
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multiple comparison procedures to control the experiment-wise Type I
error rate and maintain power. This dissertation evaluates a multistage
MCP with these goals. The ability of the procedure to achieve the

design objectives also is evaluated.

The setting for evaluation of the multistage MCP is identified to be
Phase IIb or Phase III clinical trials. It is assumed that a single
primary efficacy outcome has been identified and further that the
outcome is assessed at a single timepoint such as an endpoint. An
adequate sample size per treatment group is also assumed to be
available. Thus, for evaluation purposes all sources of multiplicity
except for the number of treatment groups have been fixed so that how
the multistage MCP performs for evaluating comparisons among multiple
treatment groups may be studied. Sample sizes are also varied to assess

the sensitivity of the procedure.

Study designs considered are designs with comparative objectives, dose-
response designs, and combination drug factorial designs. It is assumed
patients are allocated to treatment groups in a random fashion and
followed for observing the endpoint outcome in a parallel design.
Simulation studies based on normal theory approximation are constructed

on designs with between three and twelve treatment groups.

The literature review discusses MCPs developed over the years. Although
hundreds of methods exist, the review focuses on more common classical

MCPs, Bonferroni type MCPs, and MCPs specifically developed for
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combination drug trials. It is pointed out that in the planning stages
the Type II error is often the main concern while at the analysis stage
Type I error tends to be the focus. Both types of errors should be

considered in the planning and analysis of the trial.

A variety of definitions for Type I error have been set forth. Some
MCPs control the comparisonwise Type I error rate and some MCPs control
the experiment-wise Type I error rate. In this dissertation, it is the
control §f the experiment-wise Type I error which is considered
relevant. Classical MCPs usually are based on modifications of the test
statistics relative to the order of tests to be carried out or a
modification of the test statistic distribution (e.g., Tukey and
Dunnett). Other considerations for choosing a classical MCP are based
on the extent to which the nominal level is maintained using the
procedure and relative to whether all pairwise comparisons are of
interest or all contrasts are of interest. If the procedure is too
conservative it will Tack power. A disadvantage for many classical MCPs
is that they require special calculations for their modified test

statistics.

Bonferroni type MCPs are true MCPs and are advantageous because they
only involve adjustment to the level of the test at hand, e.g., a/k
where k is the number of tests. A major criticism of Bonferroni type
MCPs is that their experiment-wise Type I error rates are often well
below the nominal level, especially with positively correlated test

statistics.
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Closed testing procedures are a special form of MCPs mainly because they
involve the concept of multiple level of significance. The multiple
level a is the probability of erroneously rejecting at least one true
null hypotheses regardless of which null hypotheses are in fact true.
By comparison, most classical MCPs control the global level a which is
the same probability under the grand null, i.e., all nulls are true.

Bonferroni type MCPs generally control the multiple level a.

A closed testing procedure is defined as a set of hypotheses where the
tests within the set are closed under intersection. This simply means
if H, and H,, are elements of the set then (H,, and H,) is also an
element. Williams [1971, 1972]vtest and Dunnett’s [1955] test are
examples of closed testing procedures. A disadvantage of closed tests
is that one can’t proceed in a series of tests unless the previous
tests, all containing the tests at hand, have been rejected. An
advantage is that all tests may be carried out with a local a-level test
and the multiple level of significance is maintained at a. Also, it
doesn’t matter what the underlying model for the tests are. For
example, a closed testing procedure may be carried out with tests from

an ANOVA model or nonparametric tests.

MCPs employed in the analysis of combination drug studies have been
developed based on the regulatory requirement that a combination must be
shown superior to all of its components. Factorial treatment designs
have been put forth as a way to study combination drugs. The evaluation

of the alternative that a combination is superior to all of its
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components is a union intersection problem. The alternative to be
rejected consists of the intersection of the combination treatment
compared to each of its components. Tests have been constructed for
this alternative based on nuisance parameters and the correlation
structure of the test statistics involved. A particularly relevant test
in this situation is the MIN test proposed by Laska and Meisner [1989]
which is a special case of the union intersection tests of Berger

[1982].

Simulation studies are carried out to evaluate a multistage MCP for
multiple treatment group clinical trials. The first three simulations
are comprised of general multiple treatment group designs. A three
treatment group, four treatment group, and six treatment group design
are studied. The three treatment group design is set up with several
possible objectives. The treatment groups could be placebo, low dose,
and high dose of the same drug, or placeb03 test drug, and standard
drug. Design objectives are to determine differences between the groups
and in addition, for the test drug versus standard drug comparison at

least as effective objectives are studied.

The four and six treatment group designs have placebo and each of their
respective number of additional doses (low, medium, high, etc.). Design
objectivés are whether any of the doses beat placebo and also whether
there is a dose-response relationship, in a comparative sense, between

the treatment groups.
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The second three simulation studies are carried out to evaluate a
multistage MCP for multiple treatment group combination drug
clinical tria1s. The combination drug designs involve six, eight, and
twelve treatment groups corresponding to 2x3, 2x4, and 3x4 factorial
treatment designs. The main design objectives are whether any of the
combination treatment groups are superior to both of the component
treatments, where component treatments are allocated in the first row
and first column of the factorial designs (i.e., cell (0, 0) is placebo,
cells (0, > 1) or (> 1, 0) are component treatments alone, and cells

(21, > 1) are combination treatments.

The methodology for the multistage MCP is to construct compound
hypotheses such that rejection leads to a conclusion consistent with
study design objectives. A feature of the compound hypotheses is that
the parts are organized much like a closed testing procedure in that
before proceeding to the next part the previous part must be rejected.
A11 parts are not necessarily contained in previous parts in a strict
sense. In addition, the parts of the compound hypotheses are connected
through unions of intersections of events, arranged to be consistent
with achieving the desired study objective. As described more fully in
Chapter 3, an example of the general form of compound hypotheses which

comprise the multistage MCP may be stated as:

H_:

o

[CU=0or C'U=0] and [CU =0 or C''U = 0]
H,: [CU# 0 and C'U 3 0] or [CU# 0 and C’'U = 0]
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The C’s are hypotheses matrices containing coefficients associated with
linear combinations of the population treatment group means
U=[psp, ... 4] for i=0,...k treatment groups. The goal of the multistage
MCP is to leverage power by combining treatment group means in a
screening test, e.g., CU in at least the first stage. Thé second stage
involving C’ or C’’ is usually the elementary comparison of ultimate
interest, for example, C’'=(-1, 0, 1) in the three treatment group design
is the pairwise comparison of placebo and high dose. Because the
requirements of the multistage MCP are linked together in a compound
hypothesis, the procedure generally requires more stringency than a
traditional comparisonwise Type I error rate and is also aimed at
requiring a less stringent experiment-wise Type I error rate as is
common for conservative MCPs. A goal of the simulation studies is to

explore these aspects.

The simulation studies are carried out under general linear model
assumptions as regards normal theory approximations. Random samples are
generated from a Box-Muller transformation of a uniform variate.
Population means are set in various constellations consistent with
alternatives of interest. For various sample sizes per treatment group,
samples are generated 50,000 times to tabulate the empirical results of
the procedure. The experiment-wise Type I error rate is estimated under
the grand null and Type II error performance is estimated under the

various alternatives.
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For the three treatment group and four treatment group multistage MCP,
screening tests are identified as the F-test, average (dosage) effect,
trend effect, and monotonic effect. Each of these screening tests are
directed at concluding some overall relationship is present among the
treatment groups. Except for the F-test, the relationships represent
some form of increasing response with increased dose or a dose other
than placebo. The F-test is really a special case of CU with its
multiple degrees of freedom and its associated alternative of any
differencés among treatment groups. The screening tests for the six
treatment group multistage MCP are an overall monotonic effect test
based on the top three treatment groups compared to the bottom three
groups and a second set of screening tests based on decreasing pairs of

adjacent treatment groups.

In all cases, the estimated experiment-wise Type I error rates for the
screening tests show they are a-level tests based on the nominal 0.0500
level. When screening tests are intersected with one pairwise
comparison, the Type I error is reduced by at least 50% of the nominal
level except in cases where the screening test overlaps with the
pairwise comparison. Due to the increased correlation in these cases,
the Type I error rate is closer to the nominal level. If the pairwise
comparison overlaps in a less consistent way, the experiment—wise Type 1

error is reduced further.

When screening tests are intersected with the union of two or three

pairwise comparisons, the level of the test procedure is maintained
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nearer to the nominal level. For most of the screening tests 95% of the
nominal level is retained and for the monotonic and trend effect 60% is
retained. This result supports the conclusion that the intersection
requirement of the screening test with the union of pairwise comparisons
is stringent enough to control the experiment-wise Type I error rate but
not too stringent to make the levels for the multistage MCP too far from

the nominal level.

For the four and six treatment group multistage MCP, additional
stringency is added by requiring a secondary screening test intersected
with the primary screening test prior to the pairwise comparisons of
interest. It is demonstrated that the procedure produces levels well
below the nominal level with the additional criteria. Further, as seen
in the six treatment group study, the experiment-wise Type I error rate
actually levels off to about 40% of the nominal level if other
intersections and unions of screening tests and pairwise tests are
added. The six treatment group multistage MCP differs from the others
discussed so far because it is more of a step down approach to

identifying whether any of the treatment groups differs from placebo.

By comparison, these general forms of the multistage MCP produce levels
much closer to the nominal level than the MIN-test, Bonferroni-Holm, or
Hochberg procedures. These latter procedures are summarized in the
simulation studies and are shown to retain only about 15% of the nominal
level for three treatment groups and only about 5% to 6% for four

treatment groups.
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An additional evaluation for the three treatment group simulation is an
at least as effective alternative. In the case of requiring both active
treatment groups to beat placebo and then intersecting this with the
proportion effective contrast produces levels well below the nominal
level. There seems to be an indication that the higher the proportion
effective, the experiment-wise Type I error rate is closer to the
nominal level. Even though this procedure sometimes produces levels
farther from the nominal level, there may be advantages to testing these
type hypotheses with proportion effective contrasts for ease of
implementation rather than the traditional equivalence hypothesis

framework because of its vagaries.

For alternatives with one or more of the active treatment groups
superior to placebo, power probabilities are estimated. Under these
alternatives, all screening tests are shown to have power, except for
the trend effect which tends to have less power when the active
treatmeht'groups are in the middle (nominal for the three treatment
group screening test for this alternative). The dosage (average) effect
screening tests tend to have somewhat less power when only one of the
treatment groups is effective. In instances where the screening tests
are intersected with only one pairwise comparison and that particular
pairwise comparison comprises a partial null, the power performance is
nominal. When the screening test is intersected with the union of two
or three pairwise comparisons, the multistage MCP is shown to have power
to detect the differences, even if only one treatment group is superior.

As described above in these cases, the dosage (average) effect and trend
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effect tend to be somewhat less powerful. This indicates the multistage
MCP has flexibility in detecting treatment group differences when
several comparisons to placebo are of interest or if a test and standard

treatment are compared to placebo.

Under the more stringent multistage MCP set up with more than one
intersection of screening tests (the second one being an additional
pairwise comparison for the three and four treatment group designs), the
procedure has power as long as each part of the screening tests are
satisfied. Because these procedures also may have experiment-wise

Type I error rates well below the nominal level, it is not clear that
adding another level of stringency helps. Overall, unless there is a
particular need to include the additional screening test, it appears the
potential Toss in power because of a particular comparison is not

warranted, especially if interest is in any of the comparisons.

It is instructive to see that for the MIN-test, Bonferroni-Holm, and
Hochberg procedures, unless all active treatment groups are superior to
placebo, these tests lack power, i.e., produce the nominal level. This
indicates a clear advantage of the multistage MCP if only a few active

treatment groups are superior to placebo.

The compound hypotheses with at least as effective components do not
have power unless both active treatment groups are superior to placebo
which is consistent with the otherwise smaller Type I error rates.

This testing procedure may best apply in situations such as analgesic
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trials where definite efficacy superiority relative to placebo is an

apriori expectation.

For alternatives with a plateau or quadratic dose-response pattern in
the active treatment groups, similar results are seen as for the
increasing dose-response patterns (with at least one dose effective).
When an active treatment group is less effective than placebo the
multistage MCP identifies the difference between the treatment groups
however the interpretation would not satisfy study objectives because of
the direction of the responses. In cases with this expectation, one-

sided tests could be employed in the multistage MCP.

The step down multistage MCP for the six treatment group study design
has power under all alternatives with the various increasing, plateau,
or quadratic dose-response patterns in the active doses. The power
diminishes somewhat if the dose-response pattern varies up and down.

Due to the stability of this procedure under the study objectives, it
would be useful in a setting where efficacy is expected at some point in
the range of doses studies. Also, if one or more doses of a test drug
is expected to compare favorably with one or more doses of a standard

drug, the procedure would perform well.

For the six, eight, and twelve treatment group factorial design
simulation studies, the multistage MCP screening tests are defined in
terms of tuples of treatment groups. Moreover, the screening tests can

be compound hypotheses themselves comprised of unions of intersections
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of tests. A tuple screening test is defined to be the average of a
region of combination treatment groups compared to each of the set of
average marginal single treatment groups. The tuples are arranged in
various hierarchies to form the screening tests. These are followed by
compound pairwise comparisons of each combination treatment group to

each of its single components.

A summary of the structure for the multistage MCP in the factorial
design simulation studies is presented in Intext Table 17. Each of
these screening tuples are tested and then intersected with the compound
pairwise comparisons for combination treatment groups which are elements
of the respective tuples. In the eight treatment group study, the one
three-tuple and two two-tuple are intersected to increase the stringency
of the screening test. Likewise, various intersections of this type are

evaluated in the twelve treatment group simulation study.

INTEXT TABLE 17

Structure of the Multistage MCP for Three Factorial Treatment Designs

Multistage MCP

Factorial Design Screening Tuple
Six Treatment Group one two-tuple
Eight Treatment Group one three-tuple

two two-tuple

Twelve Treatment Group one six-tuple
two four-tuple
three two-tuple
four two-tuple
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Bonferroni type procedures are incorporated into the six, eight, and
twelve treatment group simulation studies. Bonferroni corrections are
applied to each part of various tuples. A Bonferroni-Holm procedure is
incorporated into the two four-tuple screening test in the twelve
tréatment group design. For the six treatment group factorial study,
confidence coefficients are constructed as the estimated probability
that given a combination treatment group is declared superior to both of
its components when the true differences between the combination mean
and the component means are simultaneously enclosed by confidence

interval bounds constructed about the sample means.

A11 of the tuple screening tests produced experiment-wise Type I error
rates well below the nominal level. The greater the number of tuples,
the closer to the nominal level the tests become. When Bonferroni
correction is applied, the experiment-wise Type I error rate becomes
even smaller relative to the nominal level. This is undoubtably due to

the intersection of events in the compound screening tests.

When the screening tests are intersected directly with the compound
pairwise comparisons, the multistage MCP has up to 50% smaller Type I
error rates relative to the screening tests alone. Any additional
screening tests intersected prior to the compound pairwise comparisons

decreases these levels little further.

The compound pairwise comparisons tested directly as a union of

intersections performs closer to the nominal level across all studies.



152
In fact, by testing as many as the six combination treatment groups in
such a procedure produces levels only mildly above the nominal level
(0.05340 to 0.05748 across all sample sizes). Applying a Bonferroni
correction to these six compound comparisons brings the Type I error
back into 1ine with the adjusted level. Compared to the Bonferroni-Holm

procedure, the multistage MCP is much closer to the nominal level.

For alternatives with one or more combination treatment groups superior
to both its components, the screening tests, screening tests intersected
with compound pairwise comparisons, and compound pairwise comparisons
alone have power to detect the differences even if only one combination
treatment group is superior. A larger number of combination treatment
groups in the design and a larger number of tuples tends to produce a

more powerful procedure.

In alternatives where the dose-response pattern is increasing and then
decreasing in the combination treatments, the larger screening test
tuples (e.g., one three-tuple for six treatment groups and one six-tuple
for twelve treatment groups) tend to produce nominal power. This is due
to the curvature canceling out the effectiveness of the average response
compared to at least one of the marginal averages even though one or
more of the combination treatment groups comprising the tuple may be
superior to both components. This does not preseht a problem for the
performance of the procedure when the peak response is sufficiently high

as would be the case in a distinct quadratic dose-response pattern with

a high peak.
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These results indicate that in designs with dose-response patterns
consistent with the objectives of the study, a screening test (directed
at the a]terhative of interest) intersected with the union of compound
pairwise comparisons produces a md]tistage MCP which controls the
experiment-wise Type I error rate and maintains power. If it is
anticipated that curvature in the dose-response pattern needs to be
accounted for, a smaller size of tuple parts should be used. Again, its
not clear the additional stringency of intersecting more than one

screening test is needed.

Unless nearly all of the combination treatment groups are superior to
each of their respective components, the Bonferroni-Holm procedure
produces nominal power. This indicates an advantage of the multistage
MCP if only a few combination treatment groups are superior and not too
much bending is evident in the dose-response pattern except for a high

peak response.

If the dose-response pattern takes the shape of a plane, i.e., increased
responses across one dimension of the two-way factorial design, the
multistage MCP perform§ poorly. The pérticu]ar set of compound
hypotheses used in the factorial design simulation studies are not
sensitive to situations where a combination treatment group is superior
to one component but not the other. In these insténces, a more
comprehensive analysis of the relationships between the combination
treatments and the component treatments may shed 1ight on the overall

interpretation of the study results. In this regard, regression
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analyses like that carried out in Phillips, et.al. [1992], may be

useful.

Confideﬁce coefficients produced for the six treatment group study
conditioning on combination treatment groups found superior to their
components indicate upwards of 90% confidence in the multistage MCP
conclusions. The confidence coefficients reflect the additional a-level
criteria used locally for each part of the test. Thus, while
maintaining the experiment-wise Type I error through the intersection of
the pairwise comparisons, the confidence coefficient is reduced by the
second a-level criteria by approximately the same amount, in this case

an additional 5%.

This dissertation was in part motivated by several real clinical trial
designs which have been encountered in drug development. Two of these
clinical trials are used to illustrate how thé multistage MCP may be
implemented. The first example is a six treatment group parallel design
with placebo and five increasing fixed doses of the same drug. The
second example is a 3x4 factorial design for studying two components and

their combinations.

For the six treatment group study, the overall hypotheses is stated H,:
[A11 dosage level treatment groups are equal to or less efficacious thah
placebo]. The alternative to be demonstrated is H,: [At least one

dosage level treatment group is superior to placebo]. Even though the
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hypothesis is stated as one-sided, the multistage MCP is carried out as

two-sided tests adding additional stringency to the procedure.

The dose-response outcome for the primary variable is shown to improve
as one increases the dose level up to the 20 mg treatment group. The
last two treatment groups show a tapering back in the response. The
result of the multistage MCP demonstrated the superiority of the 20 mg
treatment group over placebo. The procedure is summarized by the
fo]]owin§ paradigm: one three-tuple screening test significant at
a=0.050, second three two-tuple sub-screening test significant at
a=0.050, and y, (mean for 20 mg group) significant compared to placebo

significant at a=0.050.

The second example consists of a 3x4 factorial design studying ramipril
and HCTZ as two components and all possible combinations. The overall
hypothesis is stated: H,: [All combination treatment groups are equal
or less efficacious than at least one of their components] versus the

alternative to be demonstrated H,: [At least one combination treatment

group is superior to both of its components].

The results presented for the example demonstrate how the multistage MCP
is able to identify the three combination treatment groups HCTZ /ramipril
12.5/5, 25/5, and 12.5/10, superior to both of each of their components.
The paradigm for the 12.5/10 cell, for example, proceeds as follows:

one six-tuple screening test significant at @=0.050, second two four-

tuple sub-screening test significant at @=0.050, third three two-tuple
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sub-screening test significant at ¢=0.050, and finally y,, (mean for
HCTZ/ramipril 12.5/10) compared to both components y,, and y,,

significant at a=0.050.

6.1 Conc]usions

This dissertation has demonstrated the performance of a multistage MCP
for the analysis of multiple treatment group clinical trials. Based on
the six study designs empirically studied and alternatives consistent
with satisfying study objectives, the multistage MCP has been shown to
maintain the experiment-wise Type I error rate and maintain power. The
procedure controls the experiment-wise Type I error rate because of the
closed testing nature of the procedure and because of the union
intersection requirements of the compound hypotheses comprising the
procedure. In addition, because of the single degree of freedom
contrasts (except for the F-test) with combinations of treatment groups
means and therefore increased sample sizes in the screening tests, the
multistage MCP maintains power to detect specific differences between

the treatment groups.

The multistage MCP is shown to produce experiment-wise Type I error
rates well below the nominal Tevel when more than one screening test is
intersected prior to testing pairwise comparisons of interest and
therefore has less power in these situations. If the second screening
test is a pairwise comparison, the experiment-wise Type I error rate

tends to be even further from the nominal level. If the second
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screening test is a linear combination of means, at least partially
contained in the first screening test set of means, the procedure
produces levels somewhat closer to the nominal level and retains power
almost as well as without the additional screening test. For designs
with a small number of combination treatment groups, directly testing
the union of compound pairwise comparisons maintains the experiment-wise

Type I error rate and power of the procedure.

When the dose-response pattern is consistent with the study objectives
the multistage MCP is shown to perform well. The response pattern may
be strictly increasing, a plateau, or exhibit curvature in the active
treatment groups. If only moderate curvature is encountered in a
combination treatment group study, the performance of the procedure

diminishes somewhat.

When compared to the MIN-test, Bonferroni-Holm, or Hochberg procedures,
the multistage MCP produces experiment-wise Type I error rates much
closer to the nominal level and thus has more power especially when only
a few active treatment groups are superior to placebo. It is verified
that the MIN-test, Bonferroni-Holm, and Hochberg procedures perform well
when nearly all active treatment groups of interest are superior to

placebo or component treatments.

One feature of the multistage MCP is that all relevant parts must be
rejected to get to the elementary hypotheses of interest. Traditional

MCPs may have an advantage in this regard because they don’t require
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any conditions. In other words, any part of them may be rejected and
the inference is valid with the Type I error rate controlled at @. On
the other hand, the conservative nature of these tests may require
larger sample sizes to off-set this advantage. The multistage MCP has
shown moderate requirements for total sample size in demonstrating
alternatives consistent with the study design. Also, the multistage MCP
has conditions which do not allow wide variation from the eventual
conclusion. Traditional MCPs may allow for more spontaneous or
unplanned comparisons which may be harder to defend if not pre-

specified.

6.2 Future Research

The range of multiple treatment group designs used in this dissertation
are considered to span a large proportion of designs currently in use in
drug development. It is foreseen that in planning a future trial one
may specify a multistage MCP to employ in that trial and analyze the
performance of the procedure by running similar empirical studies as the
ones done here. An advantage of this approach would probably include
more precise specification of some of the design parameters such as
treatment group means and especially variance estimates. Proceeding in
this manner would indicate how well the multistage MCP retained control
of the experiment-wise Type I error rate and in fact provide empirical
sample size estimates to use in the actual trial in order to achieve

certain power.
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This notion could be expanded to create a wide range of empirical sample
size tables to be used as a reference in planning trials. Although
there may be hesitation by some on theoretical grounds, if the procedure
is specified apriori and is supported by these types of empirical
evidence, it is anticipated that regulatory reviewers would accept such
an approach. In general, pre-specified analyses approaches are better
defended, especially when MCPs are relevant to the study design. In
fact, at least four recent clinical trials have been designed and
executed as adequate and well controlled with ana]ogous-multistage MCPs
built into the protocol. Although none of the results have as yet been
submitted as part of a New Drug Application, there has been no negative
feedback from regulatory reviewers or IRBs when these protocols have

been registered.

An interesting issue for future reseafch may involve investigating the
correlation structure of the test statistics derived from the various
screening tests. In particular, for selecting intersections of
screening tests for carrying out the procedure, a refinement of the test
statistics used in the intersection part of the procedure may shed light
on ways to select screening tests to enhance power or maintain a Type I

error criterion closer to the nominal level.
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