
Metamodeling of Cross-layer Cooperative
Scheduling in Wireless Local Area Networks

Jie Hui and Michael Devetsikiotis
Department of Electrical and Computer Engineering

North Carolina State University
Raleigh, NC 27695

Email: jhui@ncsu.edu, mdevets@ncsu.edu

Abstract

Multihop, ad-hoc Wireless Local Area Networks (WLAN) based on 802.11 are expected to serve as important
segments of next generation wireless networks. In the network layer of intermediate nodes of such networks, a
priority scheduler arbitrates the transmission between forwarding traffic and the node’s own locally produced traffic.
Meanwhile, a new QoS-aware Enhanced Distributed Channel Access (EDCA) of 802.11e provides differentiated
access at the MAC layer. Therefore, how to control priority forwarding in across-layer fashion, namely, by
combining scheduling at the network layer with EDCA differentiated access at the MAC layer in order to achieve
the best channel utilization is an important design issue. Due to the numerous control variables potentially involved
from both layers, analytical modeling is not feasible. Instead of using a simulation model to predict some points of
the utilization response surface, we propose to utilize ametamodel(used more frequently in other disciplines such
as operations research) in order to approximate the complete response surface by fitting regression analysis over
a large amount of simulation results. The resulting metamodel allows us to establish and quantify the cross-layer
effects through specific interaction items and can serve for the purpose of cross-layer optimization.

I. I NTRODUCTION

The issue ofcooperationhas received a lot of attention in the context of mobile multihop ad-hoc wireless
LAN networks. In an ad-hoc network, participating nodes may be self-interested - they may selfishly turn down the
forwarding traffic flow for the other nodes and only transmit its own generated traffic for the reason of saving energy
etc. But if every node performs in this manner, no traffic can traverse multiple hops, and network throughput will
degrade unacceptably. Therefore, a good utilization of the scarce wireless resources in the whole ad-hoc network
depends on the cooperations among participating parties. How to stimulate the cooperation, thus, is a crucial issue
in non-cooperative mobile ad-hoc networks.

The existing cooperation stimulation schemes are mostly designed in thenetwork layereither by pricing-based
or reputation-based approaches. The core concept of pricing-based schemes is to reward the forwarding or relaying
behavior and punish the self transmission either in virtual money [1], [2] or other type of credit [3]. In reputation-
based schemes [4], [5], [6], a reputation system is maintained by neighborhood monitoring, thus a misbehaving
node with bad reputation can be detected and avoided.

Although these cooperation schemes are implemented in wireless LANs, they do not consider the inherent
property of wireless channel, i.e., they do not consider medium access control (MAC) effects. Some simulation
evaluations have been done but typically in a generic network infrastructure without a real MAC at the bottom.

However, in packet radio networks, especially in mobile ad-hoc networks, the medium access protocol mainly
determines the sharing pattern of the radio channel. Hence, different than in wired networks, the MAC cannot be
omitted from studies of cooperation in such wireless networks.

Only few reports [7], [8] have appeared studying the misbehavior and cooperation problem solely atMAC layer
in wireless LAN. These articles explore the binary backoff function at 802.11 Distributed Coordination Function
(DCF) MAC and assume a variable contention window (CW) size. However, only to prevent the misbehavior from
the MAC point of view by changing the backoff parameters is limited without simultaneous control at the network
layer.

Therefore, we argue that cooperation in mobile ad-hoc WLAN is a fundamentallycross-layerissue. Neither a
purely network layer cooperation nor a solely MAC layer cooperation can achieve the best channel utilization,



therefore considering both layers is a must. The promise of cross-layer cooperation enforcement is also forecast in
[9] and the same author describes a cross-layer framework in [10].

The objective of cross-layer design in mobile ad-hoc networks is to optimize and exploit the cross-layer interde-
pendencies in order to enhance the performance of the network as a whole. Although many attempts at cross-layer
designs, such as [11], [12], [13], [14], [15], [16] and [17] etc., can be found in the literature, there are very few
quantitative measurements of cross-layer effects. The reason is that such cross-layer effects are very difficult to
capture analytically as the combined cross-layer performance function of the system is intractable.

Therefore we are led to investigate an alternative method - namely, a metamodeling technique [18], [19], [20],
in order to find an approximate mathematical function of system performance in terms of the cross-layer design
parameters and subsequently quantify the cross-layer effects through the evaluation of interaction terms in the
model.

Metamodeling, described as time as a ‘model of a model’ [21], has been used by the simulation community to
study the behavior of computer simulations for over thirty years and applied to many fields including manufacturing,
queueing models [22], and computer networks [23], [20]. However, to the best of our knowledge, we are unaware
of any application to performance analysis in mobile ad-hoc network.

Furthermore, most of the work in the MAC layer only considers the DCF function in which there is only one access
entity per node; however, multiple access entities can be supported in the newly QoS-enhanced 802.11e EDCA.
Therefore, how to stimulate cooperation in network layer on top of EDCA MAC layer presents an unaddressed
question.

Motivated by these needs, in this paper, we study the cross-layer cooperation consisting of a network layer priority
scheduler extended from [1] and a MAC layer EDCA priority access scheduler in a mobile ad-hoc network, by
applying a metamodeling technique. Our contributions are three fold: first, we advocate the multidisciplinary use
of metamodeling in cross-layer design; second, we provide a metamodel of system throughput in functions of
cross-layer cooperation parameters both in network layer and MAC layer; third, we quantify the cross-layer effects
between MAC and network layer and bring additional insights into the understanding of cross-layer design.

The remainder of this paper is organized as follows: First, we summarize related work about cooperation in
mobile ad-hoc networks in Section I. Second, our proposed cross-layer cooperation network model is presented in
Section III in details with a network layer priority scheduler and a MAC layer EDCA priority access scheduler.
Then the design of simulation experiment and the final fitted metamodel of the system throughput is described in
Section IV. Lastly, we present our conclusions in Section V.

II. RELATED WORK

A. Network Layer Cooperation

A virtual currency (or “nuglet”) counter is proposed in [1] to pay for each packet locally generated, and also to
be earned by forwarding packets on behalf of other nodes. Only if the nuglet counter is positive, can the node send
its own packet. Upon forwarding a packet, the nuglet counter increases by one, while it decreases by the number
of hops for transmitting a locally generated packet. The major limitation of this scheme is the unfair treatment of
the edge nodes who can not pay for their own transmission because of seldom forwarding requests, in addition to
the need for a temper-proof hardware module to protect the nuglet counter.

In contract to using a universal utility metric, [2] proposes a layered scheme consisting of a policed best-effort
service and a incentive-based priority forwarding: nodes get compensated for forwarding priority packets and nodes
are unaffected if they do not forward packets in a priority fashion.

“Sprite”, a centralized credit system in [3], determines charge and credit from a game-theoretic perspective and
motivates each node to report its actions honestly. There is no need for temper-proof hardware in this scheme,
however, some out-of-band mechanism is required for communication of the credits.

The first reputation based scheme is introduced in [4], in which a watchdog identifies misbehaving nodes by
performing a neighborhood monitoring and a reputation system keeps track of reputations of each node.

Another reputation-based scheme called “CONFIDENT” is introduced in [5]. In CONFIDENT, a node monitor
the routing and forwarding behaviors of its neighbors and take reputation record and trust records, then send alarms



to isolate bad nodes upon detecting misbehavior. However, it may degrade the network utilization by introducing
significant reputation propagation overhead and by overloading the well behaving nodes.

A reliability index-based approach [6] takes into account not only the presence of possible selfish/malicious
nodes but also situations like congestion and wireless lossy links.

B. MAC Layer Cooperation

MAC greediness, reflected in a smaller backoff interval, is detected by receivers and corrected by enforcing a
bigger value in [7]. But it requires modification of the standard and also assumes nonrealistic traffic always in
uplink.

A game theoretic scheme for CSMA/CA schemes is presented in [8]. It shows how a Pareto-optimal point is
achieved in a dynamic game by adaptively changing the contention window size and misbehavior being penalized
by jamming.

III. CROSS-LAYER COOPERATION NETWORK M ODEL

For simplicity of explanation and to illustrate our approach, we pick a small example ad-hoc WLAN with three
stations as our network model as shown in Fig. 1. The insight of using metamodeling to study the cross-layer
cooperation can still be applied to any bigger and more complicated networks. In this ad-hoc WLAN, wireless
station (WS)2 is located in between WS1 and WS3, and can talk to both of them. But WS1 and WS3 can not
reach each other. Two traffic flows compete for the resources in this network: flow one is from WS1 to WS3 which
has to be relayed at WS2, flow two is from WS2 to WS3 directly.
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Fig. 1. Example small ad-hoc WLAN network.

A. Application Layer: Traffic Profile

We assume an exponentially distributed traffic inter-arrival profile in this ad-hoc network. For flow one, we define
L1 as the exponentially distributed arrival rate of traffic in WS1. For flow two, we defineL2 as the exponential
rate of traffic generation in WS2. In our network, we assignL1 = L2 = load. Note that the load is normalized in
terms of the physical layer transmission rate of 802.11.

B. Network Layer: cooperation forwarding scheduler

Two flows coexist at WS2. At the network layer, WS2 uses a forwarding scheduler to determine the priorities
between forwarding traffic and own traffic. Since the station may be selfish and try to maximize its own throughput,
cooperation needs to be stimulated and selfishness needs to be punished by setting the appropriate forwarding rule.

There are some scheduler schemes designed in the literature [1], [2], [3]. In this paper, we design our own
priority forwarding scheduler by extending the scheme in [1] with a generalizedaward and punishmentand an
upper threshold (UpThrshd) and a lower threshold (LoThrshd) over the counter.



TABLE I

NETWORK LAYER COOPERATIONSCHEDULER SCHEME.

Virtual money counter N2
WS2 maintains a counter N2. Initially, N2=K
Scheduling Rule
IF N2 > UpThrshd,

WS2 only sends its own traffic and does not forward traffic;
ELSEIF LoThrshd < N2 < UpThrshd,

WS2 sends its own traffic and also forwards traffic;
ELSEIF N2 < LoThrshd,

WS2 only forwards traffic for WS1, and not send its own.
ENDIF
Update Rule of N2
IF the transmitted packet belongs to forwarding traffic,

N2 = N2 + award.
ELSEIF the transmitted packet belongs to its own traffic,

N2 = N2− punish.
ENDIF

Here,K is a constant, andUpThrshd, LoThrshd, award and punish are four control variables the priority
forwarding scheduler used.

The advantages of our scheduler are the flexible increasing slope (award) and the decreasing slope (punish) of
the counter and also the flexible resources arbitration between forwarding and self traffic by adjusting the two
thresholds of the counter.

C. MAC Layer: IEEE 802.11e EDCA scheduler

Before introducing the effects of EDCA, we have to explain briefly the basis of EDCA - DCF MAC in legacy
802.11.

A legacy DCF wireless station performs CSMA/CA with the following BEB procedures [24] to access the
wireless medium (Fig. 2):
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Fig. 2. DCF Access Procedure.

Defer: A station with a pending packet has to wait for the channel to be idle for the duration of a Different Inter
Frame Space (DIFS) before the transmission in order to give priority access to Polling or Control Messages. If the
channel is sensed busy during this period, the station has to wait for another idle DIFS after the channel is idle
again, then performs a random backoff.Backoff: Then, the station has to wait for an additional random backoff
time, which is uniformly distributed between0 andCWmin slots. If the channel is sensed to be busy during this
period, the station suspends backoff until the channel is idle for DIFS again.Handshaking: If the packet size
is bigger than a threshold, a two-way handshaking procedure is performed to further reduce the DATA collision
probability, including a RTS and a CTS packet.Data Transmission: If the above procedures are successful, the
DATA packet will be transmitted.Confirmation: Then, the station awaits an acknowledgement from the destination
for confirmation.Collision and Retransmission: If more than one station begin their transmissions at the same
time, collision happens. The collided station will defer, backoff and retransmit with a new contention window size
(CWnew=CWold ∗ 2 + 1) until CWmax is reached, then stays unchanged atCWmax. If the retransmission attempts
reach a retry limit, the packet will be discarded.



To provide differentiated channel access, EDCA [25], supports up to four access categories (AC) in one QoS
station for packets belonging to eight user priorities (UPs) or frame types. AC values of0, 1, 2 and 3 represent
best effort, background, video and voice AC respectively. The mapping between UP or frame type and AC can be
found in the draft [25].

Comparing to the equal access of DCF contentions by using the sameDIFS, CWmin andCWmax, EDCA offers
differentiatedaccess through EDCA parameter setAIFS[AC], CWmin[AC], CWmax[AC] andTXOPlimit[AC]
for a corresponding AC (AC=0, 1, 2, 3). AIFS[AC] is determined byAIFS[AC] = SIFS +AIFSN [AC]∗Tslot,
whereAIFSN [AC] is an integer indicating the number of slots after a SIFS duration a station should defer before
either invoking a backoff or starting a transmission. Transmission opportunity (TXOP) is a new scheme to improve
the efficiency of the protocol. A backoff entity can transmit multiple packets within one TXOP, of which the
maximum length isTXOPlimit[AC].

Therefore, we can implement an EDCA priority access scheduler at MAC layer to arbitrate the radio channel
resource to multiple access entities by manipulating their EDCA parameters, include AIFSN, CWmin, CWmax and
TXOP. In our experimental network, there are three access entities sharing the wireless medium. Access entity one
carries trafficL1 in WS1; access entity the forwarding traffic for WS1 in WS2; and access entity three transmits
WS2 own generated trafficL2 in WS2 itself. Our EDCA scheduler is represented in the bottom part of Fig. 1.

In our scheduler, we assign the same TXOP for all access entities and one TXOP only accommodates one packet
frame. Here, because WS1 and WS2 can pick different values for their EDCA parameters even for the same AC.
Hence, disregarding the AC of the three access entities, we denote the EDCA parameters for them to beAIFSN1

andCW1, AIFSN2 andCW2, AIFSN3 andCW3
1, for access entity one, two and three respectively.

IV. M ETA M ODEL

Viewing this system as a “black box”, the input variables to the system come from three layers, and the output
responses that we are interested in are the throughput performance values:

TABLE II

METAMODEL INPUT AND OUTPUT

Input
Application layer: traffic loadL1 andL2;
Network layer: forwarding scheduler parameters

UpThrshd, LwThrshd, award andpunish;
MAC layer:
EDCA parametersAIFSN1, AIFSN2,
AIFSN3, CW1, CW2, andCW3.

Output
throughput of WS1 (S1) and throughput of WS2 (S2)

We denote the input by a vectorX and the output byY . The objective of our study is to find out the model
function of Y = f(X). An analytical model is not feasible due to the large dimensionality of the design space.

This leads us to construct ametamodel, or model of the simulation model. Asimulation modelis used to
generate the response surface over the entire design space by emulating the behavior of the real system, because of
the great difficulty getting data directly from the real system. Then, themetamodelis a fitted mathematical model
Ŷ = g(X) of the simulation model by performing regression analysis over simulation results from multiple runs
(X1, X2, ..., Xn). A good metamodel should have small approximation and random errorε = Y − Ŷ .

Metamodeling techniques involve: (1) Experiment design for generating data; (2) Choosing a model to represent
the data and then fitting the model to the observed data; (3) and Evaluating the fitted model. We perform these
steps in the following subsections.

1We let CW=CWmin andCWmax = (CWmin− 1)5 − 1



A. Experiment Design

The experiment design is to decide the simulation configurations before the runs in order to obtain the desired
information. Our experiment design uses a2k factorial design approach, and the configuration of each input factor
is shown in table III.

TABLE III

EXPERIMENT DESIGN

Levels of Level
Factors Variation Values
CW1, CW2, CW3 2 8,32
AIFS1, AIFS2, AIFS3 2 0,2
punish,award 2 0,1
LoThrshd 2 0,20
UpThrshd 2 80,100
L1 = L2=Load 2 0.2,0.5

Out simulation model is built in Arena [26], and can be divided into the following main parts: traffic generator,
network layer forwarding scheduler and EDCA access scheduler. Although we are not able to validate the simulation
model with respect to the real system, we can achieve partial verification since the EDCA access scheduler is already
verified in [27], [28] with respect to an analytical model.

Besides the controllable input factors as shown in Table III, the rest of the 802.11b 2Mbps DSSS MAC/PHY
parameters in the simulation are shown in Table IV.

TABLE IV

802.11 MAC/PHY SIMULATION PARAMETERS

Parameter Value Parameter Value
RTS 0.352 ms SIFS 0.01 ms
CTS 0.304 ms PHY/MAC header 0.328 ms
ACK 0.304 ms Tslot 0.02 ms

Our simulation model corresponds to a terminating simulation. We run each simulation replication for 2 hours
and run 10 replications for each of the input combination.

B. Fitting the Metamodel

The type of metamodel can be response surface, neural networks, induction learning and Kringing, etc. Here we
choose to use response surface model due to its reasonable number of factors and the well-established theory and
techniques of response surface methodology [29].

The most widely used response surface approximating functions are low-order polynomials. We pick a first-order
polynomial function with interactions because we not only want to study the main effect of each factor but also
their interactions.

S1 = β0 +
k∑

i=1

βiXi +
k∑

i=1

k∑

j=1,i<j

βijXiXj . (1)

Here,k is the number of the factors, which is11 in this experiment andX1 = Load, X2 = award, X3 = punish,
X4 = LoThrshd, X5 = UpThrshd, X6 = CW1, X7 = CW2, X8 = CW3, X9 = AIFSN1, X10 = AIFSN2, and
X11 = AIFSN3.

We use least square regression analysis2 over the simulation data in order to determine the coefficients of the
polynomials. We run SAS GLM [30] program over the data we collect from simulation, and obtain the ANOVA
statistics for the model. The high value (0.926761) of R2, a goodness of fit index, indicates that the model exhibits
a very high degree of explanatory power in characterizing the throughput performance.

2supported by GLM in SAS



We call this model as full-model, since it includes all input factors. But not all interactions in this model are
significant, in other words, can be omitted from the model. We judge that the factors witht-test values larger than
0.05 are statistically insignificant and then delete them from the model. The new model without nonsignificant
interactions is called reduced-model.

We re-fit the regression model for this reduced-model by SAS GLM. TheR2 of the reduced-model is still high
enough (0.925798), which means it can still explain the data well. Also, thet-test values for each polynomial terms
in the new model is statistically significant.

Therefore, after inserting these fitted coefficients of the reduced modelβs into the equation 13, our final
metamodel of throughputS1 is:

S1 = −.4670− .0024 ∗ load + 0.1946 ∗ award

+0.5214 ∗ punish− .0014 ∗ LoThrshd

+0.0062 ∗ UpThrshd− .0017 ∗ CW1 − .0006 ∗ CW2

+0.0010 ∗ CW3 +−.0043 ∗AIFS1

−.0027 ∗AIFS2 + 0.0053 ∗AIFS3

−.1470 ∗ load ∗ award + 0.2421 ∗ load ∗ punish

+0.0045 ∗ load ∗ CW1 + 0.0022 ∗ load ∗ CW2

−.0055 ∗ load ∗ CW3 + 0.0181 ∗ load ∗AIFS1

+0.0126 ∗ load ∗AIFS2 − .0278 ∗ load ∗AIFS3

+0.0103 ∗ award ∗ punish + 0.0017 ∗ award ∗ LoThrshd

−.0025 ∗ award ∗ UpThrshd + 0.0003 ∗ award ∗ CW2

−.0002 ∗ award ∗ CW3 − .0047 ∗ punish ∗ UpThrshd

+0.0007 ∗ punish ∗ CW1 + 0.0003 ∗ punish ∗ CW2

−.0008 ∗ punish ∗ CW3 − .0047 ∗ punish ∗AIFS3

−.000008 ∗ CW1 ∗ CW2 + 0.00002 ∗ CW1 ∗ CW3

+0.0001 ∗ CW1 ∗AIFS3

C. Evaluation of the metamodel: Cross-layer effects

From the existence of interactions consisting of two factors from different layers (Table V), we come to the
conclusion that these two factors are cross-layer correlated. For example,award from the network layer forwarding
scheduler has different effects onS1 for different value ofCW2 from MAC layer. When keeping all other
factors unchanged, a unit increase ofaward will increaseS1 by (0.1946 + 0.0103punish + 0.0017LoThrshd −
0.0025UpThrshd + 0.0003*8− 0.0002CW3) for CW2 = 8 and by (0.1946 + 0.0103punish + 0.0017LoThrshd −
0.0025UpThrshd + 0.0003*32− 0.0002CW3) for CW2 = 32.

TABLE V

CROSS-LAYER INTERACTIONS

Application & Network Layer Interactions
load ∗ award, load ∗ punish
Application & MAC Layer Interactions
load ∗ CW1, load ∗ CW2, load ∗ CW3,
load ∗AIFS1, load ∗AIFS2, load ∗AIFS3

Network & MAC Layer Interactions
award ∗ CW2, award ∗ CW3, punish ∗ CW1

punish ∗ CW2, punish ∗ CW3, punish ∗AIFS3

3The coefficients for the nonsignificant terms are zero.



Therefore, we are able to quantify the cross-layer effects using a metamodeling technique. Taking into account
all interactions, a cross-layer optimization is necessary in order to achieve the optimal throughput ofS1, and our
metamodel can serve well towards this goal. Although we only discuss the metamodeling ofS1 in this paper, the
same procedure can be applied toS2 and the total throughput, and the same conclusion about cross-layer effects
will apply.

V. CONCLUSION

Cooperation needs to be enforced in ad-hoc networks in order to combat the selfish or greedy behavior of
certain users. The cooperative scheduling scheme we proposed in this paper considers not only the network layer
forwarding treatments but also the newly QoS-enhanced wireless medium sharing patterns, therefore, leads to a
cross-layer design. Due to the large dimensionality of the control variables involved with the cross-layer scheduler,
an analytical performance model is not feasible. Hence, we propose to apply a novel metamodeling methodology
to fit a response surface by doing regression analysis over the simulation data.

The fitted metamodel not only provides an approximate close form expression of throughput performance which
helps optimization in our next step; but also quantifies the cross-layer effects through statistically significant
interactions, which to our best knowledge is the first published in this setting. On the other hand, our study
advocates a multidisciplinary application of metamodeling in the study of cross-layer control and optimization,
which also brings additional insight in understanding the behavior of ad-hoc networks.
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