
ABSTRACT 

STRAKA, WESTON J. Chemical Solution Deposition Based Synthesis of High Symmetry 
Phase of Hafnium Dioxide Thin Films. (Under the direction of Dr. Justin Schwartz.) 

 

Hafnium dioxide has attracted a great deal of attention recently due to its potential use in two 

different electronic applications: CMOS and FeRAM.In CMOS, the usefulness of hafnia 

comes in due to its high dielectric constant and compatibility with current IC processing 

parameters. For FeRAM, hafnia’s recent discovery to exhibit ferroelectricity in an 

orthorhombic phase makes this material attractive for replacement of the ferroelectric 

material in FeRAM.  

This study shows the feasibility of depositing thin films of hafnium oxide via chemical 

solution deposition for integration into these devices. The processing parameters necessary to 

produce this phase show how non-equilibrium processing plays a role in its synthesis. The 

temperature necessary to achieve the high symmetry phase was at 725 °C for 3 minutes on 

sapphire, silicon, and coated silicon substrates. The thermal conductivity of each was viewed 

as the property that allowed the hafnia formation. The dielectric constant of the hafnia films 

were between 30 and 32 with low dissipation factors and up to 47 with a poor dissipation 

factor all at 1 kHz. The formation of this phase was shown to be thickness independent with 

the high symmetry phase existing up to 300 nm film thickness. Interfacing the hafnia film 

with nickel ferrite was also studied to identify the possibility of using this composite for non-

destructive reading of FeRAM. The magnetic properties showed an unchanged nickel ferrite 

film but the interface between the two was poor leading to the conclusion that more work 

must be done to successfully integrate these two films.  



 

 

 

 

 

 

 

 

 

 

 

© Copyright 2017 Weston Straka 

All Rights Reserved



Synthesis of High Symmetry Phase of Hafnium Dioxide Thin Films and Nickel Ferrite’s 
Effect on Microstructure in Composite Heterostructure 

 

 

by 
Weston J. Straka 

 

 

A dissertation submitted to the Graduate Faculty of 
North Carolina State University 

in partial fulfillment of the  
requirements for the degree of 

Doctor of Philosophy 

Materials Science and Engineering 

Raleigh, North Carolina 

2017 

APPROVED BY: 

 

 

_______________________________  _______________________________ 
Justin Schwartz     Frank Hunte 
Committee Chair 
 

 

 

_______________________________  _______________________________ 
Jacob Jones      Divine Kumah 



 

ii 

DEDICATION 

To my king and my savior, Jesus Christ, everything I am is yours.  



 

iii 

BIOGRAPHY 

Weston went to NC State University from 2008-2012 to study materials science and 

engineering for his undergraduate degree. He then attended the same university for his 

graduate work and got his doctorate in 2017. 



 

iv 

ACKNOWLEDGMENTS 

I would like to thank Dr. Justin Schwartz for his support and understanding over the last five 

years. Research often doesn’t work as you (or your advisor) expects and a lot of patience is 

necessary. 

I would like to thank Dr. Jacob Jones, Dr. Frank Hunte, and Dr. Divine Kumah for agreeing 

to be on my committee. 

I would like to thank the NSF for their support on this project under the grant CMMI-

1634955 

This work was performed in part at the Analytical Instrumentation Facility (AIF) at North 

Carolina State University, which is supported by the State of North Carolina and the National 

Science Foundation (award number ECCS-1542015). The AIF is a member of the North 

Carolina Research Triangle Nanotechnology Network (RTNN), a site in the National 

Nanotechnology Coordinated Infrastructure (NNCI). 

I would like to thank the countless other professors for their advice and guidance and their 

patience in my asking many questions. 

I would like to thank my research group for their friendship and spitballing all of my ideas 

with me. 

My friends and family have been huge in emotional and mental support throughout this 

difficult process. Without them, I would not have made it through.  



 

v 

TABLE OF CONTENTS 

LIST OF TABLES ............................................................................................................... viii 
LIST OF FIGURES ............................................................................................................... ix 
CHAPTER 1: MOTIVATIONS AND OVERVIEW ............................................................1 
   1.1 Motivations .......................................................................................................................1 
   1.2 Overview ...........................................................................................................................1 
CHAPTER 2: BACKGROUND .............................................................................................3 
   2.1 Electrical Materials and Measurements ............................................................................3 

2.1.1 Capacitor Basics....................................................................................................3 
2.1.2 Capacitors Versus Resistors ..................................................................................5 
2.1.3 Mechanisms for Polarization in Dielectrics  .........................................................6 
   2.1.3.1 Electronic Polarization ....................................................................................7 
   2.1.3.2 Ionic Polarization ............................................................................................7 
   2.1.3.3 Orientation Polarization ..................................................................................8 
2.1.4 Linear Behavior of Dielectrics ..............................................................................9 
2.1.5 Ferroelectrics.......................................................................................................10 
2.1.6 Mechanism of Ferroelectricity ............................................................................11 
2.1.7 Piezoelectricity ....................................................................................................13 
2.1.8 Electrical Measurements of Dielectrics and Ferroelectrics ................................14 
   2.1.8.1 Polarization Measurement ............................................................................14 
   2.1.8.2 Transient Current Measurement ...................................................................15 
   2.1.8.3 Leakage Current Measurement .....................................................................16 
   2.1.8.4 Other Electrical Measurements .....................................................................17 
   2.1.8.5 Electrical Breakdown ....................................................................................17 
2.1.9 Measurement of Piezoelectric Properties ............................................................18 
2.1.10 Dielectric Loss ..................................................................................................19 

   2.2 Magnetism and Magnetic Materials................................................................................21 
2.2.1 Magnetism ..........................................................................................................21 
2.2.2 Origins of Magnetism in Materials .....................................................................21 
2.2.3 Magnetic Mateirals .............................................................................................22 
   2.2.3.1 Diamagnetic Materials ..................................................................................22 
   2.2.3.2 Paramagnetic Materials .................................................................................23 



 

vi 

   2.2.3.3 Ferromagnetic Materials ...............................................................................24 
2.2.4 Magnetic Domains ..............................................................................................24 
2.2.5 Ferrimagnetic and Antiferromagnetic Materials .................................................26 
2.2.6 Measurements of Magnetic Materials .................................................................27 
2.2.7 Mechanism Behind Ferromagnetism ..................................................................28 
2.2.8 Magnetocrystalline Anisotropy ...........................................................................29 
2.2.9 Magnetostriction .................................................................................................32 

   2.3 Magnetoelectricity ..........................................................................................................33 
2.3.1 Magnetoelectric Effect ........................................................................................33 
2.3.2 Magnetoelectric Materials ..................................................................................34 
2.3.3 Piezomagnetism ..................................................................................................35 
2.3.4 Magnetoelectric Composites ...............................................................................37 

   2.4 Ferroelectric Random Access Memory ..........................................................................39 
2.4.1 Computer Memory Basics ..................................................................................39 
2.4.2 Ferroelectric Memory .........................................................................................39 

   2.5 Materials .........................................................................................................................43 
2.5.1 Hafnium Oxide....................................................................................................43 
2.5.2 Ferrites ................................................................................................................45 

   2.6 Chemical Solution Deposition ........................................................................................47 
CHAPTER 3: INSTRUMENTATION ................................................................................49 
   3.1 GIXRD ............................................................................................................................49 
   3.2 AFM ................................................................................................................................52 
   3.3 XRR ................................................................................................................................53 
   3.4 Electrical Measurements .................................................................................................54 
CHAPTER 4: PROCESSING OPTIMIZATION OF HIGH SYMMETRY HAFNIA 
THIN FILMS ON SAPPHIRE .............................................................................................55 
   4.1 Annealing Temperature Study ........................................................................................55 
   4.2 Starting Temperature Study ............................................................................................60 
   4.3 Solution Concentration Study .........................................................................................64 
CHAPTER 5: PROCESSING STUDY AND ELECTRICAL PROPERTIES OF HIGH 
SYMMETRY PHASE HAFNIA THIN FILMS GROWN ON SILICON ........................69 
   5.1 Substrate Thickness Study ..............................................................................................70 



 

vii 

   5.2 Intermediary Layer Study ...............................................................................................74 
   5.3 Electrical Properties of the High Symmetry Phase Hafnia Films ...................................79 
   5.4 Multiple Coats Study ......................................................................................................85 
CHAPTER 6: PRELIMINARY WORK ON THE EFFECTS OF COMPOSITE 
HETEROSTRUCTURE ON THE PHASE OF HAFNIA AND MAGNETIC 
PROPERTIES OF FERRITE ...............................................................................................92 
   6.1 Phase Retention of Hafnia in Composite ........................................................................93 
   6.2 Effects of Composite on Magnetic Properties ..............................................................104 
CHAPTER 7: SUMMARY OF WORK .............................................................................110 
REFERENCES .....................................................................................................................116 



 

viii 

LIST OF TABLES 

Table 2.1This table shows the properties of several memory types in use today.……. 42 
Table 2.2 Comparison of some properties of a few well studied ferrites and a few well 
studied metal ferromagnets…………………………………………………………..... 46 
Table 4.1This table shows the peak heights for the major diffraction peaks in Figure  
3.3. The ratios of the peak heights are also shown which gives an indication of the 
phase fraction of each phase ….………………………………………………………. 68 
Table 5.1This is a table showing the lattice mismatch between the different directions  
of the high symmetry phases of hafnia and both silicon and sapphire 
substrates………………………………………………………………………………. 73 
Table 5.2This is a table comparing some of the electrical properties of hafnia films in  
this work to the hafnia films found in literature ..………………………………..……. 84 
Table 5.3Shown in this table are the thickness of the hafnia film, the relative  
permittivity, and the leakage currents at 1.1 V and 1 MV/cm...………………………. 90 
Table 6.1This table shows the magnetization data pulled from the hysteresis curves for NFO 
and the NFO/HfO2 composites……..…………………………………………………. 108 



 

ix 

LIST OF FIGURES 

Figure 2.1 A schematic of a parallel plate capacitor with electrode area of A separated 
by a distance d …………………………………………………………………………. 4 
Figure 2.2 This is a schematic of a dipole moment created by two equal but opposite  
charge centers separated by a distance apart..…………………………………………. 6 
Figure 2.3 This is a schematic of the potential energy plot as a function of  
displacement. For this a) shows the placement of the ion with no electric field and  
b) shows the ion when there is an electric field.………………….……………………. 10 
Figure 2.4 This is a schematic for the potential energy of a non-centrosymmetric ion  
within a ferroelectric material.…………………………………………………………. 12 
Figure 2.5 This is an example plot of the polarization as a function of the electric field  
for an ideal ferroelectric. Marked on the plot are different points corresponding to  
various characteristics……..……..……………………………………………………. 15 
Figure 2.6 These are plots of the transient current of an ideal a)dielectric and 
b)ferroelectric….………………………………………………………………………. 16 
Figure 2.7 These are example plots of the magnetization as a function of applied  
magnetic field for a) a diamagnetic material and b) a paramagnetic material.………... 23 
Figure 2.8 This is a schematic of the domain structure of a ferromagnetic material in  
order to reduce the overall energy of the system.………………………………..……. 25 
Figure 2.9 These are schematics of the moments of a) ferrimagnetic materials and b) 
antiferromagnetic materials.…………..………………………………………………. 27 
Figure 2.10 This is a schematic of the magnetization as a function of applied  
magnetic field for a ferromagnetic material. The points of saturation, remanent, and  
coercive fields are marked……………………………………………………………... 28 
Figure 2.11 This is a plot of the exchange integral as a function of the ratio of atomic 
 radius to the radius of the 3d orbital. Several 1st row transition elements are shown.... 29 
Figure 2.12 This is a schematic of the magnetization of a material along its easy,  
medium, and hard axes.………………………………………………………………... 31 
Figure 2.13This is a schematic of the domain structure of a block of iron. The domain  
walls align with the grain boundaries. The grains marked in red have the 100 axis  
pointing vertically. The grains marked in blue have the 111 axis pointing vertically.  
The image on the left is state 1 (no applied magnetic field). The image on the right is  
state 2 (magnetic field pointing vertically).…..………………………………………... 33 
Figure 2.14 This is a schematic of the 1T1C FeRAM. The initialism BL stands for bit  
line, PL for plate line, and WL for word line.………...………………………………... 40 
Figure 2.15 This is a schematic of the 1T1C FeRAM. The initialism BL stands for bit  
line, PL for plate line, and WL for word line…………………………………………... 41 
Figure 3.1 This is a schematic for standard Bragg-Brentano geometry x-ray  
diffraction. Marked are angles described using this technique…………………………. 50 
Figure 3.2 Shown are the schematics for where diffraction peaks originate in a) Bragg-
Brentano and where the peaks originate from in b) grazing incidence x-ray diffraction. 51  



 

x 

Figure 4.1 This is a plot of the diffraction spectra of a hafnia thin film on c-cut  
sapphire. The annealing time and temperature is shown beside each curve. The  
standard peak positions for each space group of hafnia are also shown below the  
diffraction spectra with the space group marked.…………………………………...…. 57 
Figure 4.2 This is a plot of the diffraction spectra of a hafnia thin film on c-cut  
sapphire. The annealing time and temperature is shown beside each curve. The  
standard peak positions for each space group of hafnia are also shown below the  
diffraction spectra with the space group marked………………………………………. 60 
Figure 4.3 This is a plot of the temperature profiles used in this study. Each plot  
extends over 3 minutes of time. The alumina boat was cooled to vary the starting 
temperature and each time, the boat was placed back into the center of a preheated  
tube furnace at 725 °C…………………………………………………………………. 62 
Figure 4.4 This is a plot of the GIXRD diffraction data of the hafnia film produced by 
varying the starting temperature of each sample. The diffraction data from each film 
has the starting temperature of that sample marked beside it. Below the diffraction  
plot is the standard peak positions of each phase of hafnia with the space group 
 marked beside each one.………………………………………………………………. 64 
Figure 4.5 This is a plot of the GIXRD spectra from the hafnia thin films. The  
concentration for the precursor solution used to produce each hafnia thin film is 
shown beside each curve. The standard peak positions for each space group of hafnia  
is shown below the diffraction plots with the space group marked……………………. 66 
Figure 5.1This is a plot of the diffraction spectra of a hafnia thin film on varying  
thicknesses of silicon. The thickness of the silicon substrate used is shown beside  
each diffraction spectrum. The standard peak positions foreach space group of hafnia  
are also shown below the diffraction spectra with the space group marked…………... 71 
Figure 5.2 This is a plot of the diffraction spectra from hafnia films grown on 670 µm  
thick silicon substrates with different intermediary layers. The intermediary layers are 
marked next to each spectrum. The standard peak positions for each phase of hafnia is  
shown below the plot with the space group marked...…………………………………. 76 
Figure 5.3 This is a plot of the diffraction spectra from hafnia films grown on 370 µm  
thick silicon substrates with different intermediary layers. The intermediary layers are 
marked next to each spectrum. The standard peak positions for each phase of hafnia is  
shown below the plot with the space group marked…..………………………………. 77 
Figure 5.4 These are AFM height retraces of the hafnia layer on top of a) 670 µm  
silicon, b) 670 µm thick platinized silicon, c) 670 µm thick titanium nitride coated  
silicon, d) 370 µm thick silicon, and e) 370 µm thick platinized silicon………………. 78 
Figure 5.5 This is a plot of the polarization of a hafnia film grown on 670 µm thick  
silicon coated with TiN……………………...…………………………………………. 80 
Figure 5.6 These are the height retraces from AFM of the hafnia film on a) 670 µm  
thick platinized silicon and b) 370 µm thick platinized silicon..………………………. 81 
Figure 5.7 These are the XRR spectra for the hafnia film on a) 670 µm thick  
platinized silicon and b) 370 µm thick platinized silicon...……………………………. 81  
 



 

xi 

Figure 5.8 This is a plot of the normalized capacitance values and dissipation factor  
for the hafnia films grown on 670 µm thick platinized silicon and 370 µm thick  
platinized silicon. The solid lines correspond to the capacitance while the dashed  
lines correspond to the dissipation factor….……………………………………………. 82 
Figure 5.9 This is a plot of the polarization and the transient current for the hafnia film  
grown on 370 µm thick platinized silicon. The curves show good dielectric behavior  
with little losses. The small losses are indicated by near linear behavior in the  
polarization curve and the rectangular shape of the transient current plot.……………. 84 
Figure 5.10 This is a plot of the GIXRD spectrum for the hafnia films at different 
thicknesses. The diffraction data for each film is marked with the thickness of the  
film. The standard peak positions are also shown below the spectra with the space  
groups listed.………………………………………………………………….………... 88 
Figure 5.11 These are the XRR spectra for the hafnia layer on 370 µm thick  
platinized silicon with the number of coats marked by each spectra…………………... 89 
Figure 5.12 These are the 3D representations of the height retraces of the hafnia films  
on 370 µm thick platinized silicon. The RMS roughness values are shown below each  
figure. …………………...……………………………………………………………... 90 
Figure 5.13 These are the polarization curves for each hafnia film up to 1 MV/cm…... 91 
Figure 6.1 This is the GIXRD plot of the nickel ferrite film on various substrates.  
Shown below the diffraction data are the standard peak positions of the nickel ferrite.. 94 
Figure 6.2 This is the XRR spectra for the nickel ferrite film on the marked substrates. 95 
Figure 6.3 These are the height retraces of the nickel ferrite film on a) 370 µm thick 
platinized silicon, b) 670 µm thick platinized silicon, and c) 670 µm thick silicon  
coated with TiN.…………………………………………… …………………………. 95 
Figure 6.4 This is a set of GIXRD plots for the nickel ferrite thin film stacked on top  
of the hafnia film. The substrate for each GIXRD plot is shown. Also shown are the  
standard peak positions for the nickel ferrite film and the phases of hafnia all marked  
with the appropriate space group.………………………….. …………………………. 98 
Figure 6.5 This is the GIXRD plot of hafnia films on 370 µm thick platinized silicon  
that have been annealed once and twice as marked on the plot. Shown below the plot  
are the standard peak positions for each phase of hafnia.……………………………… 99 
Figure 6.6 This is the GIXRD plot of hafnia films on 670 µm thick platinized silicon  
that have been annealed once and twice as marked on the plot. Shown below the plot 
 are the standard peak positions for each phase of hafnia……………………………… 100 
Figure 6.7 This is the GIXRD plot of hafnia films on 670 µm thick silicon with a TiN  
coating that have been annealed once and twice as marked on the plot. Shown below  
the plot are the standard peak positions for each phase of hafnia.……………………… 101 
Figure 6.8 These are the height retraces of the nickel ferrite layer stacked on top of the  
hafnia layer on a) a 370 µm thick platinized silicon substrate, b) a 670 µm thick  
platinized silicon substrate, and c) a 670 µm thick silicon substrate coated with TiN..… 102  
 
 
 



 

xii 

Figure 6.9This is a bright field TEM cross section of the composite. Each layer is  
labeled. The platinum layer shows large grains while the hafnium dioxide layer is very  
fine grained. The nickel ferrite layer does not appear to interface well with the hafnia  
as evidenced by the bright spots which are indicative of voids. The grain structure of  
the nickel ferrite is also much large than that of the hafnia.…………………………… 103 
Figure 6.10 This is a plot of the magnetization of pure nickel ferrite and the nickel 
ferrite/hafnia composite on 370 µm thick platinized silicon with an inset showing the 
remanent magnetization and coercive fields..………………………………………….. 105 
Figure 6.11 This is a plot of the magnetization of pure nickel ferrite and the nickel 
ferrite/hafnia composite on 670 µm thick platinized silicon with an inset showing the 
remanent magnetization and coercive fields..………………………………………….. 106  
Figure 6.12 This is a plot of the magnetization of pure nickel ferrite and the nickel 
ferrite/hafnia composite on 670 µm thick silicon coated with TiN with an inset  
showing the remanent magnetization and coercive fields.……………………………... 107



 

1 

CHAPTER 1 

MOTIVATIONS AND OVERVIEW 

1.1 Motivations 

The higher symmetry phases of hafnia (cubic, tetragonal, orthorhombic) are of interest within 

the realm of both high-k dielectric materials and ferroelectric materials [1], [2]. These higher 

symmetry phases of hafnia have only ever been achieved using dopants [3]–[5] or from 

vacuum-based deposition techniques [6]–[8]. To begin to understand this material more fully 

and to facilitate its synthesis, chemical solution deposition can be utilized to create these thin 

films. The processing parameters necessary to create these phases of hafnia are also 

important to know for wider use. If this material is made to be ferroelectric, its integration 

with a ferromagnetic material can allow for the system to be utilized in ferroelectric RAM 

without a destructive read process. To ensure this possibility, the magnetic properties and 

electrical properties of the system must be measured. 

 

1.2 Overview 

This dissertation provides insight into the processing/structure/property relationships of the 

high symmetry phases of hafnium dioxide and a composite of hafnia and nickel ferrite. 

Chatper 1 provides the motivation for researching this topic and a brief description of the 

structure of this dissertation. Chapter 2 looks into the necessary background to understand the 

proceeding chapters in terms of electrical and magnetic properties of materials, applications 

for these materials, and the materials themselves. Chapter 3 briefly explains the 

instrumentation used for the proceeding studies. Chapter 4 explores the processing steps 
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necessary to achieve the higher symmetry phases of hafnium dioxide thin films as deposited 

on sapphire. Chapter 5 builds on the work in chapter 3 and explores the processing of the 

high symmetry phases of hafnia on silicon and their electrical and microstructural properties. 

Chapter 6 looks into the preliminary work done on integrating a ferromagnetic material with 

hafnium dioxide. In this chapter, the effects on the magnetic properties and phase of the 

constituent films are studied. Chapter 7 gives a broad overview of the research developed in 

this work along with specific, important results and how they inform future directions of 

research.  
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CHAPTER 2 

BACKGROUND 

2.1 Electrical Materials and Measurements 

2.1.1 Capacitor Basics 

Dielectric materials are a class of materials with a wide variety of applications in today’s 

electronics. To understand the physics behind these materials, a basic understanding of some 

aspects of electronics must be established. 

 

Dielectric materials are mostly commonly used as the insulating material in a capacitor. 

When a parallel plate capacitor, Figure 2.1, whose electrodes are separated by a distance d 

apart and with electrode areas of A, is placed into a vacuum, the capacitance of this capacitor 

is given by  

𝐶𝑜 =  𝜀𝑜 𝐴 𝑑⁄  
Equation 2.1 

 

If an electric field is applied to the capacitor, the amount of charge, Qo, stored in the 

capacitor is  

𝑄𝑜 = 𝐴𝜀𝑜𝐸 
Equation 2.2 

 

𝐸 = 𝑉/𝑑 
Equation 2.3 

 

where E is the electric field applied to the capacitor and V is the voltage. In both of those 

equations, εo is the permittivity of vacuum. The permittivity is defined as the ability of that 
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medium to hold a charge. For vacuum, this number is defined as 8.85 * 10-12 F/m and is a 

universal constant. If a material is inserted between the two plates and this material does not 

pass charge between the two plates, equation 1.2 becomes 

𝑄 = 𝐴𝜀𝑜𝜀𝑟𝐸 
Equation 2.4 

 

where εr is defined as the relative permittivity of the material. In this context, relative means 

as compared with the vacuum permittivity; i.e. a material with a true permittivity of 17.7 * 

10-12 F/m will have a relative permittivity of 2. Equation 2.4 shows that inserting a material 

with a relative permittivity greater than one will increase the amount of charge stored in the 

capacitor at a given electric field. The result is that the greater the relative permittivity of the 

material inserted into the capacitor, the greater the charge stored in that capacitor at the same 

magnitude of electric field which is useful for energy storage. 

 
Figure 2.1 A schematic of a parallel plate capacitor with electrode area of A separated by a 
distance d. 
 

The assumption made above (the material would not pass charge) is an important one for the 

application of capacitors. There are three basic groups of materials: conductors, 

semiconductors, and insulators. Of these three groups, insulators tend to be used as the 
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medium in capacitors. By definition, insulators are poor conductors of electricity due to their 

large band gap. Within the realm of capacitors, these insulators are known as dielectrics.  

 

2.1.2 Capacitors Versus Resistors 

At this point, it is important to make a distinction between a resistor and a capacitor. In a 

resistor (similar to a capacitor), a resistive material is placed in line with conductive 

materials. However, the characteristics that define each are different. Impedance is the 

measure of the opposition of current flow for a given applied voltage. The units for 

impedance are Ohms and it is usually shown as the variable Z. Impedance is given by 

equation 2.5 as 

𝑍 = 𝑅 + 𝑗𝑗 
Equation 2.5 

 

where R is the resistance (the real part of impedance), X is the reactance (the imaginary part 

of impedance), and j is the square root of -1. An ideal resistor would have zero reactance (all 

of the impedance would come from the resistance) and an ideal capacitor would have zero 

resistance (all of the impedance would come from the reactance). The impedance of an ideal 

resistor is frequency independent. Due to the mechanisms behind how dielectrics work 

(which will be covered later), the impedance of a capacitor directly depends on the frequency 

of the applied voltage and, in an ideal capacitor, the voltage would lag behind the current by 

π/2 radians. In reality, every capacitor has some resistance and every resistor has some 

reactance. For the background portion of this dissertation, the assumption made will be that 

the capacitor is ideal (the only contribution to the impedance comes from the reactance). 
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2.1.3 Mechanisms for Polarization in Dielectrics 

The reason a dielectric increases the charge in a capacitor in a given electric field is due to 

the dipole moments that are created within the material. When a dielectric is introduced to an 

electric field, a force begins to act upon all of the charged species inside of the material. This 

force causes the negatively charged species to be drawn toward the positive side of the 

electric field while the positively charged species are drawn away from the positive side of 

the electric field. The spatial offset in opposite charge centers is a dipole. A dipole moment is 

the magnitude of that dipole and is defined as  

𝜇 = 𝑄𝑑 
Equation 2.6 

 

where Q is the charge of the species and d is the separation distance between the charge 

centers. A schematic of this is shown as Figure 2.2. The summation of all dipole moments 

over a given volume is known as the polarization. There exist three main ways that 

polarization can be achieved inside of a material: electronic polarization, ionic polarization, 

and orientation polarization. 

 
Figure 2.2 This is a schematic of a dipole moment created by two equal but opposite charge 
centers separated by a distance apart. 
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2.1.3.1 Electronic Polarization 

To understand electronic polarization, assume a single atom whose position is fixed in space 

with a spherical electron cloud. Application of an electric field across that atom will cause 

the charged species (electrons and protons) to feel a force act upon them. The electron cloud 

will be drawn toward the positive side of the electric field while the nucleus will be repelled 

from that side. This is known as electronic polarization. After the electric field is removed, 

the atom returns to its normal state. For atoms with a spherical electron cloud, the dipole 

moment tends to be very small and therefore these materials have a fairly small polarization. 

However, because the p-block and d-block electron clouds are more directional, the effects of 

electronic polarization can be more pronounced. This is especially true for covalently bonded 

materials. For example, due to sp3 orbital hybridization in pure silicon, the relative 

permittivity in this material is roughly 12 which comes almost exclusively from electronic 

polarization. 

 

2.1.3.2 Ionic Polarization 

Ionic polarization occurs when the molecule is comprised of two or more different elements 

whose electronegativity is fairly different and whose shape is non-symmetrical. As a 

simplistic example, a single molecule of sodium chloride (NaCl) is comprised of an 

electropositive sodium atom and an electronegative chlorine atom. When these two atoms 

bond, the chlorine pulls an electron from the sodium atom forming an anion-cation pair. This 

forms a natural dipole where the anion has a slightly negative charge and the cation has a 

slightly positive charge. If the system is built up to have a significant mass of sodium 
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chloride molecules, all of the moments cancel out entirely. However, upon application of an 

electric field, the ions slightly displace from their equilibrium position in a similar manner to 

the electron cloud and nucleus in electronic polarization. For the given example, after the 

field is removed, the ions return back to their equilibrium position and the net polarization is 

zero. 

 

2.1.3.3 Orientation Polarization 

The remaining type of polarization that commonly exists is known as orientation 

polarization. The previous two types of polarization assumed that the atoms or molecules 

were fixed in space. If spatially fixed, the electron cloud-nucleus pair or the anion-cation pair 

would stretch to align the negative tail of the dipole toward the positive side of the electric 

field and the positive tail of the dipole would align toward the negative or ground side of the 

electric field. If, from the ionic polarization example, a single sodium chloride molecule was 

not fixed but allowed to rotate freely, the application of an electric field would cause the 

molecule to rotate such that the chlorine ion was aligned toward the positive side of the 

electric field and the sodium ion was aligned toward the negative side of the electric field. 

This is an example known as orientation polarization. Similar to sodium chloride, a water 

molecule has a natural dipole associated with it because the oxygen has a negative charge 

and the hydrogens have a positive charge. In a volume of water, all of the water molecules 

are allowed to rotate pretty freely. Upon application of an electric field, the water molecules 

align to reduce energy which causes the oxygen atoms to align toward the positive side of the 

field. 
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2.1.4 Linear Behavior of Dielectrics 

Every single material can be polarized. This is because every single material has electrons 

and nuclei which will respond to an electric field. However, for conductors and some 

semiconductors, this is not practical as any contact with the surface of the material will 

immediately allow for charge flow which will destroy the polarization in the material. 

Most dielectric materials exhibit both electronic and ionic polarization. When an electric 

field is applied across the dielectric, the electron clouds/nuclei pairs and anion/cation pairs 

displace slightly. That dielectrics will have anion/cation pairs can be assumed is fair in that 

almost every insulator is comprised of at least two elements and these elements, when 

bonded, will have some ionic character to them. Once the electric field is removed, the 

species return to their equilibrium positions. Following an energy versus displacement plot 

for an ion in a dielectric (Figure 2.3a), the application of an electric field increases the energy 

in the system (Figure 2.3b) and causes the ion to be displaced from its energy minima. The 

direction of the displacement depends on the direction of the electric field and the electric 

character of the species displaced. Once the field is removed, the ion returns to its energy 

minima and its equilibrium position. This is a qualitative understanding as to the linear nature 

of the polarization of dielectrics as a function of applied voltage.  
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Figure 2.3 This is a schematic of the potential energy plot as a function of displacement. For 
this a) shows the placement of the ion with no electric field and b) shows the ion when there 
is an electric field. 
 

2.1.5 Ferroelectrics 

Ferroelectrics are a special kind of dielectric material whose electric polarization can be 

reversed upon application of an electric field. Additionally, once the electric field is removed 

from the ferroelectric, a net polarization still exists in the material. This makes a ferroelectric 

a material with non-linear dielectric behavior. It is necessary for the crystal structure of 

ferroelectrics to be non-centrosymmetric which means there is no inversion center. Of the 32 

crystal classes, 21 are non-centrosymmetric. Of these 21 crystal classes, 20 exhibit 

piezoelectricity or the generation of surface charges in response to an external stress. Of 

these 20 piezoelectric crystal classes, 10 are pyroelectric which means they have a 

spontaneous change in polarization in response to a change in temperature. Of these 10 

crystal classes, only a few exhibit ferroelectricity. This means that all ferroelectrics show 

pyroelectricity and piezoelectricity. From a crystallographic point of view, there is no 

distinction between a pyroelectric material and a ferroelectric material. The only difference 

a) b) 
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between the two is that a ferroelectric can have its polarization states switched from an 

applied electric field before the material exhibits a voltage breakdown. It is possible that the 

polarization states in a pyroelectric material could be switched from an applied electric field 

but the energy necessary to do so is higher than the material’s ability to resist electric 

breakdown.  

 

2.1.6 Mechanism of Ferroelectricity 

Of all dielectrics, ferroelectrics tend to have the highest relative permittivity due to the 

presence of all three kinds of polarization modes. As is true for all materials, electronic 

polarization exists in ferroelectrics from the electron cloud/nucleus displacement. The ionic 

polarization comes from the difference in electronegativity between the ions in the 

compound. The orientational polarization comes from the non-centrosymmetry of the crystal 

structure. Within every crystal structure, each atom has an equilibrium position as shown in 

the schematic plot, Figure 2.3a. A change in the position of ion from its equilibrium position 

will change the potential energy of that ion. In Figure 2.3b, moving the ion in either the 

positive or negative x-direction necessitates an increase in the potential energy of the ion. For 

ferroelectric crystals, the potential energy plot of the non-centrosymmetric ions begins to 

develop two local minima instead of one. A schematic for this plot is shown as Figure 2.4. As 

evidenced by this potential energy plot, the non-centrosymmetric ion can exist in one of two 

physical locations and be in thermal equilibrium. When an electric field is applied to the 

ferroelectric that is not orthogonal to the axis of displacement for the non-centrosymmetric 

ion, the ion will displace into one of the energy minimas. When this field is removed, the ion 
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will tend to stay in that energy minima. Because of this displacement, there exists a net 

dipole in each unit cell and, summed over the entire volume, the crystal is polarized. 

 
Figure 2.4 This is a schematic for the potential energy of a non-centrosymmetric ion within a 
ferroelectric material. 
 

In a local region of the crystal, the non-centrosymmetric ions will sit on the same side of the 

double potential well (as shown in Figure 2.4). This local area of similarly seated ions is 

called a domain. Within ceramic ferroelectrics, domains do not have to correspond to grains; 

i.e. they can be smaller or larger than actual grains. Within a given domain, the polarization 

among all the unit cells will be in the same direction. A material comprised of many 

randomly oriented domains will have a net polarization of zero. Once the electric field is 

applied across the ferroelectric, the ions will try to align as best as possible with the field to 

reduce energy. This is known as poling the sample. 

 

 From the potential energy plot shown in Figure 2.4, if the temperature of the system were 

raised, the ion would have sufficient energy to then go between each of the two potential 

wells freely. Because there would be an equal probability of being in either well, the time 
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averaged position of that ion would converge onto the center of that potential energy plot. As 

the temperature continues to increase, the minima would converge into the center. This 

temperature at which the minima first converge is known as the Curie temperature. It’s 

defined as the temperature at which the material is no longer ferroelectric, typically due to a 

phase change.  

 

2.1.7 Piezoelectricity 

As mentioned before, all ferroelectrics exhibit piezoelectricity. There also exist materials that 

exhibit piezoelectricity that do not exhibit ferroelectricity. Piezoelectricity is the response of 

a material to an electric field by straining and, conversely, the response of a material to 

mechanical stress by becoming polarized. A requirement of piezoelectric crystals is that they 

have no inversion center. If this is the case, within a single unit cell, an ion is slightly 

displaced from the center of the unit cell. When the material is stressed, the ion will move 

further from the center creating a larger dipole within the unit cell. Conversely, when an 

electric field is applied across the material, the ion will displace further from the center 

causing the unit cell to strain. This behavior makes piezoelectric materials useful in a variety 

of applications including: sensors [9], actuators [10], power sources [11], and increasing 

efficiency in photovoltaics [12]. 
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2.1.8 Electronic Measurements of Dielectrics and Ferroelectrics 

2.1.8.1 Polarization Measurement 

To qualify a ferroelectric material, several electrical properties are measured as a function of 

the applied electric field. These properties include the polarization, transient current, leakage 

current, fatigue, imprint, and retention. In a typical dielectric, the polarization is positively 

linearly proportional to the applied electric field. A ferroelectric, by contrast, has a non-linear 

response to the applied electric field. Per the discussion earlier, not only will a ferroelectric 

have electronic and ionic polarization (as every other dielectric) but will also have 

orientational polarization. This is from the non-centrosymmetric ion in the unit cell. An 

example polarization curve for a ferroelectric material is shown as Figure 2.5. The following 

explanation assumes a polycrystalline material. As the applied voltage increases, all of the 

modes of polarization are activated and begin aligning to the applied electric field. This is a 

linear response (point A to B). Eventually, the system is fully saturated (i.e. the only increase 

in polarization now comes from the further displacement of electron cloud/nucleus pairs or 

cation/anion pairs) which is denoted by point C. Once the field begins decreasing, the 

electronic and ionic polarization mechanisms begin to relax while the non-centrosymmetric 

ions remain in their energy potential wells. Point D on the plot is known as the remanent 

polarization (Pr) and is the total polarization left in the material after all of the electric field 

has been removed. Once the applied electric field goes negative, the electronic and ionic 

polarization mechanisms are the only types activated by the applied field. Once the electric 

field reaches a certain magnitude, the non-centrosymmetric ions jump to the other potential 

well. This is marked by a near vertical polarization response in the plot. The electric field 
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where the polarization crosses the x-axis (Point E) is known as the coercive field. The same 

mechanisms occur as before but in reverse.  

 
Figure 2.5 This is an example plot of the polarization as a function of the electric field for an 
ideal ferroelectric. Marked on the plot are different points corresponding to various 
characteristics.  
 
2.1.8.2 Transient Current Measurement 
The transient current plotted as a function of the applied electric field is important in helping 

to determine whether the polarization plot is indicative of a leaky dielectric or a ferroelectric 

material. For an ideal dielectric (one with no losses), the transient current plot appears as a 

perfect rectangle as shown in Figure 2.6a. In the case of a ferroelectric, the transient current 

plot has a rectangular shape with peaks appearing as shown in Figure 2.6b. These peaks 

correspond to the coercive field and occur at the point where the electric field is great enough 

to displace all of the non-centrosymmetric ions into the other side of the potential energy 

plot. Although no current is flowing through the dielectric (or at least no current should be 

flowing through the dielectric) the transient current measured comes from the movement of 

charges that can be detected with the measurement system. These charges don’t flow through 

the dielectric as much as they are displaced within the system. 
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Fig 2.6 These are plots of the transient current of an ideal a)dielectric and b)ferroelectric. 
 

2.1.8.3 Leakage Current Measurement 

Leakage current is important to measure because it allows the user to know what engineering 

problems will arise in the device. Leakage current is the flow of current through the 

dielectric. It can be due to defects (grain boundaries, impurities, etc.) within the dielectric or 

because the material broke down. If the film has high leakage current, the material will 

continue to heat which can damage many of the components in the electronics and will 

further lead to more current flow. Additionally, in a capacitive role, a slow leakage current 

will dissipate the stored charge which will render the energy storage capabilities of that 

capacitor useless. To measure the leakage current, a steady state DC voltage is applied to the 

dielectric long enough that relaxation effects are negated but short enough that there will not 

be breakdown. Leakage current levels should be similar between dielectrics and 

ferroelectrics. 

 

  

a) b) 
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2.1.8.4 Other Electrical Measurements 

Fatigue, imprint, and retention are all different things that negatively affect the performance 

of the capacitor for use as a ferroelectric. Fatigue is the decrease in polarization as the 

number of cycles increases in ferroelectrics. Imprint is a horizontal shift in the polarization 

curve. Retention is the ability of the ferroelectric to store the remanent polarization as a 

function of time. The mechanism behind fatigue is the entrapment of defects and impurities 

which leads to a loss of polarization [13]. This occurs because of the chemical instability of 

the grain boundaries. As the field alternates in the ferroelectric, the vacancies, impurities, and 

interstitials migrate towards the grain boundaries where their movement is stabilized. Imprint 

occurs due to space charges [14] and affects the amount of ions that can be switched. 

Retention is typically directly tied to the mobility of charged defects. If the charged defects 

are mobile, they help to compensate for the ‘charge’ in the ferroelectric from the displaced 

non-centrosymmetric ions.  

 

2.1.8.5 Electrical Breakdown 

One more important parameter to measure for a particular dielectric is its breakdown voltage. 

The origins of breakdown come from different mechanisms which are covered well in [15]. 

Breakdown typically occurs when the defects in the material migrate and cause a rapid 

change in the resistance of the dielectric. This causes a large, local current flow, destroys the 

material, and can damage the measuring electronics. When measuring and reporting the 

dielectric breakdown strength of a particular material, it is best to report the highest value 
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observed. This is because the lower values could come from localized defects, poor electrode 

deposition, or some other external factor which is not intrinsic to the given material.  

 

2.1.9 Measurement of Piezoelectric Properties 

One of the more important parameters for qualifying piezoelectrics is to measure the 

magnitude of strain as a function of applied electric field and to measure the polarization as a 

function of applied stress. Today, this is typically done in one of two ways: 1) apply a 

voltage and measure the displacement or 2) apply a stress and measure the polarization. 

Method 1 typically involves the use of a capacitive displacement probe [16] or a laser 

interferometer [17]. A capacitive displacement probe is able to use the capacitance difference 

between the probe and the target to measure the distance between the two. In this way, the 

strain in the ferroelectric can be easily measured. Laser interferometry uses a modified 

Michelson experiment to measure the displacement of the piezoelectric as a function of the 

applied electric field. Method 2 typically involves stressing the material locally (with an 

AFM type tip) or in the bulk and measuring the voltage output from the material. An 

additional method that has been used to measure the piezoelectric effects in materials is with 

X-ray diffraction. Because there is a local displacement within the unit cell, an applied 

electric field can change shift peak along 2θ due to the strained unit cell. This is especially 

useful for thin films. 
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2.1.10 Dielectric Loss 

For designers of electrical components, there are two main quantities of interest within 

dielectric materials: dielectric constant and loss. The dielectric constant, as mentioned before, 

is a proportionality constant that indicates to what extent the electric field can be reduced and 

the material can achieve the same charge. As shown previously, not all dielectrics will have 

all of its impedance from the reactance of the material. It was also shown that the capacitors 

are different than the resistors due to this difference in reactance versus resistance. This can 

be understood from the delay in response to an applied voltage. Assuming two parallel plates 

with vacuum as the separation between the two plates, an alternating voltage applied across 

the plates can be represented by the equation 

𝑣 = 𝑉𝑚 cos(𝜔𝜔) 
Equation 2.7 

 

where v is the instantaneous voltage, Vm is the maximum voltage, and ω is the frequency of 

the applied voltage in radians per second. The current in that capacitor will be represented by 

the equation 

𝑖 = 𝐼𝑚 cos �𝜔𝜔 +  𝜋2� 
Equation 2.8 

 

where the maximum current is represented by the equation 

𝐼𝑚 =  𝜔𝐶𝑜𝑉𝑚 
Equation 2.9 
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In equation 2.9, Co is the vacuum capacitance. These equations show that the current through 

a perfect capacitor leads the voltage by 90 °. If a dielectric is placed between the two parallel 

plates, the equations for current change to 

𝑖 =  𝐼𝑚 cos �𝜔𝜔 +  �𝜋2 −  𝛿�� 
Equation 2.10 

and 

𝐼𝑚 =  𝜔𝐶𝑜𝜀𝑟𝑉𝑚 
Equation 2.11 

 

where δ is the loss angle in radians and εr is the relative permittivity of the dielectric. In 

equation 2.10, it is evident that the larger the loss angle, the closer the current comes to being 

in-phase with the alternating voltage (the closer this material comes to being a resistor). The 

result is that the current can be split into two components: the component leading the applied 

voltage and the component in phase with the applied voltage. These two components can be 

viewed as the capacitive and resistive components of the dielectric, respectively. The 

dielectric loss is defined as the tangent of the loss angle which is proportional to the current 

in phase with the applied voltage or the resistive part of the material. 

 

 For designers, the goal of a good dielectric for use in a capacitive role, is to have a large 

dielectric constant (this increases the amount of charge that can be held in the capacitor as a 

function of unit voltage) and to have a small dielectric loss. 
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2.2 Magnetism and Magnetic Materials 

2.2.1 Magnetism 

Magnetism is a physical phenomenon that imparts force on all other objects around it. The 

origins of magnetism are from moving electrical charges. This is why magnetism can be 

observed in materials or in objects with current passing through. The effects of magnetism 

were discovered in ancient Greek society where some rocks would “stick” to pieces of iron 

through an invisible force. These rocks are called lodestones. Until the early 1800s, the only 

use of magnetism was to magnetize iron needles for use in compasses. In 1820, Hans 

Christian Oersted noticed that a magnetic iron needle would change direction upon 

application of current through a nearby wire. This led him to postulate that magnetic fields 

would be produced by current flowing through a wire. In 1821, he published a paper showing 

this phenomenon and research in magnetism has grown ever since. 

 

2.2.2 Origins of Magnetism in Materials 

The origin of magnetism in materials is due entirely to electron motion. Electrons have two 

primary kinds of motion, orbital and spin. Orbital motion can be thought of as the electron 

orbiting around the nucleus of the atom. Electron spin can be likened to an electron orbiting 

around its own axis. Both of these kinds of motion have an associated magnetic moment due 

to a charge moving in a loop (the loop around the nucleus or the loop around the electron’s 

own axis). Although these definitions of electron motion are not rigorously correct and have 

no quantitative significance, they help to visualize the derivation of magnetic moment. 
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Due to these electron motions, every material responds in some way to an applied magnetic 

field. The response to an applied magnetic field is known as magnetization. Magnetization is 

the sum of all magnetic moments within the system. The way that these materials respond 

dictate which of the three classes of magnetic materials they get grouped into. The groups of 

magnetic materials are diamagnetic, paramagnetic, and ferromagnetic.  

 

2.2.3 Magnetic Materials 

2.2.3.1 Diamagnetic Materials 

Diamagnetic materials are materials that have a negative linear response to an applied 

magnetic field. This response is known as the susceptibility and is the slope of the 

magnetization as a function of the applied magnetic field. Once the field is removed, the 

magnetization goes back to zero. The reason for this negative response is due to the atoms 

having a closed shell. The magnetic moments of all of the electrons will perfectly cancel out. 

This can come from many materials including monoatomic noble gases, diatomic gases with 

closed shells, or ionic solids. Examples are He, N2, and NaCl, respectively. This behavior is 

also seen in materials with primarily covalent bonds. The electrons are nearly perfectly 

shared and have almost perfect moment cancellation. This behavior is also seen is some 

metals and is a more complex behavior than simple closed electron shell configurations. 

Additionally, the susceptibility in diamagnetic materials is independent of temperature. An 

example plot of the magnetization of a diamagnetic material as a function of applied 

magnetic field is shown as Figure 2.7a. 
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2.2.3.2 Paramagnetic Materials 

The second class of magnetic materials are the paramagnetic materials. Paramagnetic 

materials are materials that have no initial magnetization, respond linearly and positively to 

an applied magnetic field, and have no magnetization upon removal of the applied field. 

These materials have unpaired electrons in its atomic structure. This means that every atom 

has an associated magnetic moment. Upon application of an applied magnetic field, these 

magnetic moments align with the field. If there were no opposing forces or if the field was 

sufficiently large, all of the atomic moments would align and the magnetization of this 

material could be quite large. However, due to thermal energy, some of the magnetic 

moments remain randomly aligned. This leads to a small but positive susceptibility for 

paramagnetic materials. Because of the thermal agitations, the susceptibility in paramagnetic 

materials is dependent on temperature. An example plot of the magnetization of a 

paramagnetic material as a function of applied magnetic field is shown as Figure 2.7b.  

 

 
Figure 2.7 These are example plots of the magnetization as a function of applied magnetic 
field for a) a diamagnetic material and b) a paramagnetic material. 
 

a) b) 
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2.2.3.3 Ferromagnetic Materials 

The third class of magnetic materials are known as ferromagnetic materials. These materials, 

similar to paramagnetic materials, have unpaired electrons, each atom has an associated 

magnetic moment, and the susceptibility is dependent on the temperature. Unlike 

paramagnetic materials, these magnetic moments can align spontaneously and are not 

randomized by thermal agitations. This is because the unpaired electrons have an exchange 

force acting between them. This exchange force acts to align the magnetic moments of each 

electron. Once the temperature is high enough, the Curie temperature, the thermal agitations 

begin to take over and ruin the cooperative alignment of magnetic moments. Once the Curie 

temperature is reached, the material becomes paramagnetic. In ferromagnetic materials, all of 

the unpaired electrons for nearest neighbor atoms have magnetic moments that are aligned 

parallel to one another. However, it is common to see ferromagnetic materials, like iron, that 

are not magnetized. The reasoning behind this is that within a localized area in the 

ferromagnetic material, all of the spins of the unpaired electrons align parallel. However, to 

reduce the amount of energy in the system, the material will divide into regions called 

domains.  

 

2.2.4 Magnetic Domains 

Within a domain, all of the unpaired electrons spins are aligned parallel. This domain then 

has a magnetization in some direction as shown in Figure 2.8a. To reduce the amount of 

energy, a second domain will form in close proximity to the first domain whose 

magnetization direction will allow for a closed magnetic loop within the material as shown in 
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Figure 2.8b. Further reductions in energy can be made by continuing to divide into smaller 

and smaller domains such that the net magnetization of the material is zero as shown in 

Figure 2.8c. There does exist a limit to which a ferromagnetic material will divide into more 

domains. At some point, the energy reduction in the creation of new domains is outweighed 

by the energy necessary to create them. The border between domains is known as a domain 

wall. It is a region where the alignment of the electron spins continuously changes from the 

orientation in domain 1 to the orientation in domain 2. The amount of energy for this domain 

wall is known as the domain wall energy and is one of the balancing factors for the creation 

of a new domain and the retention of the current domain structure.  

   
Figure 2.8 This is a schematic of the domain structure of a ferromagnetic material in order to 
reduce the overall energy of the system. 
 

During the application of a magnetic field to a ferromagnetic material, the magnetization of 

the material changes based on two main mechanisms: domain-wall motion and domain 

rotation. Using iron as an example, at low applied magnetic fields, the domains whose 

magnetization align with the applied magnetic field are of lower energy than any other 

domains in the system. This applied field then acts to increase the total energy in the system. 

a) b) c) 
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To reduce this energy, the magnetic moments at the domain walls (where the magnetic 

moments continuously rotate from one domain orientation to the next) of the domains 

aligned with the magnetic field will begin to rotate. This rotation effectively looks like 

domain-wall motion as the boundary begins to shift. As the domain-walls continue to move, 

the number and size of the other domains will decrease until saturation is reached where 

there will exist only one domain. Domain rotation is a phenomenon that typically occurs at 

higher applied magnetic fields. During domain rotation, domain-wall motion has ceased and 

to further reduce the energy in the system, the magnetization of the remaining domains must 

flip. Why domain rotation would occur over domain-wall motion will be explained later. 

 

2.2.5 Ferrimagnetic and Antiferromagnetic Materials 

In the ferromagnetic materials class, there exist two other kinds of magnetic materials known 

as ferrimagnetic and antiferromagnetic materials. Unlike in ferromagnetic materials, 

ferrimagnetic and antiferromagnetic materials have magnetic moments that are antiparallel. 

In ferrimagnetic materials, these antiparallel moments are not enough to fully cancel the 

other magnetic moments and as a result, a net magnetization still exists. In antiferromagnetic 

materials, the antiparallel moments are enough to fully cancel the other magnetic moments 

and as a result, no net magnetization exists. An example schematic is shown as Figure 2.9. 
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Figure 2.9 These are schematics of the moments of a) ferrimagnetic materials and b) 
antiferromagnetic materials. 
 

2.2.6 Measurements of Magnetic Materials 

Examples of the magnetization versus applied magnetic field for diamagnetic and 

paramagnetic materials have already been shown as Figure 2.7a and 2.7b, respectively. The 

magnetization is non-linear for a ferromagnetic material. An example plot of the 

magnetization as a function of applied magnetic field for a ferromagnetic material is shown 

as Figure 2.10 (from Cullity and Graham [18]) which is called a hysteresis curve. In this plot, 

several important points in the curve are marked. In this plot, Br is the remanent 

magnetization, Hc is the coercive field, and Bs is the saturation magnetization. The saturation 

magnetization is an intrinsic property whereas the remanent magnetization and coercivity are 

extrinsic and can depend on grain structure and geometry. The total area inside the hysteresis 

curve is a measure of the amount of energy loss inside of the magnetic material.  

a) b) 
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Figure 2.10 This is a schematic of the magnetization as a function of applied magnetic field 
for a ferromagnetic material. The points of saturation, remanent, and coercive fields are 
marked. 
 
 
2.2.7 Mechanism Behind Ferromagnetism 

Within ferromagnetic materials, one of the main drivers behind the coupling between 

electrons is due to the exchange interaction between electrons from neighboring atoms. 

Because electrons are indistinguishable to one another, electrons can interchange between 

atoms at high frequencies. This interaction between the two electrons can also lead to an 

exchange integral between the two electrons, Jex. When this exchange integral is positive, the 

energy between the electrons is at a minimum when the electron spins are parallel and a 

maximum when they are antiparallel. The opposite is true when the exchange integral is 
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negative. A positive exchange integral is a necessary condition for ferromagnetism though 

not a sufficient condition. The magnitude of the exchange integral is also influenced by the 

distance between neighboring atoms. If ra is the atomic radius and r3d is the radius of the 3d 

electron shell, the ratio ra/r3d decreases as the atoms are brought closer together if the 3d shell 

radius stays the same. As this ratio decreases, the electrons are brought closer together which 

drives the exchange interaction up until a certain point at which further decrease in this ratio 

actually causes the exchange integral to become negative. A schematic of a Bethe-Slater 

curve is shown as Figure 2.11 [18]. This shows how the ratio between the atomic radius and 

the 3d electron shell affects the exchange integral for some of the first row transition metals. 

 
Figure 2.11 This is a plot of the exchange integral as a function of the ratio of atomic radius 
to the radius of the 3d orbital. Several 1st row transition elements are shown. 
 
 

2.2.8 Magnetocrystalline Anisotropy 

For magnetic materials, it is easier to magnetize some crystalline directions than others. 

Assuming a single crystal of a ferromagnetic material, the applied magnetic field necessary 

to fully magnetize the sample is dependent upon the orientation of the crystal relative to the 

applied magnetic field. This is known as magnetocrystalline anisotropy. If the crystalline 

direction is easily magnetized, that family of directions is known as the easy axis. 
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Conversely, if the direction is difficult to magnetize, that family of directions is known as the 

hard axis. A schematic for the magnetization as a function of applied field of the same 

material along the easy axis and the hard axis is shown as Figure 2.12 [18]. The amount of 

energy required to rotate the magnetic domains in the material is known as the 

magnetocrystalline anisotropy energy. If it is difficult to magnetize a material along a 

particular direction (i.e. it requires a lot of applied magnetic field), the magnetocrystalline 

anisotropy energy is high. Depending on the application it is either necessary or unwanted to 

have a material with high magnetocrystalline anisotropy. The ferrites tend to have low 

magnetocrystalline anisotropy. With the exception of cobalt containing ferrites, the amount 

of energy required to fully magnetize these materials is low. A quick way to estimate the 

easy and hard axes of cubic magnetic materials is to minimize the energy equation. The 

equation is shown as E/V = K1 (m1
2m2

2 + m2
2m3

2 + m3
2m1

2) + K2m1
2m2

2m3
2 where K1 and K2 

are anisotropy constants and m1, m2, and m3 are the unit vector quantities along the applied 

field direction. It has been shown that the easy axis in nickel ferrite is <111> and the easy 

axis in cobalt ferrite is <100> [19].  
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Figure 2.12 This is a schematic of the magnetization of a material along its easy, medium, 
and hard axes. 
 
As mentioned previously, a ferromagnetic material is magnetized by either domain-wall 

motion or domain rotation. Assuming a material with high magnetocrystalline anisotropy 

energy, the application of a small magnetic field may not be enough to cause all domains to 

be magnetized in the same direction. This is due to the hard axes which may be aligned in the 

direction of the applied magnetic field. With a sufficiently high applied magnetic field, the 

remaining domains would rotate in the direction of the magnetic field which would cause the 

material to reach saturation magnetization. As a consequence, the dimensions of the material 

would change due to this magnetocrystalline anisotropy. 

 

Magnetocrystalline anisotropy also plays a role in determining whether a magnet is defined 

as a hard magnet or a soft magnet. A hard magnet is a ferromagnetic material that retains 

most of its magnetization after removal of an applied magnetic field. By contrast, a soft 

magnet is a ferromagnetic material that does not retain its magnetization after the applied 
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magnetic field is removed. A hard magnetic material, therefore, has a high 

magnetocrystalline anisotropy. Additionally, hard magnets tend to have high coercivity, high 

eddy current losses, low permeability, and large hysteresis loops. Soft magnetic materials are 

ferromagnets with low magnetocrystalline anisotropy, have low eddy current losess, high 

permeability, and very small hysteresis loops. 

 

2.2.9 Magnetostriction 

Magnetostriction is the response of any pure substance to an applied magnetic field via 

strain. The magnetically induced strain is represented by the variable λ and is defined as  

 λ =  
∆𝑙
𝑙

 
Equation 2.12 

 

where l is the length of the material. For most materials, this effect is so small (for weakly 

magnetic materials, a strain of 10-7 at really strong fields is observed) that it is of very little 

concern. However, the effect can be more pronounced in strongly magnetic materials. In 

ferromagnetic (and ferromagnetic and antiferromagnetic) materials at saturation 

magnetization, the strain can reach a maximum value denoted λs due to the complete 

alignment of the unpaired electron spins. As mentioned earlier, one of the origins of the 

larger magnetostriction observed in ferromagnetic materials is due to their 

magnetocrystalline anisotropy. As an example, the easy axis of iron is the <100> direction 

and the hard axis is the <111> direction. If a polycrystalline iron sample were placed into a 

magnetic field, H1, with the domain structure and microstructure, as shown by Figure 2.13, 
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the domain-walls would begin moving until state 2 is reached. At this point, the amount of 

energy required to change the remaining domain to align with the applied magnetic field 

would require more energy. This is accomplished by increasing the magnetic field to H2. The 

remaining domain would then flip causing a strain to occur across the length of the material. 

This schematic is overly simplified and many other factors are at play with magnetostriction 

but it gives a good demonstration into what magnetostriction looks like and how 

magnetocrystalline anisotropy plays a role into this phenomenon. For a full look into the 

mathematical proofs for this effect, the derivation for cubic ferromagnets has been published 

[20]. 

   
Figure 2.13 This is a schematic of the domain structure of a block of iron. The domain walls 
align with the grain boundaries. The grains marked in red have the 100 axis pointing 
vertically. The grains marked in blue have the 111 axis pointing vertically. The image on the 
left is state 1 (no applied magnetic field). The image on the right is state 2 (magnetic field 
pointing vertically). 
 
 
2.3 Magnetoelectricity 
 
2.3.1 Magnetoelectric Effect 
 
The magnetoelectric effect is a materials phenomenon where an electric field can induce 

magnetization in a sample and its converse. This effect is mediated through strain. The 

mathematical derivation behind the coupling between the mechanical-electric-magnetic 

a) b) 
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responses in magnetoelectric materials for a linear approximation is given by the set of 

equations shown below. 

𝜎 = 𝑐𝑐 −  𝑒𝑇𝐸 −  𝑞𝑇𝐻 
Equation 2.13 

 

𝐷 = 𝑒𝑐 +  𝜀𝐸 +  𝛼𝐻 
Equation 2.14 

 

𝐵 = 𝑞𝑐 +  𝛼𝑇𝐸 +  𝜇𝐻 
Equation 2.15 

 

where σ, S, D, E, B, and H are the stress, strain, electric displacement, electric field, magnetic 

induction, and magnetic field, respectively. The variables c, ε, µ, e, q, and α are the stiffness 

tensor, relative permittivity tensor, permeability tensor, piezoelectric coefficient tensor, 

piezomagnetic coefficient tensor, and magnetoelectric coefficient tensor, respectively. The 

T’s in the equation represent the transpose of the tensor. This set of equations relates the 

mechanical, electrical, and magnetic behavior in a magnetoelectric system. These equations 

assume the magnetic portion of the magnetoelectric is piezomagnetic, which is not often true. 

This distinction will be covered later. Further analysis will not be done here. 

 

2.3.2 Magnetoelectric Materials 

The uses for materials that exhibit magnetoelectric behavior include sensors, memory 

devices, transformers, resonators, and optical devices [21]. The magnetoelectric effect was 

theorized to exist in the oxide Cr2O3 in 1959 [22] and was experimentally verified in 1960 

[23]. In this oxide, the piezoelectric behavior (from being a ferroelectric) couples with the 
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piezomagnetic behavior (from being antiferromagnetic). Few single phase materials exist 

which show the magnetoelectric effect. This is due to the competing mechanisms by which 

ferromagnetism and ferroelectricity exist. For the majority of materials that exhibit 

ferroelectricity, the crystal structure is perovskite. In this crystal structure, the nearest 

neighboring ions have a hybridized electron structure. If the ions have empty d-orbitals in 

this hybridization, the structure tends to be non-centrosymmetric. The empty d-orbital is in 

direct conflict with an almost necessity for ferromagnetism which is unpaired electrons in the 

d-orbital. There do exist, however, a few materials which have both ferromagnetism and 

ferroelectricity. To understand how single phase multiferroics can exist in light of the 

seemingly contradictory requirements, several mechanisms have been proposed which will 

not be covered. Since the time of discovery of magnetoelectricity in Cr2O3, much study has 

been devoted to single phase materials which exhibit the magnetoelectric effect [24]–[27]. 

The issue with single phase magnetoelectrics is the weakness of its effect. The strength of the 

magnetoelectric effect is summarized by a value which is given by the variable αE with has 

the units V Oe-1 cm-1. For single phase materials, the greatest magnetoelectric voltage 

coefficient seen is around 3 V/Oe.cm [28].  

 

2.3.3 Piezomagnetism 

Before delving into magnetoelectric composites (which have been studied due to their ability 

to couple well and increase the magnetoelectric voltage coefficient), it’s important to note 

that the magnetoelectric effect is defined as the coupling between the piezoelectric and 

piezomagnetic effects in materials. Piezoelectricity (as briefly covered previously) involves 
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the induction of a polarization by an applied stress and, conversely, the induction of a 

mechanical strain by application of an electric field. This comes from the breaking of space-

inversion symmetry due to the non-centrosymmetry in the crystal structure. Additionally, as 

noted before, the piezoelectric effect is seen in all ferroelectric crystals and even crystals 

which do not exhibit ferroelectricity. The piezomagnetic effect, by corollary to the 

piezoelectric effect, is the induction of a magnetization in a material by application of a 

mechanical stress and, conversely, the induction of a mechanical strain by application of a 

magnetic field. The origins of this are from the breaking of time-inversion symmetry. By 

contrast to piezoelectric materials, piezomagnetism is not seen in all ferromagnetic materials. 

This is because the mechanism by which magnetism exists is from the positive exchange 

interaction between electron spins in neighboring atoms. Although crystal structure plays a 

role (see the Bethe-Slater curve in secion x), the origins of the positive exchange interaction 

is not merely from symmetry or crystal structure. The origins behind piezomagnetism, 

though, are directly related to the crystal symmetry. This effect is not nearly as well covered 

in the literature due to its uncommonness. It is known that piezomagnetism linearly couples 

stress/strain to magnetization/applied magnetic field. Additionally, a magnetic moment can 

be produced by mechanical strain alone in zero magnetic field. Although uncommon, 

piezomagnetism has been seen in the materials Cr2O3 [23] and Mn3GaN [29]. To achieve the 

magnetoelectric effect in composites, magnetostrictive materials have been used instead. 
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2.3.4 Magnetoelectric Composites 

To achieve a greater magnetoelectric effect to be used in devices, magnetoelectric 

composites have been used. This involves combining a piezoelectric material with a 

piezomagnetic (or magnetostrictive) material in a singular sample. There exist three main 

orientations for the combination of these two material classes: 0-3 structure, 2-2 structure, 

and the 1-3 structure. The 0-3 structure is particles of one phase existing in a matrix of the 

second. The 2-2 structure is a layered laminate structure where the phases exist in stacks. The 

1-3 structure is columnar or fiber-like grains of one phase existing in a matrix of the second. 

Because all ferroelectric materials are piezoelectric, ferroelectrics tend to be used as the 

piezoelectric in the system. For the magnetic material, a piezomagnetic linearly couples the 

stress/strain with the magnetization/applied magnetic field which a magnetostrictive material 

couples the stress/strain and magnetization/applied magnetic field non-linearly. While this 

makes device application more difficult, the benefits far outweigh the detractions. One of the 

first composite magnetoelectric composites made combined the ferroelectric barium titanate 

and the ferrimagnetic cobalt ferrite. This composite produced a magnetoelectric voltage 

coefficient of 0.13 V/Oe.cm [30]. Since that time, further research into the composites has 

been done. The ferroelectric systems studied for the composites include PZT (Pb(ZrTi)O3), 

PMN-PT (Pb(MgNb)O3-PbTiO3), PVDF (poly(vinylidene fluoride-trifluorethylene)), and 

BTO (BaTiO3), among others. These materials are chosen for the electrical part due to their 

high piezoelectric coefficients. For the magnetostrictive materials used in magnetoelectric 

composites, the ferrites and Terfenol-D have been studied. The main ferrites of study have 

been nickel ferrite and cobalt ferrite. Terfenol-D is a metallic alloy with chemical formulae 
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of TbxDy1-xFe2. Each of these materials has their own unique advantages and disadvantages. 

Nickel ferrite is a material with a fairly high Curie temperature, high resistivity, and a decent 

magnetostrictive coefficient. Cobalt ferrite has a slightly lower Curie temperature, similar 

resistivity, and a large magnetostrictive coefficient. Terfenol-D has an extremely large 

magnetostrictive coefficient, low resistivity, and a lower Curie temperature than either CFO 

or NFO. One of the main disadvantages to using nickel ferrite for the magnetostrictive layer 

is its lower magnetostrictive coefficient. CFO has an order of magnitude high 

magnetostrictive coefficient while the MS coefficient of Terfenol-D is two orders of 

magnitude higher [21]. However, the high resistivity of nickel ferrite means eddy current 

losses will not occur with this material and its high Curie temperature means it can be used in 

applications not able to be achieved in materials with lower Tc. Additionally, nickel ferrite 

couples extremely well with PZT [31]. Cobalt ferrite has a fairly large magnetostrictive 

coefficient, high Curie temperature, and high resistivity. Because of these properties, cobalt 

ferrite is well suited for all of the applications that NFO could be used in while maintaining a 

higher sensitivity to magnetic fields. However, it’s been difficult to interface this material 

with PZT like NFO is able to do [31]. Terfenol-D has an enormous magnetostrictive 

coefficient with a reasonably high Curie temperature (~380-430 °C) [32] which makes this 

material really promising for use as the MS layer. However, it has a low resistivity which 

means there will be large eddy current losses in this material. Additionally, Terfenol-D is 

extremely brittle which means it has been more heavily integrated into the polymer-based 

piezoelectrics [33]; eliminating the need for high Curie temperature. 

 



 

39 

2.4 Ferroelectric Random Access Memory 

2.4.1 Computer Memory Basics 

As computer usage is higher today than ever before, the need for computer memory that has 

good data retention, fast read/write speed, low cost, and good reliability is more important 

now than ever. Historically, computer CPUs (central processing units) have written data that 

needs to be quickly and immediately accessed onto RAM (random access memory) which 

can be read and written to at speeds comparable to the running speed of the CPU (10s of ns). 

Here, RAM is defined as memory that operates at speeds comparable to that of the CPU. 

Random access memory is typically volatile, i.e. when power to the memory is cut, the data 

are lost. When data does not need to be immediately accessed by the CPU, data is typically 

written to non-volatile memory (NVM). Non-volatile memory is defined as memory that has 

the capacity to retain data for at least 10 years. Hard drives today are NVMS and are either 

FLASH based (~1 ms read/write time) or magnetic bit based (1s-10s of ms read/write time). 

These operational times are orders of magnitude slower than that of the CPU running speed. 

This leaves a gap for memory that is both non-volatile and can run at the operating speeds of 

computer CPUs. To fill this gap, ferroelectric memories have been heavily studied. 

 

2.4.2 Ferroelectric Memory 

 The use of a ferroelectric for computer memory takes advantage of the materials ability to 

have two polarization states. If this material is integrated into a capacitor-type structure (the 

ferroelectric thin film sandwiched between two similar metal electrodes), the ferroelectric 

film can be polarized in the up or down state normal to the plane of the film. The up or down 
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state would correspond to a 1 or 0, respectively, which is the basis for computer memory. 

Ferroelectric memories were theorized several decades ago and devices integrating them 

have been built since the 1980s. The simplest way that ferroelectric capacitors can be 

integrated into computer memory is through a 1T1C architecture. An example schematic is 

shown below as Figure 2.14. In this setup, the BL stands for bit line, PL stands for plate line, 

and WL stands for word line. In this configuration, the ferroelectric capacitor stores the bit 

by the direction of its polarization. The BL is used to read the state of the capacitor. The WL 

is used to open the transistor and access the capacitor. To write a new bit to the ferroelectric, 

a +V would cause the ferroelectric to go into its –Pr while a –V pulse would cause the 

ferroelectric to go into its +Pr. To read the existing bit, a switching voltage must be applied 

to the capacitor, measure its output current via a load resistor, send the signal to a sense 

amplifier and determine whether the displacement current is large (the ferroelectric switched) 

or small (the ferroelectric did not switch). This read process ends up destroying the original 

data in the ferroelectric capacitor. The process then involves rewriting the data to the 

capacitor that was just read. This is known as a destructive read process and is one of the 

main drawbacks for utilizing this architecture in FeRAM widely. 

 
Figure 2.14 This is a schematic of the 1T1C FeRAM. The initialism BL stands for bit line, 
PL for plate line, and WL for word line. 
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Some ways of mitigating this are to use different FeRAM architectures. Some examples are 

the 2T2C (schematic shown as Figure 2.15) and the 6T4C. In the 2T2C, two ferroelectric 

capacitors and two transistors are used. This architecture has the advantage of being able to 

reduce the amount of imprint-retention that the capacitors will have seen. This is because 

complimentary signals will be written across each capacitor which will give an imprint-

retention across one capacitor while the other will get a non-imprint-retention signal. The 

2T2C architecture also maximizes the sensed voltage and ensures a more stable read-out. The 

6T4C architecture, discovered by S. Masui et al [34], combines six transistors with four 

ferroelectric capacitors. This architecture is advantageous in that this architecture has an 

unlimited lifetime (lifetime of more than 10 years with constant read/write cycles on the 

capacitors) and its access time is much faster than that of the 1T1C and the 2T2C 

architecture. The main issue with the 2T2C and 6T4C is that the bit density is much lower 

than that of the 1T1C. Although advantageous, within the same sized memory package, the 

memory density would be significantly lower. 

 
Figure 2.15 This is a schematic of the 1T1C FeRAM. The initialism BL stands for bit line, 
PL for plate line, and WL for word line. 
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Today, flash based memories are widely used due to their increased speed over the traditional 

hard disk drives used a decade ago. Therefore, any new memory that hits the market must 

compete (and have advantages that outweigh) with the speed of the flash memory. The table 

shown below as table 2.1 gives a rough comparison of the flash memory, SRAM (static 

random access memory), DRAM (dynamic random access memory), and the FeRAM. This 

table is adapted from [15]. 

 

Table 2.1 This table shows the properties of several memory types in use today. 

Memory 

Type 

Endurance Access Time Data 

Retention 

Standby Cell Size 

Flash ~105 ms 10 years <1 µA ~1 

SRAM unlimited ns 10 years >1 µA ~6 

DRAM unlimited ns ms >10 µA ~1 

FeRAM unlimited ns 10 years <1 µA 1-6 

 

This table shows that each memory type has its own advantages and disadvantages. In 

particular, the main disadvantage to the FeRAM is the cell size necessary to achieve 

unlimited endurance and high data retention. This is due, in part, to the destructive read 

process in these cells. 
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2.5 Materials 

2.5.1 Hafnium Oxide 

Hafnium oxide (hafnia or HfO2) is a binary oxide system which has garnered much interest 

over the last several decades for a variety of reasons. One of the more obvious uses of this 

material is as a refractory, inert material to protect more reactive materials due to its high 

melting temperature (2758 °C). More recently, the research on this material has been focused 

on its optical and electrical properties. 

 

Some investigations [35] into the phase of the material lead to a pressure/temperature phase 

diagram that shows, as temperature is increased at standard pressure, a P21/c monoclinic 

phase, a P42/nmc tetragonal phase, and a Fm3�m cubic phase. With higher pressures, the 

phases present were a Pbca orthorhombic and a Pnma orthorhombic phase. At least one 

additional phase of hafnia has been discovered with the discovery of ferroelectricity in 

hafnium oxide. The main phase is the Pca21 phase. A second orthorhombic phase is theorized 

to be the Pmn21 phase.  

 

One of the biggest drivers for research on hafnia thin films is in the search for a replacement 

gate dielectric for silicon dioxide in CMOS transistors. The need for a replacement is due to 

large leakage currents that flow through this gate dielectric because of its thickness (1.4 nm). 

The gate dielectric layer thickness was consistently reduced to increase the capacitance in the 

transistor gate. Because the thickness has reached such a critical level (where the probability 

of tunneling electrons becomes large), a material with a higher dielectric constant is needed 
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to achieve the same capacitance at larger thicknesses. Research for new high-k dielectric 

materials led, eventually, to hafnium dioxide. This is because this material has a relatively 

high dielectric constant (16 for the monoclinic phase, 28-70 for the tetragonal phase, and 26-

29 for the cubic phase [1]), is thermodynamically stable with Si, is insulating, forms a good 

electrical interface with Si, has few bulk electrically active defects, and is kinetically stable 

with current processing parameters [36]. In this context, high is as compared with the current 

standard gate dielectric used for computers. The desire for using hafnium oxide as the gate 

dielectric was to use the amorphous phase or to use a nano-crystalline high symmetry phase. 

The reasoning for the former was to lower the magnitude of leakage current and the latter due 

to its higher dielectric constant. However, only dopants were found to achieve the high 

symmetry phases of hafnia in thin film form [1] until very recently [37]. 

 

From this research, a ferroelectric phase of hafnia was discovered in 2011 [38] by doping it 

with small amounts of silicon. Since that time, much research has been devoted into trying to 

understand the structure [39], [40], modeling the phase [35], [41], and finding the dopants 

that best optimized the properties [4], [5]. Although this material does not have the highest 

piezoelectric response to applied fields [38], [42], its ability to be cycled up to 4 MV/cm and 

exhibit ferroelectric properties down to 10 nm makes this material extremely useful for 

applications in the ferroelectric-based memory. Most of the synthesis of ferroelectric hafnia 

has been done using vacuum based deposition techniques including ALD [6], [43], [44] and 

sputtering [45]. There have been a few reports that have found that ferroelectric hafnia can be 
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grown via chemical solution deposition (the technique is covered later) with various dopants 

[5], [7], [46].  

 

2.5.2 Ferrites 

Ferrites are iron oxide materials typically used in some magnetic capacity (although their 

usefulness in antennas [47], catalysts [48], and gas sensors [49] cannot be ignored). Today, 

two main crystal structures of the ferrites are researched: the cubic spinel phase and the 

hexagonal phase, known as hexaferrites. Of focus for the remainder of this paper is the cubic 

spinel phase. The chemical formula for the cubic spinel ferrites is MFe2O4 where M is 

typically a transition metal and can be many different metal cations in the same system. To 

date, Li [50], Al [51], Zn [52], Co [53], Ni [54], Cu [55], Mg [56], Gd [57], Y [58], and Mn 

[59](among others) have been looked into for the metal cation. Depending on what metal is 

chosen, the structure will vary between spinel and inverse spinel. A spinel structure  is where 

the oxygen atoms comprise an FCC lattice, the M atoms sit on the tetrahedral sites, and the 

iron atoms sit on the octahedral sites. In inverse spinel, the oxygen still comprises the FCC 

lattice while the M atoms sit on the octahedral sites, and half of the iron atoms sit on the 

tetrahedral and the other half on the remaining octahedral sites. Ferrites tend to be 

ferrimagnetic materials. For both nickel ferrite, the crystal structure is inverse spinel. This 

means that the nickel atoms tend to sit on octahedral sites while half of the iron atoms sit on 

tetrahedral sites and the other half sit on octahedral sites. The magnetic moments of the iron 

atoms on the octahedral sites cancel out the magnetic moments of the iron atoms on the 
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tetrahedral sites. As a result, within NFO, the magnetism in the system is coming entirely 

from the moments of the nickel. 

 

Table 2.2 compares some of the properties of a few well studied ferrites and a few well 
studied metal ferromagnets. 
 NiFe2O4[60]–[63] CoFe2O4[64]–[67] Fe3O4[68] Fe [69] Ni [69] 

ρ (g/cc) 5.38 5.26 5.18 7.87 8.91 

ρ (Ωcm) 106 106 10-3 10-9 10-9 

Tc (°C) 592 490 577 771 355 

λs (10-6) -21 -164 35 -7 -35 

Ms (emu/g) (300 K) 55 69 92 217 55 

Ms (emu/cc) (300 K) 296 363 474 1710 488 

 

Of these magnetic materials, nickel ferrite and cobalt ferrite have been among the most 

highly studied for use in magnetoelectric composites. This is due to their relatively high 

Curie temperature and their high resistivity. The former property allows their use in a variety 

of applications even into the higher temperature regime where the latter property allows for 

fewer losses through eddy currents. Additionally, these materials have a lower density than 

the metallic ferromagnets which allows for weight savings when these materials are 

packaged. Among the materials shown in the table, cobalt ferrite has the largest 

magnetostriction which will tend to give a higher magnetoelectric constant. However, nickel 

ferrite tends to couple better with the titanate materials. This has led to the large study of 

these two magnetic materials for the magnetostrictive layer of the heterostructure. 
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2.6 Chemical Solution Deposition 

Chemical solution deposition (CSD) is a broad term describing using a chemical solution to 

deposit thin films of material onto a substrate. Typically, these films are oxides [7], [70], [71] 

although polymers have also been deposited via CSD [72]. This technique is typically done 

in one of two ways: dip coating and spin coating. Spin coating involves putting a substrate 

onto a spin coater, holding that sample in place, dropping solution onto the surface, and 

spinning the substrate at a set speed for a set time at a set acceleration. The solution used 

tends to be a mixture of large organic ligands that bond to the metallic ions and the solvent. 

The viscosity of the solution plays an important role as more viscous solutions will tend to 

deposit thicker films. During the process, most of the solution is spun off of the surface. As 

the solution is spun on the substrate, a balance between the outward force on the resin is 

balanced by how quickly the solution is drying. Due to the increasing surface area to volume 

ratio, the solution tends to dry more and more quickly as the film thins. The process of drying 

causes the viscosity of the film to increase which counteracts the centrifugal force. For spin 

coating, several parameters can be varied to affect the thickness and quality of the deposited 

film. These include but are not limited to: spin speed, spin acceleration, substrate 

composition, spin time, number of spin cycles, and exhaust air flow. Spin coating has been 

used by groups to do deposition of both ferroelectrics [7], [73]–[75] and ferromagnets [54], 

[76]. This deposition technique has advantages in its flexibility with stoichiometric variation. 

Where vacuum-based deposition techniques depend heavily on the plasma and plume 

kinetics as well as the deposition pressure, gas mixture, target to substrate distance and angle, 

power density, temperature, cleanliness, deposition rate, and target purity, chemical solution 
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deposition allows for flexibility with substrate and chemical stoichiometric changes. Some of 

the major drawbacks of chemical solution deposition are the necessity to find solvents that 

wet the desired substrate well and its limitation to depositing oxide and polymer-based films. 
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CHAPTER 3 

INSTRUMENTATION 

3.1 GIXRD 

The primary method for evaluating the phase of the synthesized films was through grazing 

incidence x-ray diffraction (GIXRD). In standard Bragg-Brentano geometry XRD, a 

divergent x-ray beam strikes the surface of the sample at an angle (omega) from the plane of 

the sample. The x-rays will, if in Bragg condition, strike the sample and constructively 

interfere producing intense regions of diffracted x-rays. If the detector is a point detector, the 

detector will collect the diffracted x-rays from a position co-planar to the sample and source 

and at an angle 2θ from the line of the source x-rays if they fully transmitted through the 

sample. If the XRD is in standard Bragg-Brentano geometry, (omega) will be equivalent to 

half of 2θ. A schematic for the description above is shown as Figure 3.1. The Bragg 

condition is fulfilled when the incident x-rays strike the sample and the diffracted x-rays 

constructively interfere as described by equation 3.1 

𝑛 𝜆 = 2𝑑 𝑠𝑖𝑛𝑠 
Equation 3.1 

 
where λ is the wavelength of the x-rays, d is the spacing of the lattice planes, θ is the angle 

between the plane of the sample and the diffracted beam, and n is some integer multiple. In 

standard Bragg-Brentano geometry, the source and detector will move together to maintain 

the same angular relationship to the sample plane normal. The result is that, in theory, the 

only information on lattice spacing that can be collected using this geometry is if the crystal 

planes are parallel to the sample surface. A schematic of this is shown as Figure 3.2 a. 
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Figure 3.1 This is a schematic for standard Bragg-Brentano geometry x-ray diffraction. 
Marked are angles described using this technique. 
 

By contrast, GIXRD involves striking a sample with a parallel x-ray beam. The other major 

difference with GIXRD over Bragg-Brentano geometry is that the source stays fixed at a low 

incident angle, i.e. (omega) is static. This does not change the fact that Bragg condition must 

be met for the x-rays to diffract in the sample. The major difference is that crystal planes 

parallel to the sample surface plane will not diffract in GIXRD. Instead, the crystal planes 

whose normal bisects the angle between the source and detector are the only crystal planes 

that will diffract. This tends to heavily reduce the signal that is detected from the substrate 

which makes this orientation useful for thin film analysis. A schematic of what happens is 

shown as Figure 3.2 b.  
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Figure 3.2 Shown are the schematics for where diffraction peaks originate in a) Bragg-
Brentano and where the peaks originate from in b) grazing incidence x-ray diffraction. 
 

The other reason that GIXRD tends to work well for thin films is due to the amount of space 

covered in the thin film as opposed to the substrate of the material. As a simple example, 

using the data from the NIST website for calculating mass attenuation coefficients in 

compounds [77] and the equation 

𝜇
𝜌

=  �𝑤𝑖(𝜇/𝜌)𝑖
𝑖

 

Equation 3.2 
 

the mass attenuation coefficient for hafnium dioxide is roughly 135 cm2/g. To calculate the 

thickness required to bring the intensity of the x-ray beams in hafnia down to 10 %, the 

equation 

𝐼
𝐼𝑜

=  𝑒[−(𝜇/𝜌)𝜌𝜌] 

Equation 3.3 

a) 

b) 
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is used where the I/Io expression represents the fraction of intensity emerging, the µ/ρ 

expression is the mass attenuation coefficient, ρ is the density, and t is the thickness that the 

x-rays would penetrate to achieve that drop in intensity. For hafnia, using the density of 9.68 

g/cc, the thickness required to achieve a 90 % drop in intensity is 1.76 µm. Using Bragg-

Brentano, this would present a problem because the x-ray beam would completely penetrate 

the thin film and most of the signal would come from the substrate. But, because the source 

angle is fixed to a low position, an (omega) = 1.5 ° with a 50 nm thick thin film of hafnia 

would mean the incident beam would travel at least 1.91 µm before signal could come from 

the substrate. This makes GIXRD powerful for acquiring information from the thin film only. 

 

3.2 AFM 

To evaluate the roughness of the sample, atomic force microscopy (AFM) was used in 

tapping mode. This involves tapping a sharp tip across the surface of the sample and, using a 

laser in combination with a photodiode, recording the topography of the sample surface. This 

technique is dependent on the quality of the tip used and the accuracy of the photodiode. 

However, very fine resolution of the surface roughness can be measured with great accuracy. 

Films that have ~1 nm RMS roughness or less are considered quality thin films. Root mean 

square (RMS) roughness is calculated via the equation 

𝑅𝑞 =  �
1
𝑛
� 𝑦𝑖2

𝑛

𝑖=1
 

Equation 3.4 
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where yi is the difference between the height at a given point i and the mean of all of the 

points in the image, n is the total number of points measured, and Rq is the RMS roughness 

value. 

 

3.3 XRR 

To confirm the roughness value seen in AFM and to measure the thickness of the thin films 

deposited, a technique known as x-ray reflectivity (XRR) was used. The geometry for XRR 

is the exact same as in a Bragg-Brentano XRD experiment except that the incident beam is 

parallel and not divergent. For XRR, only small angles of (omega) and 2θ are used. When the 

incident beam angle is small enough, the sample reflects 100 % of the incident beam. As 

(omega) continues to increase, the beam will penetrate into the sample. The angle at which 

this happens is known as the critical angle (θc). Beyond the critical angle, some x-rays will 

penetrate into the sample while others will be reflected; as the angle increases, the number of 

x-rays that penetrate increases. If there exists one thin film on top of a substrate, at an angle 

larger than the critical angle, some x-rays will fully reflect off of the surface of the sample. 

Other x-rays will penetrate the thin film and will reflect off of the interface between the film 

and the substrate. Others still will penetrate fully into the substrate which will be diffracted 

and not seen by the detector. If the x-rays reflected from the surface are an integral 

wavelength multiple of the x-rays reflected from the interface, there will be constructive 

interference and the appearance of a peak in the reflection data. If the difference in path 

length of these two x-rays is ½ a wavelength multiple, there will be destructive interference 

and a trough will appear in the reflection data. This periodicity in peaks and troughs is called 
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Kiessig fringes and determines the thickness of the thin film. This is done by using the 

Fresnel equation 

𝑑 =  
𝜆

2 ��(𝑠22 −  𝛼𝑐2) −  �(𝑠12 −  𝛼𝑐2)�
 

Equation 3.5 
 

where d is the thickness of the film, λ is the wavelength of the incoming x-rays, θ2 is the 

second fringe, θ1 is the first fringe, and αc is the critical angle. All of the angles should be in 

radians. 

 

Using modeling software, the roughness of the film can be calculated by how quickly the 

intensity dies off in 2θ space. This technique is not useful for thin films with thickness above 

about 200 nm (unless the detector is extremely high resolution) nor for films with roughness 

above about 2-3 nm RMS roughness. 

 

3.4 Electrical Measurements 

For the electrical measurements, an LCR meter was used to measure the dissipation factor 

and the capacitance while a Radiant Technologies Multiferroic/Ferroelectric Test System was 

used to measure the polarization, transient current, and leakage current. For a good overview 

of the electrical measurements done on dielectrics and ferroelectrics, see the review by 

Damjanovic [78]. 
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CHAPTER 4 

PROCESSING OPTIMIZATION OF HIGH SYMMETRY  

HAFNIA THIN FILMS ON SAPPHIRE 

The high symmetry phases of hafnia have higher dielectric constants than the monoclinic 

phase or amorphous hafnia [1]. Electric field cycling of doped hafnia in the higher symmetry 

phase (cubic, tetragonal, orthorhombic) has also been shown to induce the ferroelectric phase 

of hafnia [2]. These higher symmetry phases of hafnia have only ever been achieved using 

dopants [3]–[5] or from vacuum-based deposition techniques [6]–[8]. To use the high 

symmetry phases of hafnia for MOSFETs, the film should not have dopants because they 

tend to create charge imbalances in the oxide. This will cause a shift in the gate threshold 

voltage which will affect when the transistor turns on [36]. For ferroelectric hafnia, the 

understanding of processing parameters necessary to achieve high symmetry hafnia may 

allow for this material to be more well understood and further utilized. In this chapter, some 

of the processing parameters necessary to synthesize thin films of the high symmetry phases 

of hafnia will be studied. The main benchmark for success was determining the phase from 

XRD and/or GIXRD. For deposition parameter optimization, single side polished, 430 µm 

thick c-cut sapphire wafers were used. This will inform a starting place for the synthesis of 

the high symmetry phase of hafnia on other substrates and how best to process them. 

 

4.1 Annealing Temperature Study 

Based on the phase diagram of hafnium dioxide, the high symmetry phases are produced 

with high pressures and/or high temperatures [35]. A method for overcoming this is to use 
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lattice mismatch/quenching the high symmetry phases in place via rapid temperature 

processing. As a starting place, to synthesize high symmetry phases of hafnium dioxide via 

chemical solution deposition with no dopants, it was important to first settle on a chemistry 

to be used for the solution. Based on the dissertation of Benjamin Norris [79], a 1.8 M 

hafnium oxychloride solution was used for chemical solution deposition. This was made by 

mixing 4.96 g of hafnium oxychloride octahydrate with 1 g of glycine in 3.6 mL of deionized 

water. This mixture was covered, stirred, and heated to 115 °C for 75 minutes. After that 

time, 3 mL of deionized water was added to the solution and allowed to stir for 30 additional 

seconds. This solution was filtered through a 0.2 µm PTFE filter and designated as the stock 

solution. 

 

For the depositions, a 1 cm by 1 cm c-cut sapphire substrate was used. This substrate was 

cleaned by blowing compressed air over the surface, then deionized water, then methanol, 

then acetone, and finally methanol. It was then blow dried using compressed air. The 

substrate was put onto a WS-400-6NPP-lite from Laurell Technologies Corporation spin 

coater while the hafnium oxychloride solution was statically dropped onto the surface until 

the entire substrate was covered. The sample was then spun at 6000 rpm for 30 seconds with 

an acceleration of 1064 rpm/s. The sample was then placed into a preheated tube furnace at 

varying temperatures for varying times to narrow down the appropriate annealing 

temperature and time. Each sample was coated twice following the procedure above in order 

to get the most signal from the XRD. Standard Bragg-Brentano geometry XRD (PANalytical 

Empyrean X-ray Diffractometer) was used to find the phase of the thin film. The XRD 
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spectrum is shown below as Figure 4.1. Shown below the diffraction data are the peak 

positions of the corresponding hafnium dioxide phases. The space groups corresponding to 

the diffraction peak positions are shown. 

 
Figure 4.1 This is a plot of the diffraction spectra of a hafnia thin film on c-cut sapphire. The 
annealing time and temperature is shown beside each curve. The standard peak positions for 
each space group of hafnia are also shown below the diffraction spectra with the space group 
marked. 
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As is quickly evident from the diffraction data, all samples annealed for only 1 minute, the 

sample annealed at 400 °C, and the sample annealed at 600 °C for 5 minutes have no peaks 

show up in the XRD plot from the hafnia thin film. These films are amorphous. When the 

films are annealed to 500 °C for an hour, the faintest of peaks corresponding to the 

monoclinic -111 and 111 peaks are visible indicating that the crystallization process is 

beginning. Upon annealing at higher temperatures, diffraction peaks appear in the spectrum. 

For the sample annealed at 700 °C for 5 minutes in air, the same monoclinic peaks visible in 

the 500 °C sample appear but an additional peak at 30.6 ° also appears. This diffraction peak 

is from a high symmetry phase of hafnia believed to be the cubic phase. When the sample is 

annealed to higher temperatures, only the monoclinic peaks appear in the diffraction data. 

The appearance of the high symmetry phase diffraction peak in the diffraction data of the 

hafnia film annealed at 700 °C is a promising first result for synthesizing this phase of hafnia 

with no dopants. The desire was to maintain this high symmetry phase with one coat and to 

optimize the synthesis procedure. An additional test showed that for one coat, 700 °C for 3 

minutes yielded a thin film with no visible monoclinic peaks. Therefore, an annealing time of 

3 minutes was used for the rest of the experiment. 

 

To further pare down on the appropriate annealing temperature, annealing temperatures of 

650 °C, 675 °C, 700 °C, 725 °C, and 750 °C were used with an annealing time of 3 minutes 

in air. The same 1.8 M hafnium oxychloride solution was used and the solution was statically 

dropped onto the substrate. The samples were spun at 6000 rpm for 30 s with an acceleration 

of 1064 rpm/s on a c-cut sapphire substrate. These samples were only coated once. To 
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qualify the thin films, GIXRD was used. The omega was fixed to 1.5 ° for all of the scans. 

The diffraction spectrum for the films is shown below as Figure 4.2. The standard peak 

positions for several phases of hafnia are shown below the spectrum with the corresponding 

space group denoted beside each standard. Only the samples annealed at 725 °C and 750 °C 

showed a peak beginning to form around 30.6 ° which corresponds to one of the high 

symmetry phases of hafnia. The lower temperature anneals appeared mostly amorphous with 

a slight hump around the monoclinic 111 peak. For the samples annealed at 750 °C, based on 

the heat treatment, the substrates would crack apart which made them unsuitable for further 

use. 
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Figure 4.2 This is a plot of the diffraction spectra of a hafnia thin film on c-cut sapphire. The 
annealing time and temperature is shown beside each curve. The standard peak positions for 
each space group of hafnia are also shown below the diffraction spectra with the space group 
marked. 
 

4.2 Starting Temperature Study 

In section 4.1, the annealing temperature was optimized to produce the high symmetry phase 

of hafnia in thin film form with no dopants. This study showed that the appropriate annealing 
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temperature was 725 °C for 3 minutes. The process for making the hafnia thin films involved 

a rapid thermal process whereby the spun samples were placed into a preheated alumina boat 

in a preheated tube furnace at a given temperature. It was important to understand how the 

initial temperature played a role in the phase formation of the hafnia thin film. The 

temperature necessary to transform the monoclinic phase of hafnia to tetragonal and cubic 

are about 2000 K and 2900 K [1], respectively. The temperatures achieved in the tube 

furnace do not reach near that temperature. This being the case, the rate at which the film is 

heated (stress) is most likely the cause for the formation of this high symmetry phase. The 

rapid annealing process was accomplished by preheating an alumina boat to the annealing 

temperature, allowing the boat to cool for a set amount of time to achieve the desired starting 

temperature, and then placing the sample into the boat. This would cause the sample to heat 

from room temperature to several hundred degrees Centigrade in a matter of seconds. It was 

not possible to measure the temperature profile of the sample itself. The way to best estimate 

the sample temperature, which was important for understanding the rapid anneal’s effects on 

the phase of the film, was to use a thermocouple attached to the bottom of the alumina boat. 

In this way, the temperature of the boat (which was a much larger thermal mass than the 

sample) could be used to estimate the temperature of the sample. The plot below, Figure 4.3, 

shows the temperature profiles for the alumina boat during the anneal which gives a good 

estimation of the temperature experienced by the sample.  
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Figure 4.3 This is a plot of the temperature profiles used in this study. Each plot extends over 
3 minutes of time. The alumina boat was cooled to vary the starting temperature and each 
time, the boat was placed back into the center of a preheated tube furnace at 725 °C. 
 

The procedure for synthesizing the hafnia thin films was similar to the previous section. The 

c-cut sapphire was cleaned using compressed air, methanol, acetone, and methanol. It was 

placed onto the spin coater and the 1.8 M solution was statically dropped onto the sample. 

The sample was spun at 6000 rpm for 30 s with an acceleration of 1064 rpm/s. A tube 

furnace was preheated to 725 °C with an alumina boat in the center. Once the alumina boat 

had been at 725 °C for at least 5 minutes, the alumina boat was pushed to the edge of the tube 

and allowed to cool to the appropriate temperature as shown in the temperature profile above. 

The spun sample was then placed into the alumina boat and the boat was pushed into the 

center of the tube furnace. A thermocouple was measuring the temperature of the alumina 

boat constantly. After 3 minutes, the sample was removed. 
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A GIXRD plot of the hafnia films is shown below as Figure 4.4 with the peak position 

standards for each phase of hafnia shown below the plot. Marked with each diffraction set is 

the starting temperature of the sample as measured by the thermocouple on the alumina boat. 

For the sample that was annealed from 560 °C up to 725 °C, monoclinic peaks were the only 

diffraction peaks that showed up. These data corroborate what was seen in Figure 4.1. When 

the temperature is too high, the monoclinic phase will form in the hafnia. For all other 

samples, the high symmetry phase diffraction peaks appeared. The sample annealed from 520 

°C to 725 °C showed some significant monoclinic peaks. The samples annealed from lower 

temperatures to 725 °C showed mostly high symmetry phase hafnia diffraction peaks with 

the monoclinic diffraction peaks showing up as shoulders. Therefore, 480 °C was chosen as 

the starting temperature to anneal the films to 725 °C to keep to a minimum the amount of 

monoclinic phase in the hafnia film and to maximize the amount of the high symmetry phase. 
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Figure 4.4 This is a plot of the GIXRD diffraction data of the hafnia film produced by 
varying the starting temperature of each sample. The diffraction data from each film has the 
starting temperature of that sample marked beside it. Below the diffraction plot is the 
standard peak positions of each phase of hafnia with the space group marked beside each 
one. 
 

4.3 Solution Concentration Study 

At this point, it was important to ensure that the solution concentration was appropriate for 

obtaining the high symmetry phases of hafnia in the thin film form. The solution 

concentration used in section 4.1 and 4.2 was 1.8 M hafnium oxychloride with 1.8 M glycine. 

In this portion of the study, the concentration of the solutions was varied by synthesizing new 
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batches of hafnium oxychloride solution. This was done by mixing an equivalent number of 

moles of hafnium oxychloride and glycine into deionized water, stirring and heating as 

mentioned previously, and filtering the new solutions through the 0.2 µm PTFE filter. The 

glycine and the hafnium oxychloride reacted to form a metal-ligand complex which would 

increase the viscosity of the resulting solution. The solution concentrations were 0.4 M, 1.1 

M, 2.0 M, 2.2 M, and 2.5 M. Because the 1.8 M concentration began showing the desired 

phase of hafnia, the concentration was varied in finer steps near this 1.8 M concentration. 

Each sample was coated once with the appropriate hafnium oxychloride solution. The 

solution was statically dropped onto a c-cut sapphire substrate and spun at 6000 rpm for 30 s 

with an acceleration of 1064 rpm/s. Because the diffraction data showed that annealing the 

samples at 725 °C produced the high symmetry phase of hafnia without the samples breaking 

apart, all samples were annealed at 725 °C for 3 minutes with a starting temperature of 480 

°C. The GIXRD spectrum for this study is shown below as Figure 4.5 with the standard peak 

positions corresponding to the phases of hafnia shown below the spectra. 



 

66 

 
Fig 4.5 This is a plot of the GIXRD spectra from the hafnia thin films. The concentration for 
the precursor solution used to produce each hafnia thin film is shown beside each curve. The 
standard peak positions for each space group of hafnia is shown below the diffraction plots 
with the space group marked. 
 

To further understand the diffraction data, XRR was done to each film to measure its 

thickness. These data show that the thickness for the films made from the 0.4 M, 1.1 M, 1.8 

M, 2.0 M, 2.2 M, and 2.5 M precursor solutions were 10.9 nm, 35.7 nm, 58.9 nm, 57.9 nm, 

60.1 nm, and 59.7 nm, respectively. The films made from the 0.4 M and 1.1 M solutions 

showed no diffraction peaks in GIXRD. This could be due to the necessity for higher 
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annealing temperatures or longer annealing times to achieve crystallinity due to their smaller 

thickness. As an example, the crystallization temperature of an amorphous thin film was 

shown to increase as the thickness of the film decreased [80]. The diffraction data of the 

films made from the higher concentration solution all showed a high symmetry phase of 

hafnia which is believed to be the cubic phase. The diffraction data showed that the films 

produced from the 2.2 M and 2.5 M concentration precursor solutions had an increasing 

amount of the monoclinic phase. This is evidenced by the increasing intensity of the 

monoclinic peaks as compared to the intensity of the high symmetry phase diffraction peak. 

Because the thicknesses of the films made from the precursor solutions of 1.8 M, 2.0 M, 2.2 

M, and 2.5 M concentrations were roughly equivalent, the difference in phase formation is 

most likely due to some interaction between the metal and ligand complex. One simple way 

to determine the amount of each phase is to look at the ratios of the peak intensities of these 

peaks. This method works in this scenario because the mass absorption coefficients for all of 

the phases of hafnia are roughly equivalent. This means that the peak intensity ratio should 

give a reasonable estimation of the amount of each phase. In table 4.1, the ratios of the peak 

intensity of the high symmetry phase (here labeled c-HfO2) was compared to the peak 

intensity of the -111 m-HfO2 and the 111 m-HfO2 peaks. 
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Table 4.1 This table shows the peak heights for the major diffraction peaks in Figure 3.3. The 
ratios of the peak heights are also shown which gives an indication of the phase fraction of 
each phase. 
 

Concentration 

-111  

m-HfO2  

peak height 

111  

m-HfO2  

peak height 

 

c-HfO2  

peak height 

ratio of  

c-HfO2:-111 m-HfO2 

ratio of 

c-HfO2:111 

m-HfO2 

1.8 M 139 152 209 1.50 1.38 

2.0 M 179 228 557 3.11 2.44 

2.2 M 106 328 369 3.48 1.13 

2.5 M 94 362 305 3.25 0.84 

 
The previous studies have shown that a high symmetry phase of hafnia can be grown onto c-

cut sapphire substrates with chemical solution deposition and no dopants. The heating rate 

appears to play an extremely important role in phase formation as well as the concentration 

of the precursor solution. For this chemistry on sapphire, the 2 M concentration precursor 

solution annealed to 725 °C for 3 minutes at a starting temperature of 480 °C yields hafnia 

thin films with a very high phase fraction of the high symmetry phase of hafnia. 
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CHAPTER 5 

PROCESSING STUDY AND ELECTRICAL PROPERTIES OF HIGH SYMMETRY 

PHASE HAFNIA THIN FILMS GROWN ON SILICON 

In chapter 4, hafnia thin films of high symmetry phase were grown on c-cut sapphire 

substrates via chemical solution deposition with no dopants. However, as was mentioned in 

the opening paragraph of that chapter, the importance of the high symmetry phase comes 

from hafnia’s use as a high-k dielectric in MOSFETs and from its use as a ferroelectric 

material. In order to realize these goals, it is important to interface the hafnia thin films with 

silicon instead of sapphire. This is due to two reasons: 1) the architecture of almost all ICs 

are built on silicon and 2) metal coated silicon is readily available and well-understood. 

 

As the heating rate played a large role in the phase formation of the hafnia thin film and 

because silicon and sapphire have different thermal conductivities, lattice constants, and 

coefficients of thermal expansion, some processing parameter optimization is important to 

begin the study of hafnia thin films on silicon substrates before characterizing their 

microstructure and electrical properties. 

 

In this chapter, verification of the appropriate heating rates for the hafnia thin films on silicon 

will be studied. Additionally, the importance of lattice parameters will be looked at by 

addition of an intermediary layer between the silicon substrate and the hafnia thin film. To 

qualify the thin films, GIXRD will be used to know the film’s phase while AFM and XRR 

will be used to find the films quality through roughness and thickness. Finally, the electrical 
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properties of the hafnia films will be measured. The dielectric constant and leakage currents 

will be shown with comparisons to values found in literature. The polarization curve as well 

as the dissipation factors will also be shown for the films to show the quality of the hafnia 

thin films. 

 

5.1 Substrate Thickness Study 

Because the starting temperature had such a profound effect on the phase of the thin film, it 

was important to study how the thickness of the silicon substrate would affect the synthesis 

of the high symmetry phase. This is directly related to the heating rate because the thicker the 

substrate, the more material must be heated before the energy can conduct to anneal the 

hafnia thin film. For this study, 280 µm, 370 µm, 450 µm, 530 µm, 630 µm, and 670 µm 

thick silicon substrates were used. Each was boron doped, single side polished silicon with a 

resistivity between 1 and 100 Ωcm. Each substrate was heated to 250 °C for 30 seconds so 

that the solution would wet the surface. For this portion of the study, 2.0 M hafnium 

oxychloride solution was used. The substrates were placed onto the spin coater, the solution 

was statically dropped onto the substrate, the sample was spun at 6000 rpm for 30 s with an 

acceleration of 1064 rpm/s, the samples were heated from 480 °C to 725 °C for 3 minutes. 

The GIXRD plots for each sample are shown below as Figure 5.1 with the peak position 

standard for each phase of hafnia shown below the plot. Each diffraction spectrum is marked 

with the thickness of the silicon substrate on the plot. 
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Figure 5.1 This is a plot of the diffraction spectra of a hafnia thin film on varying thicknesses 
of silicon. The thickness of the silicon substrate used is shown beside each diffraction 
spectrum. The standard peak positions foreach space group of hafnia are also shown below 
the diffraction spectra with the space group marked. 
 

Two pieces of information can be gleaned from this plot: substrate thickness affects phase 

formation and the hafnia thin film phase formed on silicon is different than that of the same 

thickness sapphire. One explanation that can explain both of these is thermal conductivity of 

the substrates. As seen in section 4.2, the heating rate plays a large role in the phase 

formation of the hafnia thin film. The thermal conductivity of silicon in the range of the 
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anneal goes between ~1.5 W/cm K to ~0.3 W/cm K [81] while the thermal conductivity of 

sapphire in the range of the anneal goes between ~0.4 W/cm K to ~0.1 W/cm K [82]. As seen 

in both Figure 4.1 and 4.4, if the heating rate or total amount of heat is too high, the phase 

formed is the monoclinic phase. As the thermal conductivity is higher in silicon for all 

temperatures, the thickness of the silicon substrate can be higher and still achieve the same 

kind of heating rate as seen in the 430 µm thick sapphire substrate. This is why the hafnia 

films grown on the thicker substrates (630 µm and 670 µm thick) show the high symmetry 

phase similar to the sapphire substrates in chapter 4.  

 

As the thickness of the silicon substrate decreases, the phase fraction of the monoclinic phase 

increases as evidenced by the increase in intensity of the monoclinic diffraction peaks. 

However, an abrupt change occurs once the silicon substrate reaches the thickness of 370 

µm. At this thickness at with the thinner substrate (280 µm), the monoclinic diffraction peaks 

no longer show up in the diffraction spectrum. To confirm all of these results, 5 more hafnia 

thin films were grown on each thickness substrate and GIXRD was done to confirm the 

phase. With no exceptions, the diffraction data looked identical. The next possibility was due 

to the dopant concentration for each substrate. The hypothesis was that if the dopant 

concentration was significantly different, the thermal conductivity of the substrates could 

change drastically. However, a study done by M. Asheghi, et al. [83] showed that the thermal 

conductivity of silicon was independent of doping level above about 100 K. This discrepancy 

is phase is not understood and would require further study to elucidate the reasoning behind 

the appearance of the high symmetry phase in the thinnest of silicon samples. 
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Although thermal conductivity seems to be the most likely reason behind the difference in 

the hafnia film phase seen on the sapphire substrate and the silicon substrate of similar 

thickness, there exist two other possibilities that could be the reason behind this difference. 

The first could be the difference in lattice mismatch between the silicon-hafnia interface and 

the sapphire-hafnia interface. The lattice constant for the silicon is 5.43 Å [84]. The lattice 

constant for sapphire (a-direction) is 4.79 Å [85]. Hafnia has several polymorphs with 

varying lattice parameters. Because this film is most likely cubic, orthorhombic, or 

tetragonal, these are the lattice parameters which will be covered. Based on the work by J. 

Jaffe et al. [86], the lattice constant for cubic hafnia is 5.06 Å, for tetragonal hafnia is a = 

3.58 Å, c = 5.20 Å, and for orthorhombic-I hafnia is a = 9.83 Å, b = 5.17 Å, and c = 4.96 Å. 

Due to the number of lattice parameters, the lattice mismatches are shown in table 5.1. 

Table 5.1 This is a table showing the lattice mismatch between the different directions of the 
high symmetry phases of hafnia and both silicon and sapphire substrates. 

 Si substrate Al2O3 substrate 

cubic HfO2 6.8 % -5.6 % 

tetragonal HfO2 a-direction 34.0 % 25.3 % 

tetragonal HfO2 c-direction 4.2 % -8.6 % 

orthorhombic HfO2 a-direction -81.0 % -105.2 % 

orthorhombic HfO2 b-direction 4.8 % -7.9 % 

orthorhombic HfO2 c-direction 8.7 % -3.4 % 

 

As is seen from the table, most of the high symmetry phases would be in compression if 

epitaxially grown on sapphire where the phases would be in tension if epitaxially grown on 
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silicon. The difference between the two remains a possible reason for the variation in phase 

seen between the film grown on the sapphire and that on the substrate. The difference in 

coefficient of thermal expansion likely doesn’t play a role in this scenario. The thermal 

expansion coefficient at room temperature for silicon is 3.0*10-6 K-1, for sapphire is 7.0*10-6 

K-1 [87], and for hafnia is 4.6*10-6 K-1[88]. If the amount of lattice mismatch relief is 

calculated based on these values, the amount of extra strain is negligible compared to the 

mismatch that is experienced at the interface of the films. 

 

To test the effects of the lattice mismatch between the film and the substrate, an intermediary 

layer can be deposited between the two which will be covered in the next section. The high 

symmetry phase of hafnia can be grown on silicon substrates on multiple thicknesses. This 

allows for further testing of the films which will be covered in future sections. 

  

5.2 Intermediary Layer Study 

Based on section 5.1, it was seen that to grow the high symmetry phase of hafnia in thin film 

form on silicon, substrate thicknesses of 370 µm and 670 µm were most effective. To 

elucidate the extent to which lattice mismatch played a role in forming these phases, hafnia 

films were grown on 670 µm silicon substrates as received and with intermediary layers of 

platinum and titanium nitride. Additionally, the effects of a platinum intermediary layer on 

the phase formed on 370 µm thick silicon were also studied. The plain silicon substrates were 

purchased from University wafer. The platinized silicon wafers were purchased from MEMS 

Exchange. The silicon wafer with a TiN coating was given by NaMLabs out of Dresden, 
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Germany. They were unable to provide a 370 µm thick silicon wafer coated with TiN. As a 

result, these were the only substrates tested for this study. The GIXRD of the hafnia thin 

films on the 670 µm silicon is shown as Figure 5.2 and on the 370 µm silicon is shown as 

Figure 5.3. Further, the quality of the films was found by measuring their roughness with 

AFM. The height retraces for each film are shown on 670 µm thick silicon, 670 µm 

platinized silicon, 670 µm titanium nitride coated silicon, 370 µm silicon, and 370 µm 

platinized silicon as Figure 5.4. The roughness of each was 1.245 nm, 0.582 nm, 1.366 nm, 

0.691 nm, and 1.000 nm, respectively.  
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Figure 5.2 This is a plot of the diffraction spectra from hafnia films grown on 670 µm thick 
silicon substrates with different intermediary layers. The intermediary layers are marked next 
to each spectrum. The standard peak positions for each phase of hafnia is shown below the 
plot with the space group marked. 
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Figure 5.3 This is a plot of the diffraction spectra from hafnia films grown on 370 µm thick 
silicon substrates with different intermediary layers. The intermediary layers are marked next 
to each spectrum. The standard peak positions for each phase of hafnia is shown below the 
plot with the space group marked. 
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Figure 5.4 These are AFM height retraces of the hafnia layer on top of a) 670 µm silicon, b) 
670 µm thick platinized silicon, c) 670 µm thick titanium nitride coated silicon, d) 370 µm 
thick silicon, and e) 370 µm thick platinized silicon. 
 

These plots show that the bottom electrode does not affect the phase formation of the hafnia 

thin film. The platinum lattice parameter is 3.92 Å [89]and the titanium nitride lattice 

parameter is 4.24 Å [90] which correspond to a -29.1 % lattice mismatch and a -19.3 % 

lattice mismatch, respectively. The platinum layer on the platinized silicon for both 370 µm 

and 670 µm thick silicon was 100 nm thick and the titanium nitride layer was 12 nm thick. 

The thermal conductivity of platinum in the temperature range of this anneal was between 

0.7 and 0.8 W/cm K [91]. The thermal conductivity of titanium nitride in the temperature 

range of the anneal is roughly constant at 0.2 W/cm K [92]. In comparison with the thickness 

of the silicon substrate, the thermal conductivity of the intermediary layers plays little role in 
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the phase formation of the hafnia film. From these data, it seems that the most important 

parameters are the thermal expansion coefficient and/or the thermal conductivity of the 

substrate which affects the heating rate of the hafnia film. 

 

5.3 Electrical Properties of the High Symmetry Hafnia Films 

To this point, x-ray diffraction has shown that the hafnia films grown on various substrates 

have a high symmetry phase. As mentioned in the introduction to chapter 4, this is of interest 

because of this phase’s electrical properties. With the high symmetry phase now grown on 

silicon substrates with conductive intermediary layers, the electrical properties of these films 

became important to measure. Due to restricted access of a system that could deposit 

conductive TiN for use as a top electrode, the electrical properties of only the hafnia films 

grown on platinized silicon were measured. When platinum was used as a top electrode for 

the hafnia films grown on TiN coated silicon, the polarization curves looked like Figure 5.5 

below regardless of voltage, frequency, or poling orientation across dozens of samples. This 

result is not understood and the mechanism behind it remains elusive. As a result, only the 

electrical properties of the hafnia films grown on 370 µm thick platinized silicon and 670 µm 

thick platinized silicon will be shown. 
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Figure 5.5 This is a plot of the polarization of a hafnia film grown on 670 µm thick silicon 
coated with TiN. 
 
To measure the roughness and thickness of the hafnia film, AFM and XRR were used, 

respectively. The AFM height retraces are shown below as Figure 4.6a and 4.6b for the 670 

µm and 370 µm thick silicon substrates. The scale bar for these height retraces is between -5 

and 5 nm for the lowest and highest points, respectively. The roughness for the hafnia films 

grown on the 670 µm and 370 µm substrates over 1 µm2 are 1.055 nm and 1.159 nm, 

respectively. The XRR data show that the film thickness for each hafnia film is about 75 nm. 

Those data are shown below as Figure 5.7. The AFM data show that the films are of fairly 

high quality with a roughness around 1 nm. The XRR data show the fringes dying off at low 

2theta. This is probably due to the rough interface between the hafnia film and the platinum 

intermediary layer. 
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Figure 5.6 These are the height retraces from AFM of the hafnia film on a) 670 µm thick 
platinized silicon and b) 370 µm thick platinized silicon. 
 

  
Figure 5.7 These are the XRR spectra for the hafnia film on a) 670 µm thick platinized 
silicon and b) 370 µm thick platinized silicon. 
 
To measure electrical properties, platinum top electrodes had to be deposited onto the top of 

the hafnia films. This was achieved using shadow masks and a Kurt J. Lesker PVD 75 

system. The platinum top electrodes were deposited to a thickness of 100 nm via e-beam 

deposition. The electrode areas were 10096.08 µm2 and 36543.93 µm2. The electrical 

properties were measured using a Keysight E4980A LCR meter and a Radiant Technologies 
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P-PMF system. The former system was used to measure the capacitance of the films at 1 V 

while varying the frequency and also measuring the dissipation factor. The latter was used to 

get polarization, transient current, and leakage current as a function of applied voltage. 

Plotted below is the capacitance and dissipation factor as a function of frequency for the 

hafnia film grown on the 670 µm substrate and the 370 µm substrate as Figure 5.8. 

 
Figure 5.8 This is a plot of the normalized capacitance values and dissipation factor for the 
hafnia films grown on 670 µm thick platinized silicon and 370 µm thick platinized silicon. 
The solid lines correspond to the capacitance while the dashed lines correspond to the 
dissipation factor. 
 
Taking the capacitance at 1 kHz, the dielectric constants of the films grown on 670 µm 

silicon and on 370 µm silicon were 47 and 30, respectively. However, the dissipation factor 

was so high for the film grown on the thicker substrate, that measuring the polarization curve 

and leakage weren’t possible using the Radiant system. Therefore, the polarization, transient 

current, and leakage were only plotted for the film grown on 370 µm thick silicon. The plot 
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of the polarization and transient current are shown below as Figure 5.9 and the leakage 

current at 1.1 V and 1 MV/cm were 1.09 µA/cm2 and 620.84 µA/cm2, respectively. The 

leakage current was measured at 1.1 V because this is the goal voltage for silicon 

technologies. The results from the hafnia film grown on 370 µm thick platinized silicon are 

compared with values found in literature in table 5.2. This is because the leakage current and 

polarization of the hafnia film grown on the thicker platinized silicon substrate were unable 

to be measured. Additionally, the dissipation factor was so high at 1 kHz that comparing the 

dielectric constant would not be meaningful. 
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Figure 5.9 This is a plot of the polarization and the transient current for the hafnia film grown 
on 370 µm thick platinized silicon. The curves show good dielectric behavior with little 
losses. The small losses are indicated by near linear behavior in the polarization curve and 
the rectangular shape of the transient current plot. 
 
Table 5.2 This is a table comparing some of the electrical properties of hafnia films in this 
work to the hafnia films found in literature. 

 dielectric constant at 1 kHz leakage current at 1 MV/cm 
This work 30 6.21 * 10-4 A/cm2 
Ref [93] 8.7 – 16.5 3.9 – 5.8 * 10-8 A/cm2 
Ref [37] 23 – 42 1.0 – 8.0 * 10-7 A/cm2 
Ref [94] 26  >3.0 * 10-5 A/cm2 
Ref [95] 12.5 – 17.3 N/A 
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5.4 Multiple Coats Study 

To date, thin films of pure hafnia that are of high symmetry phase (cubic, tetragonal, 

orthorhombic) have been grown almost exclusively via vacuum deposition techniques [96], 

[97]. Many other groups have utilized doping to achieve the higher symmetry phases of 

hafnia [1], [4], [98]. Additionally, S. Starschich has achieved higher symmetry phases of 

doped hafnia films using chemical solution deposition [5], [7], [46]. Recently, H. Liang et al. 

[37] were able to produce high symmetry phase hafnium oxide thin films via chemical 

solution deposition as pure hafnium oxide films and doped with yttria. They found that they 

were able to produce a nearly phase pure cubic/tetragonal phase hafnia film with and without 

dopants. It was found that with the yttria dopant, nearly phase pure cubic/tetragonal could be 

maintained even up to 23 nm film thicknesses. With the pure hafnia films, the high symmetry 

phases could be maintained up to about 16 nm thicknesses. In the case of pure hafnia, with 

higher thicknesses, the monoclinic phase began to appear in higher phase fractions. They 

were able to achieve all of this using a layer by layer approach. This involved spinning a 

layer of the oxide, annealing the film, and repeating the process until the desired thickness 

was achieved. By 40 nm thickness with pure hafnia, the cubic/tetragonal character was 

merely a shoulder on the 111 monoclinic hafnia peak. 

 

The previous sections have shown that high symmetry phase of hafnia could be produced via 

spin coating with no dopants. However, outside of section 4.1, all of the prior work was done 

using one coat of hafnia which gave a film thickness of 75 nm. In this work, the high 

symmetry phase of hafnia is seen in film thicknesses significantly larger than that of [37]. 
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However, due to the discrepancy between their seeing the high symmetry phase die off after 

the layer by layer processing to higher thicknesses, the aim of this study was to use layer by 

layer processing to achieve much thicker films with entirely high symmetry phase of hafnia. 

Based on the previous sections, a 2 M solution of hafnium oxychloride and glycine was 

synthesized to use as the precursor solution. This solution was filtered through a 0.2 µm 

PTFE filter to ensure all contaminants were removed from the solution. This solution was 

statically dropped onto a substrate and spun at 6000 rpm for 30 seconds with an acceleration 

of 1064 rpm/s. The samples were immediately annealed in air in a tube furnace to 725 °C for 

3 minutes. The samples were then cooled quickly on a metal block at room temperature. To 

add more layers, the process was simply repeated for the desired number of layers. The 

substrates used were 100 nm platinized silicon substrates from MEMS Exchange with a 7 nm 

Ti adhesion layer on 370 µm thick silicon. All samples had 100 nm platinum top electrodes 

deposited onto them using a Kurt Lesker PVD 75 e-beam deposition system and shadow 

masks with electrode sizes of 10096.08 µm2 and 36543.93 µm2. 

 

The phase of the thin films was measured using a Rigaku SmartLab X-ray diffractometer in 

grazing incidence. For every measurement, omega was fixed at 1.5 °. For all XRR 

measurements, which was used to get film thickness and roughness, a PANalytical Empyrean 

X-ray Diffractometer was used and the data were analyzed using X’pert Reflectivity 

Software. To corroborate the roughness data from the XRR data, AFM was done on each 

sample using an Asylum Research Cypher Scanning Probe Microscope in tapping mode. For 

the electrical measurements, a Radiant Technologies P-MFP system was used to collect the 
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polarization loops and measure the leakage current in the samples while a Keysight E4980A 

LCR meter was used for the capacitance and dissipation factor measurements all done at 1 V 

with varying frequencies from 100 Hz to 1 MHz. 

 

The roughness and texture of the starting platinized silicon substrates were measured. The 

roughness of the platinum was 1.067 nm RMS roughness (over 100 µm2 area). The platinum 

was found to be textured (111) with a grain size of around 30 nm as measured by the 

Scherrer equation and confirmed with SEM. The hafnia films were deposited onto the 

platinized silicon substrates and annealed as discussed previously. The GIXRD plot showing 

the diffraction data of the hafnia films at different thicknesses is shown as Figure 5.10. The 

phase of the films appears to be cubic up to 300 nm thickness. At all thicknesses, the 

monoclinic peaks at 28.5 ° and 31.6 °, corresponding to the (-111) and (111) monoclinic 

peaks appear as a shoulder on the pronounced (111) cubic peak for the hafnium oxide film. 

Doing a survey scan of the films, the only peaks that appear are from the cubic phase of 

hafnia and the platinum substrate with only slight peaks from the monoclinic phase. Using 

the Scherrer equation and following a Pseudo-Voigt model, the grain sizes were estimated for 

the films to be about 7.35 nm.  
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Figure 5.10 This is a plot of the GIXRD spectrum for the hafnia films at different 
thicknesses. The diffraction data for each film is marked with the thickness of the film. The 
standard peak positions are also shown below the spectra with the space groups listed. 
 

This shows that the grain sizes of the films were extremely small and corroborate the 

cubic phase of hafnia. X-ray reflectivity spectra are shown for each of the films as Figure 

5.11. The thickness of each film was 78.4 nm for 1 coat, 139.7 nm for 2 coats, 195.3 nm for 3 

coats, 253.6 nm for 4 coats, and 298.7 nm for 5 coats. The thickness measured using XRR 
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was verified using SEM. To further analyze the microstructural quality of the films, AFM 

was done to measure the roughness of the films. The 3D representations of the height retraces 

of each of the films is shown as Figure 5.12 for 1 µm2 areas and 900 µm2 areas with the 

roughness values shown beneath each. From the GIXRD spectra, XRR spectra, and AFM 

images, these films appear to be of good quality with small grain sizes and nearly phase pure 

cubic crystal structure hafnia. 

 
Figure 5.11 These are the XRR spectra for the hafnia layer on 370 µm thick platinized silicon 
with the number of coats marked by each spectra. 
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1.159 nm              1.056 nm              1.546 nm               2.195 nm             1.371 nm 
 

 
2.073 nm               2.458 nm             2.558 nm             3.228 nm               2.783 nm 
Figure 5.12 These are the 3D representations of the height retraces of the hafnia films on 370 
µm thick platinized silicon. The RMS roughness values are shown below each figure. 
 

The relative permittivity along with the dissipation factor for each film are shown 

measured with 1 V bias at 1 kHz frequency. The relative permittivities of the thinner films 

(78 nm and 140 nm) are among the highest ever seen for undoped hafnium oxide thin films 

made by chemical solution deposition. These values are shown in table 5.3 below along with 

their leakage current at 1.1 V and 1 MV/cm. These values can be compared with those seen 

in table 5.2. The dissipation factor at this voltage and frequency also shows a decently good 

quality film. The polarization of each film is plotted as Figure 5.13 and each shows dielectric 

behavior.  

Table 5.3 Shown in this table are the thickness of the hafnia film, the relative permittivity, 
and the leakage currents at 1.1 V and 1 MV/cm. 
thickness of film relative permittivity leakage current at 1.1 V leakage current at 1 MV/cm 

78.4 nm 30.4 1.09 µA/cm2 620.84 µA/cm2 

139.7 nm 32.6 365.78 nA/cm2 618.01 µA/cm2 

195.3 nm 19.5 97.36 nA/cm2 311.95 µA/cm2 

253.6 nm 18.5 58.52 nA/cm2 254.63 µA/cm2 

298.7 nm 20.3 13.15 nA/cm2 129.10 µA/cm2 
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Figure 5.13 These are the polarization curves for each hafnia film up to 1 MV/cm. 
 
 
For the first time ever, a thin film of hafnia with a high symmetry phase was able to be 

produced using chemical solution deposition with no dopants with thicknesses greater than 

50 nm. These films have among the highest relative permittivities ever seen in hafnia thin 

films with no dopants and show good leakage behavior and low dissipation factor at the 

voltage levels used in IC technology. These high symmetry phases were able to be 

maintained even up to 300 nm thickness which is an order of magnitude more than has ever 

been seen before. 
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CHAPTER 6 

PRELIMINARY WORK ON THE EFFECTS OF COMPOSITE 

HETEROSTRUCTURE ON THE PHASE OF HAFNIA  

AND MAGNETIC PROPERTIES OF FERRITE 

One of the most interesting properties of hafnium dioxide is that it has been shown that this 

material is ferroelectric when the correct phase is produced. This material, in ferroelectric 

form, has been shown to be useful for integration into the FeRAM sector of ICs because of 

its good temperature stability, electrical and chemical compatibility with silicon, and due to 

its high coercivity. However, as is a problem with FeRAM, this material would have to be 

poled in order to read the bit. This would mean destroying the bit in order to access the 

information stored in each ferroelectric capacitor. In order to work around this, stacking 

ferroelectric hafnia with nickel ferrite, a good magnetostrictive material, would allow the 

computer to non-destructively read off the bit. To investigate the compatibility of nickel 

ferrite and hafnium dioxide, initial studies were done to 1) see how processing the composite 

affects the non-equilibrium phase of hafnia (using the high symmetry phase previously 

produced as an example) 2) verify that the magnetic properties of the nickel ferrite layer were 

either unaffected or improved and 3) to ensure that the two films interfaced well. 

 

In this chapter, the phase retention of hafnium oxide will be studied with and without the 

stacking of a nickel ferrite layer. This will be qualified by using x-ray diffraction. The 

magnetic properties of the nickel ferrite layer will then be measured with SQUID and the 

effect of the composite on these magnetic properties will be seen. Finally, the interface 
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between the nickel ferrite layer and the hafnia layer will be looked at with cross-sectional 

TEM. This will inform the ability of these two materials to interface through chemical 

solution deposition. 

 

6.1 Phase Retention of Hafnia in Composite 

To start this study, it was important to start off by spin coating nickel ferrite onto the 370 µm 

platinized silicon substrate, the 670 µm thick platinized silicon substrate, and the 670 µm 

thick silicon substrate coated with TiN. The solution chemistry used to synthesize the nickel 

ferrite precursor solution was to take 1.8174 g of nickel nitrate hexahydrate, 5.05 g of iron 

nitrate nonahydrate, and 25 mL of 2-methoxyethanol and mix them into a clean 50 mL 

beaker at 70 °C for 120 min. One major potential pitfall from this synthesis was the 

formation of Fe2O3. To get rid of any Fe2O3 which would precipitate out of solution, the 

entire solution was centrifuged to 10,000 rpm for 20 minutes. This process pushed the Fe2O3 

to the bottom of the test tube and allowed for the extraction of only the nickel ferrite solution. 

Additionally, the entire solution was filtered through a 0.2 µm PTFE filter. This solution was 

statically dropped onto the platinized silicon, spun at 6000 rpm for 30 seconds with an 

acceleration of 1064 rpm/s, and then placed into a tube furnace with the exact same annealing 

conditions that were found in the optimal way to grow high symmetry phase hafnia in section 

5.3. The sample was cubic and appeared to have no texture. The GIXRD plots for the nickel 

ferrite film on 370 µm thick platinized silicon, 670 µm thick platinized silicon, and 670 µm 

thick silicon coated with TiN are shown as Figure 6.1. The thickness of the film was 

measured to be 26.3 nm in each case and the XRR plots for these films are shown as Figure 
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6.2. The roughness of each nickel ferrite film was measured and the AFM height retraces 

along with their roughnesses are shown as Figure 6.3. 

 
Figure 6.1 This is the GIXRD plot of the nickel ferrite film on various substrates. Shown 
below the diffraction data are the standard peak positions of the nickel ferrite. 



 

95 

 

Figure 6.2 This is the XRR spectra for the nickel ferrite film on the marked substrates. 

 
Figure 6.3 These are the height retraces of the nickel ferrite film on a) 370 µm thick 
platinized silicon, b) 670 µm thick platinized silicon, and c) 670 µm thick silicon coated with 
TiN. 
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The composite was formed by coating the platinized silicon substrate with the hafnia film 

and annealing the film to form the high symmetry phase. The sample was then coated with 

nickel ferrite using the same annealing procedure. This order was chosen because the glycine 

in the hafnium oxychloride precursor solution would react with the nickel ferrite layer. 

Glycine is commonly used as the fuel for a combustion reaction [99] to form nickel ferrite 

nanopowders and as such limited the stacking order of the hafnia and nickel ferrite. To 

qualify how the composite affected the phase of the hafnia film, GIXRD was used. 

Unfortunately, the peaks for nickel ferrite and cubic hafnia overlap (for NFO the 220 

diffraction peak is at 30.31 ° and the 311 is at 35.70 °; for hafnia the 111 diffraction peak is 

at 30.56 ° and the 200 is at 35.43 °). Due to these diffraction peak position overlaps, the 

easiest way of knowing how the composite affected the phase was to look at the change in 

intensity for the monoclinic peaks of hafnia. The diffraction data for the composite is shown 

below as Figure 6.4. From these data, it appears as though stacking the nickel ferrite causes a 

phase change in the hafnia toward the monoclinic phase. There still exist small diffraction 

peaks that coincide with the position of peaks for cubic hafnia but it is difficult to elucidate 

whether these are nickel ferrite peaks or from the hafnia thin film.  

 

To verify whether the phase change came from an additional heat treatment or from the 

nickel ferrite layer being stacked on top, a hafnia film was synthesized and given an 

additional heat treatment with only one coat. These data are shown below as Figure 6.5, 

Figure 6.6, and Figure 6.7 for hafnia grown on 370 µm thick platinized silicon, 670 µm thick 

platinized silicon, and 670 µm thick silicon with a TiN coating, respectively. These data 



 

97 

show that the hafnia film grown on the 370 µm thick platinized silicon remained unchanged 

even after the second heat treatment. The phase of the hafnia film grown on the other two 

substrates did change to a nearly pure monoclinic phase. This result shows that the phase 

change seen in the composite on the 370 µm thick platinized silicon substrate is most likely 

due to the additional layer on top of the hafnia and not due to the additional energy given to 

the system. The reasoning behind this is not understood. Although the lattice mismatch 

between the hafnia and nickel ferrite layer is large (lattice parameters for hafnia given in 

section 5.1, lattice constant for NFO is 8.34 Å [100]), the effect of a large lattice mismatch 

doesn’t affect the hafnia phase formed. The phase change seen in the composites grown on 

the thicker substrates can be understood to be from an additional heat treatment although 

stacking the NFO on top of the hafnia layer may also affect the phase change. 
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Figure 6.4 This is a set of GIXRD plots for the nickel ferrite thin film stacked on top of the 
hafnia film. The substrate for each GIXRD plot is shown. Also shown are the standard peak 
positions for the nickel ferrite film and the phases of hafnia all marked with the appropriate 
space group. 
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Figure 6.5 This is the GIXRD plot of hafnia films on 370 µm thick platinized silicon that 
have been annealed once and twice as marked on the plot. Shown below the plot are the 
standard peak positions for each phase of hafnia.



 

100 

  
Figure 6.6 This is the GIXRD plot of hafnia films on 670 µm thick platinized silicon that 
have been annealed once and twice as marked on the plot. Shown below the plot are the 
standard peak positions for each phase of hafnia. 
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Figure 6.7 This is the GIXRD plot of hafnia films on 670 µm thick silicon with a TiN coating 
that have been annealed once and twice as marked on the plot. Shown below the plot are the 
standard peak positions for each phase of hafnia. 
 
Although the phase of the hafnia film changed to mostly monoclinic in all the composites, 

the properties of the film were measured to gain an understanding into the phase change. The 

quality was measured by doing AFM on the composite and cross-sectional TEM to see the 

interface. The height retraces from the AFM are shown as Figure 6.8 and the roughness 

values are shown for each composite. The AFM height retraces show that the composite 

grown on the 370 µm thick platinized silicon substrate have a larger roughness than just the 

hafnia layer. The roughnesses of the composite on the other two substrates don’t seem to 

have an increase in surface roughness. The fact that the phase change in the hafnia layer in 

the composite on the 370 µm thick platinized silicon is accompanied by a large roughness 
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increase and that the phase doesn’t change on this thickness substrate from an additional heat 

treatment alludes to the fact that there may be a reaction between the layers. With the larger 

thickness substrates, this interaction doesn’t seem to occur because the roughness remains the 

same. To try to understand this interaction, an image of the TEM cross-section of the 

composite grown on 370 µm thick platinized silicon is shown as Figure 6.9. The layers are 

labeled in the image. The microstructure of the hafnia layer appears as though the grain 

structure is very fine. The grain structure of the ferrite layer shows fairly large grains. The 

interface between the two layers is poor and it appears as though the layers do not interface 

well. This is evidenced by the white spots in the image which are indicative of pure 

transmission of the electrons with no scattering. Therefore, this method of deposition of the 

layers is not effective for a ferromagnetic and ferroelectric layer comprised of ferrites and 

hafnia. 

 
 2.34 nm   0.48 nm   1.01 nm 
Fig 6.8 These are the height retraces of the nickel ferrite layer stacked on top of the hafnia 
layer on a) a 370 µm thick platinized silicon substrate, b) a 670 µm thick platinized silicon 
substrate, and c) a 670 µm thick silicon substrate coated with TiN. 
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Figure 6.9 This is a bright field TEM cross section of the composite. Each layer is labeled. 
The platinum layer shows large grains while the hafnium dioxide layer is very fine grained. 
The nickel ferrite layer does not appear to interface well with the hafnia as evidenced by the 
bright spots which are indicative of voids. The grain structure of the nickel ferrite is also 
much large than that of the hafnia. 
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6.2 Effects of Composite on Magnetic Properties 

The magnetic properties of these ferrite films was measured using the SQUID. The sample 

was measured in VSM mode at 300 K. The magnetic hysteresis curves are shown below as 

Fig 6.10, Figure 6.11, and Figure 6.12 for the plain nickel ferrite film and the composite on 

370 µm thick platinized silicon, 670 µm platinized silicon, and 670 µm thick silicon coated 

with TiN, respectively. Extracted from these curves are the saturation magnetization, the 

remanent magnetization, and the coercivity of the plain NFO film and the composite for each 

substrate. These data are shown below in table 6.1. 
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Figure 6.10 This is a plot of the magnetization of pure nickel ferrite and the nickel 
ferrite/hafnia composite on 370 µm thick platinized silicon with an inset showing the 
remanent magnetization and coercive fields. 
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Figure 6.11 This is a plot of the magnetization of pure nickel ferrite and the nickel 
ferrite/hafnia composite on 670 µm thick platinized silicon with an inset showing the 
remanent magnetization and coercive fields. 
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Figure 6.12 This is a plot of the magnetization of pure nickel ferrite and the nickel 
ferrite/hafnia composite on 670 µm thick silicon coated with TiN with an inset showing the 
remanent magnetization and coercive fields. 
 
The magnetic properties of the ferrite layer barely changed between the ferrite film alone 

versus the composite when the films were grown on platinized silicon regardless of the 

thickness. The magnetic properties of the composite change drastically as compared to the 

plain nickel ferrite layer when the stack was grown on the titanium nitride coated silicon. The 

reason behind this is not understood and would require further study to elucidate the reason. 

The variation in magnetic properties between the NFO films on each substrate is also not 

fully understood and would require further study. 
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Table 6.1 This table shows the magnetization data pulled from the hysteresis curves for NFO 
and the NFO/HfO2 composites. 

 Coercivity 
(Oe) 

Remanent 
Magnetization 

(emu/cc) 

Saturation 
Magnetization 

(emu/cc) 
NFO on 370 µm platinized Si 68.3 ± 5.2 13.7 ± 1.3 138.5 ± 6.7 

composite on 370 µm platinized Si 75.0 ± 11.1 12.2 ± 1.8 134.8 ± 17.9 
NFO on 670 µm platinized Si 105.5 ± 16.0 15.7 ± 0.3 128.5 ± 9.6 

composite on 670 µm platinized Si 99.0 ± 18.4 14.6 ± 1.4 136.8 ± 14.9 
NFO on 670 µm TiN coated Si 40.4 ± 3.9 7.5 ± 1.4 134.0 ± 12.7 

composite on 670 µm TiN coated Si 63.0 ± 23.0 13.3 ± 1.8 178.23 ± 33.8 
 

Based on these values, the saturation magnetization in all plain nickel ferrite films was about 

half that of the bulk value from literature stated earlier yet higher than that reported by [101]. 

This means there is likely still a lot of amorphous phase left in the film. The coercivity in 

most of these cases was lower than that of nickel ferrite films reported in literature without 

heavy processing optimization. These values of coercivity are ~100 Oe and ~200 Oe reported 

by [101], [102], respectively. 

 

Although this work is very preliminary, the results of this chapter bring up several questions 

which are interesting to investigate. The data here show that the nickel ferrite layer heavily 

affects the phase stability of the hafnia phase. Because the TEM cross-section shows an 

incoherent interface between the hafnia and the ferrite, it is not understood why this phase 

change occurs. Further study here would show whether these two materials can be well 

interfaced for future use in magnetoelectrics or other applications. 
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The magnetic properties of the nickel ferrite layer seem to be unaffected by the addition of 

the hafnia layer. However, when the composite is grown on a silicon substrate with a TiN 

intermediary layer, the magnetic properties are greatly affected. This difference is worth 

studying as most work with hafnia uses a titanium nitride electrode [6], [103], [104]. 
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CHAPTER 7 

SUMMARY OF WORK 

The high symmetry phases of hafnium dioxide have applications as a high-k dielectric which 

is commonly used as a gate oxide in CMOS and as the insulating material between plates in a 

capacitor due to the higher relative permittivities seen in the high symmetry phases (cubic, 

tetragonal, orthorhombic). It is also believed that the higher symmetry phases can be electric 

field cycled to form the non-centrosymmetric phase of hafnia which has been shown to be 

ferroelectric. A facile method for producing the high symmetry phases is desired because the 

cost of vacuum based deposition techniques is high and the ability to quickly vary 

stoichiometry is difficult. What has been shown in the preceding chapters is a way to produce 

these high symmetry phases of hafnia without dopants using chemical solution deposition. 

Additionally, these high symmetry phases of hafnia are maintained at large thicknesses (300 

nm) which have never been seen before. 

 

In chapter 4, the optimization of the production of these high symmetry phase thin films of 

hafnia was studied. To begin, a solution contacting hafnium oxychloride and glycine in 

deionized water was synthesized. This 1.8 M solution was then spun onto c-cut sapphire 

substrates and annealed at a variety of temperatures via rapid thermal processing. The 

qualification for success was the appearance of a diffraction peak in XRD corresponding to 

the high symmetry phases of hafnia. This was achieved at 725 °C in air when annealed for 3 

minutes. For further optimization, the necessary ramp rate to achieve these phases was 

studied. This was done by assuming that the alumina boat was the main source of heat to the 
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sample. This was a safe assumption since the sample was in direct contact with a preheated 

alumina boat. To vary the ramp rate, the alumina boat was preheated and then allowed to 

cool to a certain temperature. The sample was then placed in the boat. This study showed that 

the appropriate ramp rate was to go from room temperature to 480 °C in a matter of seconds. 

The second thing that the study showed is that the phase of the thin film was very sensitive to 

small changes in that ramp rate. When going from room temperature to 520 °C in a few 

seconds, the monoclinic phase of hafnia began to be produced in appreciable quantities. The 

last portion of chapter 3 focused on the effect of solution concentration on the phase 

produced in the thin film. This showed that with low concentrations, the character of the film 

was mostly amorphous. When the concentration was too high, the monoclinic phase appeared 

in large quantities. At a 2 M concentration, the high symmetry phase diffraction peak for 

hafnia appeared while suppressing the monoclinic phase. 

 

Chapter 5 focused on further optimization of the hafnia thin films except deposited on silicon 

instead of sapphire. This is because the desire for devices is to interface the hafnia with 

silicon. The electrical properties of the hafnia films were then measured to qualify the films 

followed by a look into phase retention at high thin film thicknesses. Because the thermal 

conductivity and lattice parameter of silicon is different than that of sapphire, the hafnium 

oxychloride solution was deposited onto the substrate and the phase was measured as a 

function of substrate thickness (to understand the effects of thermal conductivity) and with 

different intermediary layers (to understand the effects of lattice parameters). Due to the 

higher thermal conductivity of silicon, it was expected that to achieve the same phase of 
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hafnia as seen in the sapphire, a greater thickness of silicon was needed. This was found to be 

the case as the hafnia film deposited on 670 µm thick silicon yielded the high symmetry 

phase and the hafnia film deposited on 450 µm thick silicon (the same thickness as the 

sapphire) showed a large portion of monoclinic phase. Unexpectedly, the hafnia films 

deposited on even thinner silicon substrates (370 µm and 280 µm thick silicon) did not show 

the monoclinic phase in x-ray diffraction. Instead, these films showed the high symmetry 

phase of hafnia as well. 

 

To verify whether the lattice parameters also played a role in the phase produced in the 

hafnia thin films, intermediary layers of platinum and titanium nitride were deposited on the 

silicon substrates. This portion of the study showed that there was little to no effect on the 

phase produced with different intermediary layers insinuating that the lattice parameter either 

played no role in the phase produced or such a small role that it was not noticeable. 

 

The electrical properties of the films were then measured by deposited top electrodes on the 

hafnia film and then measuring the capacitance, dissipation factor, leakage current, 

polarization, and the transient current. These measurements showed that the hafnia films 

deposited on the thicker platinized silicon showed very high dielectric constant (~59 at 100 

Hz to ~26 at 1 MHz) although the dissipation factor made these films unusable. The hafnia 

films deposited on the thinner platinized silicon showed high dielectric constant (~33 at 100 

Hz to ~27 at 1 MHz) while having a small dissipation factor which make these films 

electrically high quality. Additionally, the roughness and thickness of all of these films were 
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measured using AFM and XRR, respectively. The leakage currents of these films showed 

that they were higher than that of the best hafnia films produced in literature. The leakage 

current, at 10-4 A/cm2, is still low enough for use as a gate oxide. 

 

The thickness of these films was then increased by utilizing a layer by layer process up to 

300 nm. The films showed a high symmetry phase still present even at larger thicknesses. 

However, the electrical properties showed a dielectric constant in the range of 30 with film 

thicknesses up to 150 nm while the thicker films showed a dielectric constant in the range of 

20. This means that there is, most likely, the presence of the monoclinic phase in these 

thicker films. The leakage currents of each of these stayed in the range of 10-4 A/cm2. 

 

In chapter 6, some preliminary work into the properties of a composite structure of the hafnia 

and nickel ferrite was done. This showed that the nickel ferrite, by itself, showed similar 

magnetic properties when compared to literature. This film was also polycrystalline and had 

low roughness values. When the nickel ferrite was stacked on top of the high symmetry 

phase thin film of hafnia, there was a phase change in the hafnia film to the monoclinic 

phase. To verify whether it was a product of the composite or the additional heat treatment, 

hafnia films grown on 370 µm thick platinized silicon, 670 µm thick platinized silicon, and 

670 µm thick silicon coated with TiN were subjected to an additional heat treatment. X-ray 

diffraction showed that the phase of the hafnia film grown on the 370 µm thick platinized 

silicon did not change with the additional heat treatment. The phase of the hafnia film did 

change with the additional heat treatment on the thicker substrates. This means that, for the 
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composite on the 370 µm thick platinized silicon substrate, the phase change is probably due 

entirely to the addition of the nickel ferrite layer and not due to the extra thermal energy 

delivered to the system. 

 

Although the phase of the hafnia film changed with the addition of the ferrite film, the 

magnetic properties of the ferrite film were unchanged from the plain nickel ferrite film to 

the composite structure. This is indicative of a similar microstructure and unchanged 

stoichiometry in the ferrite film. Because of this, it is likely that there is no diffusion of 

elements between the nickel ferrite and the hafnia layer. 

 

To qualify the quality of the deposition and the interface between the two layers, the 

composite was analyzed with TEM. This showed that the hafnia film had a very small grain 

structure and interfaced well with the platinum layer on the silicon. The ferrite layer, 

however, appeared to have voids in the film and voids along the hafnia ferrite interface. This 

is indicative of poor coupling between the two layers and means further work must be done 

to optimize these two layers. 

 

For further study, the chemistry of the nickel ferrite and hafnium dioxide precursor solutions 

could be changed to allow for better interfacing of the two materials. Once these two 

materials interface well, the magnetic properties would be examined to ensure no negative 

effects to the ferrite layer and then secondary ion mass spectroscopy would be used to 

confirm no diffusion between the films. If these two materials interfaced well together, the 
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ferroelectric form of hafnia could be combined with a nickel ferrite thin film for use in a non-

destructive read processing for ferroelectric RAM. This would expedite the use of hafnia for 

FeRAM in consumer devices. Additionally, the magnetodielectric properties of this 

composite should be studied. Magnetodielecetrics are useful for antenna applications as their 

dielectric constant changes as a function of applied magnetic field. Lastly, due to the stability 

of the high symmetry phase of hafnia on the 370 µm thick silicon substrates, a titanium 

nitride intermediary layer should be used instead of platinum to induce the ferroelectric 

phase. It has been theorized that the ferroelectric phase of hafnia can’t be induced on metal 

bottom electrodes unless the grain size of the electrode is smaller than 30 nm. The platinized 

silicon in this study had a grain size of greater than 30 nm which may preclude the formation 

of the ferroelectric phase of hafnia. 
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